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Abstract
Early-stage recognition of lesions is the better probable manner for fighting
against breast cancer to find a disease with the highest ratio of malignancy
around women. Existing approaches are generally based on deep learning that
has been designed for the segmentation of tumors, however, it is complex
because of the false positives and the inaccurate detection of boundaries for
segmentation, as the existing models incorrectly predict the positive classes, thus
affecting the overall classification. In this paper, an enhanced mammogram image
classification is proposed by introducing novel segmentation and classification
approaches. The initial process of the proposed model is pre-processing, which is
performed by the median filtering that tends to remove the noise from the
images. The preprocessed images are subjected to segment the tumor from the
mammogram images by a new segmentation approach termed Region growing
with Adaptive Fuzzy C-Means Clustering (RG-AFCM). Once the segmentation of
the tumor is done, feature extraction is performed, where the features are extract-
ed using Gray-Level Run-Length Matrix (GLRM) and Grey Level Co-occurrence
Matrix (GLCM) approaches. Furthermore, the extracted features are classified
using optimal trained Recurrent Neural Networks (RNN). Here, a new algorithm
named Average Fitness New Updating-based Grasshopper Optimization Algorithm
(AFU-GOA) is proposed for enhancing both the segmentation and classification
phases. Finally, the performance of RG-AFCM-based segmentation is compared
over the stat-of-the-art segmentation approaches, and optimal trained RNN is
compared over the existing classifiers and deep learning models to prove the
reliability of the proposed model. The accuracy of the developed AFU-GOA-RNN
is 1%, 2%, 1%, and 3% enhanced than PSO-RNN, GWO-RNN, FF-RNN, and
GOA-RNN. Hence, the proposed classification using AFU-GOA-based trained
RNN establishes a better performance than existing models.
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1 Introduction

One of the major types of cancer is breast cancer among women around the world. Early
identification of breast cancer is important for successful treatment and minimization of
mortality rate [46]. Among traditional diagnostic modalities, the bio-specimen-based test
remains the best standard for deciding whether a breast lump is benign or malignant [8].
Though, around 10–31% of the breast lumps are considered as the surgical biopsy that is
turned into a malignant [15]. The majority of the false-positive biopsies are redundant and
could be possibly avoided through a much consistent breast cancer screening approach. Recent
advancements in the medical imaging approaches such as tomosynthesis, Magnetic Resonance
Imaging (MRI), ultrasound, and mammography have been developed in a medical environ-
ment for breast cancer detection at an early stage [3]. The implementation of a CAD model for
assisting radiologists in the detection and classification of breast cancer has been studied in the
literature. The (Computer-Aided Diagnosis)CAD model is a type of semi-automatic or
automatic tool implemented for assisting radiologists in the detection and classification of
mammographic abnormalities [43].

The effectiveness of a CAD is based on improving accuracy through the proper segmen-
tation of the tumors in mammograms [44]. Therefore, the segmentation of mammogram
images is a significant process to diagnose tumors as malignant and benign. Image segmen-
tation has a major role that separating an image into sub-parts of diverse clusters. It is the
procedure of discovering the groups of pixels in mammogram images [39] [17]. Different
image segmentation techniques are proposed in the literature that is categorized as energy
function-based methods, clustering methods, contour-based techniques, region-based tech-
niques, and thresholding techniques, which are classified based on either supervised or
unsupervised methods. Initially, the data of classes are described in advance while there is
no requirement of defining it in the unsupervised classification process [13]. Additionally,
there are two categories of clustering in a pixel-based approach that are fuzzy and hard
clustering [10]. The major part of the segmentation of the medical image is to distinguish
the anatomical characteristics and split the component of interest like glands, tumors, and
fibroids from the background of the image [28]. However, it faces a few challenges like poor
resolution and contrast weakness. These limitations have arrived from the existence of artifacts
that are arrived based on the movement of patient and noise of instrumental problem
[17]. The motivation of the proposed model is to propose a new breast cancer
detection model that can handle some hard and challenging, large-scale optimization
[21] problems and less convergence rate. The real-world applications of the proposed
model are listed given below, bus schedules, traffic lights, duplicating outcomes,
google search, facial recognition, sorting papers.

Perfect detection of suspicious breast lesions plays a significant role in attaining a high
(True Positive Rate)TPR to improve the final diagnosis of breast cancer [33]. Breast lesions
detection is crucial due to the dependency of variables concerned with shape, size, texture, and
location. It is done by developing some technologies like machine learning and image
processing approaches [2]. These existing approaches are based on the handcrafted features,
low-level and it also requires the capability for performing the detection task in an automatic
manner [19]. In recent years, new deep learning approaches have been offered for overcoming
the bad detection performance on CAD models [34]. The classification of breast lesions is the
last phase of CAD models. The major goal of this phase is to distinguish the detected breast
lesion as either malignant or benign. The ability of the classification procedure is especially
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based on the effectiveness of the specific feature, which represents the major properties of
breast lesions [27]. Based on the better characteristic distributions of the deep features, the
recognition of malignant and benign breast lesions is determined to improve efficiency [42].
The major contribution of this proposed breast cancer detection model is to gather data from a
standard dataset called MIAS mammography for evaluating the performance of the proposed
model by comparing it with diverse segmentation, heuristic, and machine learning approaches.
To improve the segmentation accuracy using RG-AFCM, the proposed AFU-GOA aims to
optimize the threshold value in RG-AFCM. To classify the extracted features using AFU-
GOA-trained RNN to get optimal classes like normal, malignant, and benign. A new AFU-
GOA technique is proposed for the optimization of threshold in the segmentation stage and the
optimization of weight updating in the classification stage.

The remaining sections of this paper are listed here. Section II explains the related works.
Section III discusses the development of mammogram image classification for breast cancer
detection by an enhanced segmentation approach. Section IV depicts RG-AFCM-based segmen-
tation for breast cancer detection. Section V explains AFU-GOA-trained RNN for mammogram
image classification. Section VI discusses results. Section VII concludes this paper.

1.1 Literature survey

1.1.1 Related works

In 2014, Dheeba et al. [6] have developed a new classification model to detect the abnormal-
ities of the breast in digital mammograms through (Particle Swarm Optimized Wavelet Neural
Network)PSOWNN. This algorithm was performed based on the extraction of “Laws Texture
Energy” metrics from the mammograms and classification of the suspicious regions was done
through a pattern classifier. It was performed on a “real clinical database of 216 mammo-
grams” taken from mammogram screening centers.

In 2017, Duraisamy and Emperumal [7] have developed a new deep learning-based model
for the classification of digital mammograms. The advancement of this approach was based on
the tumor tissues along with the level sets. It was complex for segmenting the mammogram
image because of the low distinction among normal and lesion tissues. Thus, (Chan-Vese)C-V
level set approach has been employed for extracting the original contour of mammograms.
Moreover, (Deep Learning Convolutional Neural Network)DL-CNN technique was applied
for learning the features of microcalcification clusters and mammary-specific mass. In the DL-
CNN network, an eminent fully complex-valued relaxation network classifier was employed at
the last phase for increasing the accuracy of a classification and reducing the false positives.

In 2020, Mugahed et al. [24] have researched and incorporated a CAD model based on
detection using deep learning and classification, which was aimed at improving the perfor-
mance of diagnostic of breast lesions. Initially, a deep learning YOLO detector was applied
and analyzed for the detection of breast lesions from whole mammograms. Moreover, the
classifiers like InceptionResNet-V2, ResNet-50, and regular feedforward CNN were altered
and calculated for the classification of breast lesions. The implemented deep learning model
was analyzed on 5-fold cross-validation tests with two diverse and broadly employed “data-
bases of digital X-ray mammograms such as DDSM and INbreast”.

In 2019, Vijayarajeswari et al. [40] have offered a model for the classification of mammo-
grams by applying Hough transform features. This Hough transform was employed for
isolating the feature of a specific shape in an image. The early diagnosis of breast cancer
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was significantly performed with the mechanized identification of masses and characterization
of miniaturized scale. The feature extraction [38] approach called Hough transform was
applied in this research model for detecting the features from mammogram images.

In 2019, Kaura et al. [16] have consisted of a novel method that was applied on the “Mini-
MIAS dataset of 322 images”. This research model has involved stages like “pre-processing,
feature extraction, and classification”. The feature extraction process was employed by K-
mean clustering to select (Speed-Up Robust Features)SURF. In the classification process, a
new layer was inserted that has used approaches like (Deep Neural Network)DNN and
(Multiclass Support Vector Machine)MSVM. The result has established an enhanced accuracy
rate through MSVM and DNN. Moreover, the research model has also attained better accuracy
with all three classes like normal, malignant, and benign cancer.

In 2019, Salih and kamil [36] have offered an approach for segmenting the boundary of
breast masses regions in mammograms using a developed technique based on fuzzy set
approaches. Initially, the research model was executed on mini-MIAS for evaluating the
research algorithm. The dataset was pre-processed for removing the noise. Furthermore, a
fuzzy set with a fuzzy inference model was employed for the research model for produced two
input parameters. These features were filtered using the thresholding filter.

In 2019, Muduli et al. [23] have implemented an enhanced CAD system to classify the
breast masses into abnormal or normal and malignant or benign classes. The developed system
has employed (Lifting Wavelet Transform)LWT for extracting the features from the ROI
mammogram images. Further, the dimensionality of the feature vectors was minimized
through approaches like (Linear Discriminant Analysis)LDA and (Principal Component
Analysis)PCA. Lastly, an integrated approach called MFO-ELMwas applied for classification.
Here, the hidden node parameters of (Extreme Learning Machine)ELM were optimized using
(Moth Flame Optimization)MFO. Moreover, the generalization performance was improved by
applying 5-fold stratified cross-validation. The implemented system was executed on “two
standard datasets, namely MIAS and DDSM”.

In 2019, Zheng et al. [47] have developed a model called DLA-EABA for detecting breast
cancer using improved computational approaches, where the tumor classification approach has
been employed with the transfers by utilizing the deep CNNs concept. Initially, CNN-based
transfer learning was examined for characterizing the breast masses to diverse prognostic or
predictive tasks or diagnostic or in different imaging modalities like tomosynthesis, US,
mammography, MRI, and digital breast. The deep learning structure has consisted of numerous
Max-pooling layers, (Long Short-Term Memory)LSTM, and convolutional layers. The error
estimation and classification have been contained in a softmax layer and fully connected layer.

1.1.2 Problem statement

The segmentation procedure has limitations such as poor resolution and contrast weakness.
Some of the segmentation approaches to research in the literature are C-V level set segmen-
tation, Fuzzy set, and intensity-based segmentation approach. The challenges present in the
above-mentioned techniques are given here. C-V level set segmentation approach requires
more numerical stability. Though, the computation of all image data and computing time are
unbearable at every iteration. Similarly, due to the higher-order logic, the implementation of a
fuzzy set is difficult. The suspected breast cancer has appeared as white spots in mammogra-
phy images. The sensitivity of mammography is influenced by factors like the pectral muscle,
breast density, artifacts or even the presence of tags. Therefore, for solving these challenges,
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many approaches have been listed in literature that has diverse challenges and features.
PSOWNN [6] achieves better classification accuracy and enhances convergence behavior.
Though, it is not suitable for detecting the masses. DL-CNN algorithm and C-V level set
segmentation [7] is research for enhancing the accuracy of classification. It has better AUC
score. On the other hand, this is not applicable for standard databases and larger architectures.
Ensemble learning [24] improves overall accuracy and enhances the performance of diagnos-
tic. However, there is less number of standard datasets. SVM(Support Vector Machine) with
intensity-based segmentation [22, 40] efficiently classifies the abnormal classes and attains
better accuracy of classification. Conversely, it doesn’t perform well on classification with
diverse classes. The challenges for deep learning algorithms [5, 35] are listed given below, it
requires large amounts of data. Furthermore, the more powerful and accurate models will need
more parameters, which, in turn, require more data [14, 20]. Once trained, deep learning
models become inflexible and cannot handle multitasking, and also they obtain low accuracy.
For these disadvantages, the deep learning algorithms gave bad results compared with the
other existing heuristic algorithms. The accuracy of the designed MAE-EFO-I-DNN is 43%,
24%, 21%, 9.5%, and 8% enhanced than DT, SVM, KNN, and DNN, respectively. From the
above result analysis, they have proved that the DNN attained lower performance than the
other algorithms. K-mean clustering with MSVM [16] is developed for improving accuracy
and effectively pre-processes the images. Though, this model is not applied on large-scale
network. Fuzzy logic with Fuzzy set segmentation [36] improves the diagnosis process and
minimizes the false positive detection. On the other hand, when the rules of fuzzy systems are
flawed, then the outcomes may not be suitable. MFO-ELM algorithm [23] improves accuracy
and reduces the computational time. Though, this model influences on performance due to the
stochastic nature of this algorithm. DLA-EABA [47] enhances accuracy and specificity and
obtains high performance. However, it attains more false positives. The computation time is
low and it does not use for larger datasets. In our proposed model, based on the comparative
analysis the computation time is better than the other algorithms, and also the larger datasets
have been used to show the performance of the proposed model. Thus, these challenges are
considered to implement a new model of mammogram images with segmentation and
classification along with a deep learning model. The review of the traditional diverse mam-
mogram image classification models is given in Table 1.

2 Development of mammogram image classification for breast cancer
detection by enhanced segmentation approach

2.1 Proposed architecture

Image segmentation is the major challenging issue in image processing nowadays. Similarly, it
is also the active research and challenging point filed in the area of medical image processing.
Segmentation of mammogram images is challenging work and there are a requirement and
wide scope for future research for improving the precision, accuracy, and speed of the
segmentation process. The major challenges for the proposed segmentation approach such
as inadequate resolution, less segmentation accuracy, detection of linear structures, and
differentiation of thin structures are observed in mammogram image segmentation. By
considering the abovementioned problems, it is required to propose a novel segmentation
approach for discovering tumors and its tissues classification to detect the abnormalities in
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breast cancer at an earlier stage. The challenging of classification is listed given below, Intra-
Class Variation, Scale Variation, View-Point Variation, Background Clutter. By consid-
ering the abovementioned problems to classify the extracted features using AFU-GOA-trained
RNN to get optimal classes like normal, malignant, and benign, where the weight is updated
using this proposed algorithm. New progressions in the area of machine learning with
extensive and deeper representation techniques, generally named as deep learning methods
offer more remarkable influence on enhancing the capabilities of diagnostics in the CAD
models. Therefore, there is a huge demand on developing a detection of segmenting and
classifying the breast cancer mammogram images. The proposed detection model is repre-
sented in Fig. 1.

The proposed model intends to develop a new segmentation and classification model for
mammogram images in breast cancer using different phases like “data collection, preprocess-
ing, segmentation, feature extraction, and classification.” The data is gathered from standard
dataset called MIASMammography. The gathered data is preprocessed using median filtering.
Preprocessing is the process of reducing the false positive rates and limiting the analysis of
abnormalities without unnecessary influence from background of the mammogram images.
Further, the preprocessed images are subjected to the enhanced tumor segmentation approach
called RG-AFCM, in which the AFU-GOA is employed for optimizing threshold to choose the
accurate region in clustering. Segmentation is the process of extracting an (Region of
Interest)ROI to provide an exact measurement of breast regions via normal and abnormalities

Table 1 Review of traditional diverse Mammogram Image classification models

Author [citation] Methodology Features Challenges

Dheeba et al. [6] PSOWNN • It achieves better
classification accuracy.

• It enhances convergence
behaviour.

• Though, it is not suitable
for detecting the
masses.

Duraisamy and
Emperumal [7]

DL-CNN algorithm • It enhances accuracy of
classification.

• It has better AUC score.

• It is not applicable for
standard
databases and larger
architectures.

Mugahed et al. [24] Ensemble learning • It improves overall accuracy.
• It enhances the performance of

diagnostic.

• However, there is less
number
of standard datasets.

Vijayarajeswari
et al. [40]

SVM • It efficiently classifies the
abnormal classes.

• It attains better accuracy of
classification.

• It doesn’t perform well
on
classification with
diverse classes.

Kaura et al. [16] K-mean clustering with
MSVM

• It improves better accuracy.
• It effectively pre-processes the

images.

• This model is not applied
on
large-scale network.

Salih and kamil [36] Fuzzy logic • The diagnosis process is
improved.

• It minimizes the false positive
detection.

• When the rules of fuzzy
systems
are flawed, then the
outcomes
may not be suitable.

Muduli et al. [23] MFO-ELM algorithm • It improves accuracy.
• It reduces the

computational time.

• It influences on
performance
due to the stochastic
nature
of this algorithm.

Zheng et al. [47] DLA-EABA • It enhances accuracy and
specificity.

• It obtains high performance.

• However, it attains more
false positives.
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regions. The segmented images are further given to the feature extraction process for selecting
the significant features, which is done by applying the GLCM and GRCM. The extracted
features are classified using AFU-GOA-trained RNN, in which the weight of RNN is updated
through the same proposed AFU-GOA. This algorithm is developed based on the average
fitness-based new updating procedure in the GOA. The proposed model efficiently classifies
the outcomes as normal or malignant or benign. Moreover, the proposed model aims to
maximize the accuracy of segmentation and classification by the optimal model.

2.2 Dataset description

The proposed model gathers data from a standard dataset called MIAS Mammography, which
is collected from https://www.kaggle.com/kmader/mias-mammography:Accessdate: 2020-11-
17 . This dataset consists of annotations or labels and images for scans of mammography. It
contains 7 columns with diverse information like “reference number, character of background
tissue, class of abnormality present, severity of abnormality, image-coordinates of centre of
abnormality, and approximate radius of a circle enclosing the abnormality”. It includes 322
image files, where Benign has 207 images, normal type consists of 64 images and malignant
type has 51 images. All the images in the dataset have the size of 1024 pixels × 1024 pixels.
The sample images considered for the experimentation is given in Fig. 2.

Fig. 1 Proposed segmentation and classification of mammogram images
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2.3 Image pre-processing

It is the initial stage in the proposed segmentation and classification model of mammogram
images. Preprocessing is necessary for improving the quality of image and provides more
precise segmentation and classification outcomes. Initially, this stage removes the artifact and
unnecessary components in the background of mammogram images. It is also intended for
improving the image appearance to eradicate error or noise or to emphasize specific features in
mammogram. The proposed model uses median filtering [48] as the preprocessing approach,
which is a non linear filter. It is an efficient approach for eliminating the salt and pepper noise,
which aims for preserving the sharpness of image edges when eliminating noise. Here, the
proposed model choose median filter because of the features like simple implementation and
more robustness. It is essential due to the complex interpretation of mammogram images. This
median filter is aimed to reduce the quantity of intensity differentiation among one pixel and
the others. The noise difference of the median filtering is approximately computed for an
image through zero mean noise below normal distribution, which is given in Eq. (1).

InimðpreÞtm x; yð Þ ¼ median Inimtm x� t; y� uð Þt; u 2 M
� � ð1Þ

Here, the input mammogram images are termed as Inimtm , where tm = 1, 2, ⋯, TMand
TMindicates total images in the dataset Mdenotes the 2D-mask and the preprocessed image

is denoted asInimðpreÞtm .

Fig. 2 Sample mammography images from MIAS mammography dataset
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3 Region growing with adaptive fuzzy C-means clustering-based
segmentation for breast cancer detection

3.1 Enhanced tumor segmentation

The proposed model implements the enhanced tumor segmentation using RG-AFCM ap-
proach, which is the combination of region growing and AFCM techniques. Segmentation is
an essential process to detect abnormal tissues in the breast that requires being more accurate.
It helps to categorize the breast regions as normal and abnormal as well. It works for
unraveling the breast regions from the other objects or from the background. It is required
for preserving the margin characteristics of mammograms prior to any additional processing.
Moreover, the segmentation aims to alter the depictions of an image into specific that is more
significant and simpler to analyze. The enhanced RG-AFCM first performs the optimized

region growing. Here, InimðpreÞtm is given as input. The optimized RG is the customized version of
single seed RG technique. It is generally employed for diverse image segmentations. It works
by the group of pixels into regions of image that is performed with a seed pixel and then
connects the pixels of homogeneous until it satisfies the segmentation. Consider Oas the whole

area of inputInimðpreÞtm that is separated into orsub-regionsO1, O2, ⋯, Oor. O1, O2, ⋯, Oor.
Further, it should satisfy the following rules in the region growing approach that is described
below. The pseudocode for the RG-AFCM model is described given below in Algorithm 1.

Step 1: [or
v¼1Oor ¼ O;

Step 2: ForO1, O2, ⋯, Oor, the connected region is represented asO.
Step 3: For anyv, z, v ≠ z, Ov ∩ Oz = α;
Step 4: GV(Ov) = true;
Step 5: O(Ov ∪ Oz) = false;

Here, the termGV(Ov)denotes the grey level value of the setOvand orrepresents the
entire sum of pixels of an image. Initially, it selects seed points and the average of the
imageav is formulated in Eq. (2).

av ¼ 1

or

X
t;uð Þ2O

Ve t; uð Þ ð2Þ
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Ve t; uð Þ � avj j t;uð Þ2O < ThrRG ð3Þ

Here, the value at the coordinate(t, u)is denoted asVe(t, u), the threshold or tolerance that
should be very close to the average of an image is termed asThrRG. The performance of
segmentation is improved by the selection of seed and threshold in this region growing
approach. Here, the threshold is optimized using the proposed AFU-GOA to achieve the more
precise segmentation. By considering the optimized threshold value, the optimal regions are

segmented that is denoted asInimðRGÞtm . The obtained images InimðRGÞtm are given to the AFCM
approach to attain final segmented images. This AFCM is an extended version of FCM, in
which the threshold is fixed for selecting the most optimal cluster. The proposed AFU-GOA
helps in optimizing this threshold value, so that the cluster centroid that is very nearer to the
threshold is selected as the final cluster. FCM [1] is a type of fuzzy clustering method. It works
by minimizing the quadratic condition, in which the clusters are specified through its specific

centers. Assume a set of Dp data patterns of InimðRGÞtm asPs = {ps1, ps2, ⋯, psDp}, which
permits for partitioning the data spaces through computing the centers of classes ccand
MUdenotes the membership matrix. The minimization of objective functionObfcmin terms of
its centers and membership degrees is equated in Eq. (4).

Obfcm ¼
XCU
cl¼1

XDp
dp¼1

μrn
cldp psdp � prcl
�� ��2 ð4Þ

In Eq. (4), the number of patterns is termed asDp, the number of clusters is specified asCU, and
any real number is indicated asrn. Moreover, the degree of fuzzy membership is noted as
μcldpof pixelpsdpin the clthcluster, the cluster center is termed as prclin the clthcluster and the
similarity measure is specified as‖‖. The objective function is reduced when assigning the huge
membership values to input patterns, which are closer to its adjacent cluster centers. Further, it
allocates the low membership values when it is distant from the cluster centers. Compute the
membership matrixμcldpusing the centroid prclas given in Eq. (5).

μcldp ¼
1

PCU
cl¼1

psdp�prclk k 2
rn�1

psdp�prclk k 2
rn�1

" # ð5Þ

Compute centroid by in Eq. (6).

prcl ¼
PDp

dp¼1 μ
rn
cldppsdpPDp

dp¼1 μ
rn
cldp

ð6Þ

Here, the clusters are selected ascl = 1, 2, ⋯, CU, where CUis fixed as 3 in the proposed
model. As mentioned earlier, a thresholdThrAFCM is assigned for improving the FCM seg-
mentation, which is optimized by the proposed AFU-GOA. Here, 3 clusters are obtained from
the FCM clustering, from which the centroid value in each cluster is checked with the
optimized threshold. The cluster centroid closer to the threshold is selected as the optimal

cluster, which is considered as the final segmented imagesInim segð Þ
tm . The detailed representation

of proposed AFU-GOA-RG-AFCM segmentation is given in Fig. 3.
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3.2 Proposed algorithm

AnewAFU-GOA is utilized in the segmentation and classification stages of proposed breast cancer
detection, which enhances the RG-AFCM-based segmentation and training of RNN. This algorithm
is developed from conventional GOA. It is applied for resolving the structural optimization
problems, which is motivated from the hunting behavior of grasshopper swarms towards their food.
It has the ability to solve the real time problems with unknown search spaces. It is a type of insects
that is combined with the largest swarm of all non-human beings. The unique character of
grasshopper swarm is the spilling over activities that are represented in adulthood and nymph
stages. The swarm movement of grasshopper in nymph stage is less. The food resource seeking
nature is one of the major features of grasshopper. There are two phases in this optimization
algorithm that are “exploration and exploitation”. The quick movement of search agents is
determined in the exploration and the movement is done locally in the exploitation phase. By
considering these two tasks, the food resource seeking is mathematically formulated here.

Ax ¼ Sx þ Fx þWx ð7Þ

Sx ¼
XN
y ¼ 1
y 6¼ 1

s dxy
� �

d̂xy ð8Þ

Fx ¼ �bêb ð9Þ

Wx ¼ dêwr ð10Þ
Here, the position of the xthgrasshopper is termed asAx, the term Sxindicates social interaction, gravity
force on the xthgrasshopper is denoted asFx and wind advection is specified asWx. Random behavior
of Eq. (7) is formulated asAx = r1Sx + r2Fx + r3Wx, in which the random numbers are indicated
asr1,r2, andr3that are in the range of [0, 1]. Additionally, the space among thexthgrasshopper and
ythgrasshopper is specified asdxy, wheredxy = |ax − ay|, and a unit vector is shown asd̂xy ¼ ay�ax

axy

from the xthgrasshopper to the ythgrasshopper, the constant drift is noted as dand in the direction of
wind a unity vector is termed aŝewr. The gravitational constant is noted as band a unity vector in the
direction to the centre of earth is specified asêb, the term Nshows the number of grasshoppers and
social forces termed as sis represented in Eq. (11).

sðrÞ ¼ ge
�r
f � e�r ð11Þ

The attractive length scale is termed asfand the intensity of attraction is noted asg. At larval phase, the
Grasshoppers have no wings; consequently its movements are mostly correlated in the direction of
wind. By expanding this Eq. (9), the components are substituted as derived in Eq. (12).

Ax ¼
XN
y ¼ 1
y 6¼ 1

s ax � ay
�� ��� � ay � ax

axy
þ�bêb þ dêwr ð12Þ
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This is intended for creating the communication among swarms. It is not employed in the
swarm model due to their halt of search space process in the area of a solution from exploring
and exploiting. Thus, a new model is formulated for solving the optimization problems, which
is given in Eq. (13).

Fig. 3 Proposed RG-AFCM-based segmentation model
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Aj
x ¼ hdc

XN
y ¼ 1
y 6¼ 1

hdc
ubj � lbj

2
s ajx � ajy
��� ���� 	 ay � ax

axy

0
BBBB@

1
CCCCAþ Kj ð13Þ

Here, the decreasing coefficient is denoted ashdcthat is intended to diminish the
mobility of grasshoppers in the region of the goal and also it balances the “explora-
tion and exploitation” of the whole swarm in the region of the goal and to reduce the
zones between grasshoppers, the lower bound with Jthdimension is denoted as lbj, the
target rate of the Jthdimension is termed as Kj , ubjis the upper bound with
Jthdimension. As mentioned above, the exploration and exploitation stages are bal-
anced by decreasinghdc that is relation to the number of iteration. Thus, this is derived
in Eq. (14).

hdc ¼ hdcmax� it
hdcmax� hdcmin

IT
ð14Þ

In Eq. (14), the maximum value is represented ashdcmax, hdcminrefers to minimum
rate, the maximum number of iterations are noted asITand the current iteration is
indicated asit. The values for hdcmaxand hdcmin are taken as 1 and 0.00001, respec-
tively. This GOA algorithm has diverse features like more accurate target prediction
to get optimal solutions. It also has enhanced global optimization ability, capability of
avoiding local optima problem and easy handling of unexpected movement problem.
It also enhances the accuracy and tracking efficiency. This method is simple and
effective. However, this algorithm suffers from challenges like high computational
complexity and less convergence rate. To solve these challenges, a new AFU-GOA
algorithm is developed based on the average fitness-based new updating procedure
based on distance as given in Eq. (15).

dx ¼ Aj
best � Aj

x ð15Þ

Sx ¼ Aj
best � F1 � dx ð16Þ

Aj
x ¼ Sx ð17Þ

Consider the fitness function as fs(x)and average fitness asmean(fs). The conventional
GOA evaluates the fitness function normally, whereas the proposed AFU-GOA checks
fitness function and updates position of the search agent using the fitness function and
average fitness. Iffs(x) < mean(fs), then the conventional GOA position updating is
performed; otherwise the position updating is done by new formula using Eq. (17).
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The pseudocode of the proposed AFU-GOA is represented in Algorithm 2.

Generally, the optimization techniques play an important role in medical image processing
because of the huge research among the researchers [11]. These techniques have experienced
diverse enhancements in literature that motivates for developing a new model. Meta-heuristic
search methodologies are established to be capable and appropriate for numerous applications.
The flowchart of the proposed AFU-GOA is specified in Fig. 4.

3.3 Feature extraction

The proposed model uses two feature extraction methods like GLCM and GLRM. After
enhanced tumor segmentation process, the features are extracted using these approaches in the

proposed breast cancer segmentation and classification model. The segmented imagesInim segð Þ
tm

are subjected to the feature extraction stage to get significant features.
GLCM [31] is used to compute the spatial relationship of pixels. It also calculates the

probability between pixels pairs by some particular values, which helps in the assessment of
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spatial relationship in an image. The energy is formulated in Eq. (18).

Ene ¼
X
i

X
j

GL2ij ð18Þ

Here, the normalized GLCM is represented byGL2ijat element(i, j). “Entropy, contrast, and
homogeneity” are formulated below.

Ent ¼ �
X
i

X
j

GLijlog2GLij ð19Þ

Con ¼
X
i

X
j

i� jð Þ2GLij ð20Þ

Hom ¼
X
i

X
j

1

1þ i� jð Þ2 GLij ð21Þ

Furthermore, the “variance, sum average, and correlation” are equated as follows.

Var ¼
X
i

X
j

i� μð Þ2GLij ð22Þ

SVar ¼
X2CrGM�2

i¼2

iGLirþisðiÞ ð23Þ

COR ¼
P

i

P
j i� jð ÞGLij � μirμis

�ir�is
ð24Þ

Here, the termμdenotes the mean of GLij with the amount of grey level in image asCrGM. The
mean and standard deviation of GLi and GLj is indicated as μir, μis andγis,γis, respectively.
Furthermore, the “sum variance, sum entropy, difference entropy, difference variance, and
maximum correlation coefficient” are represented as follows.

SumVar ¼
X2CrGM
i¼2

i� SVarð Þ2GLirþisðiÞ ð25Þ

SEnt ¼
X2CrGM
i¼2

GLirþisðiÞlog GLirþisðiÞf g ð26Þ

DEnt ¼
X2CrGM�1

i¼0

GLir�isðiÞlog GLir�isðiÞf g ð27Þ
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Fig. 4 Flowchart of the proposed AFU-GOA
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DVar ¼ varofGLir�is ð28Þ

MCC ¼
X
iw

GL i; iwð ÞGL iv; iwð Þ
GLirðiÞGLisðiwÞ ð29Þ

The features extracted by GLCM are denoted asfeGLCMfg , wherefg = 1, 2,…, FGand FGdenotes
the total number of features using GLCM method. Further, the GLRM [30] is applied to
extract features. GLRM is considered as a matrix, where the texture analysis attains texture
features. The statistical data of the higher-order is represented through increasing the intensity
of image in GLRM. The computation of “short-run emphasis, long-run emphasis, grey level
non-uniformity, run-length non-uniformity, run percentage, (Low Grey Level Run
Emphasis)LGRE, (High Grey Level Run Emphasis)HGRE” are formulated in Eq. (30) to
Eq. (36), respectively.

SrEM ¼ 1

nr

X
ur;vr

Hw ur; vrð Þ
vr2

ð30Þ

LrEM ¼ 1

nr

X
ur;vr

vr2Hw ur; vrð Þ ð31Þ

GnuNU ¼ 1

nr

X
ur

X
vr

Hw ur; vrð Þ2
 !

ð32Þ

RunNU ¼ 1

nr

X
ur

X
ur

Hw ur; vrð Þ2
 !

ð33Þ

RunPER ¼
X
ur;vr

nrta
Hw ur; vrð Þvr ð34Þ

LGREEM ¼ 1

nr

X
ur;vr

Hw ur; vrð Þ
ur2

ð35Þ

HGREEM ¼ 1

nr

X
ur;vr

ur2Hw ur; vrð Þ ð36Þ

By considering the abovementioned equations, the second-order joint conditional probability

density function is indicated byHw(ur, vr). The GLRM features are termed asfeGLRMfn , wherefn
= 1, 2, …, FNand FNshow the total number of features using GLCM method. Consequently,
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the integration of attained GLCM and GLRM features are denoted asFEfe, wherefe = 1, 2,⋯,
FYand the total amount of features is denoted asFY. The extracted featuresFEfeare subjected to
the classification stage.

4 AFU-GOA-trained recurrent neural network for mammogram image
classification

4.1 Objective model for proposed breast cancer diagnosis

This proposed breast cancer diagnosis model mainly focuses on segmentation and classifica-
tion stages for attaining a more precise and accurate performance. It considers two objectives
in the following two phases. The optimized segmentation and classification approaches have
been suggested in this model to overcome the challenges of the existing model. The optimi-
zation of significant parameters in each technique is performed through the optimization
algorithm for getting the optimal solutions. Here, the trial and error method is used for
assigning the range for particular constraints, where the range is decided based on the optimal
solutions attained in the training phase.

a) Maximization of Segmentation accuracy: The proposed AFU-GOA-RG-AFCM aims to
increase the segmentation accuracy by optimizing the threshold. Here, the threshold
tuning is adopted in both region growing and FCM-based clustering. Both the threshold
values are optimized by the AFU-GOA with the intention of reaching the maximized
segmentation accuracy when correlating with the ground truth images. The solution
encoding of the proposed breast cancer detection model is given in Fig. 5.

Here, the termThrRGdenotes the threshold value in RG, ThrAFCMindicates the assigned
threshold value in AFCM. The limit of threshold in both RG and AFCM is in the range of 5 to
200. The major objective of this proposed model is headed for increasing the segmentation
accuracy, which is given in Eq. (37).

fs1 ¼ ThrRG; ThrAFCMf gargmaxðAcrÞ ð37Þ
Accuracy Acris defined as “to how closely the measured value of a quantity corresponds to its
“true” value”. It is formulated in Eq. (38).

RGThr
AFCMThr

Fig. 5 Solution encoding of the proposed segmentation stage
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Acr ¼ trpo þ trng
� �

trpo þ trng þ fapo þ fang
� 	 ð38Þ

Here, the termtrng indicates true negatives, trpodenotes true positives,fangspecifies false
negativesfapo referred to as false positives.

b) Minimization of Detection Error: The proposed breast cancer detection model uses the
optimal trained RNN for improvising the performance of classification. The training
algorithm of RNN is enhanced by AFU-GOA, in which the training weight is optimized
in such a way that the error distinction among the measured and the target outcome should
attain minimum. RNN algorithm is improved by the AFU-GOA algorithm, in which the
weight can be optimized based on the range of 0–1 for efficient detection of breast cancer
lesions at an earlier stage in an accurate manner. The solution encoding of the proposed
classification stage is depicted in Fig. 6.

The termWTfeis denoted as the weight of RNN. The objective function of the proposed
classification based on optimal trained RNN is given in Eq. (39).

fs2 ¼ WTfe
� �

argmin Errdetð Þ ð39Þ
The errorErrdetamong actual Acopand predicted output predophas to be minimized in the
classification stage that is formulated in Eq. (40).

Errdet ¼ Acop � predop ð40Þ

4.2 AFU-GOA-trained RNN

The developed AFU-GOA-trained RNN [18] classifies the extracted features as normal,
malignant and benign. Here, the weight of RNN is updated using proposed AFU-GOA.
RNN is a type of ANN, in which the links between the nodes generate a directed graph
through a development of information. The steps to design RNN architecture are listed given
below. Initially, it examines a simple pre-trained image classification network in Deep
Network Designer(DNS). The next step is to prepare a network for transfer learning by editing
it in DNS. Transfer learning is the process of taking a pre-trained deep learning network and

FYWTΛWTWT

Fig. 6 Solution encoding of the proposed classification model
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fine-tuning it to learn a new task. On the Designer pane, select a layer for finalizing the
properties. Then to add the layers from the to a network in DNS. The next step is to import data
for training, where DNS supports the import of image data and data storing objects. Select an
import method based on the type of task. Using DNS, to train a network using image data or
any datastore object that works with the train network function. Finally, it exports the network
architecture created in DNS to the workspace or Simulink and generates code to recreate the
network and training.

One category of RNN is LSTM, which includes a memory cell unit. Furthermore,
it consists of three gate units such as “input, forget, and output gates”. The use of
LSTM (Long Short-Term Memory) is to control the flow and mixing of inputs as per
trained Weights. It brings more flexibility in controlling the outputs. LSTM is
employed for resolving the explosion and gradient mass. LSTM eliminates the redun-
dant data and achieves the necessary data in series while updating the memory cell
unit’s state with the abovementioned three gates. (Gate Recurrent Unit)GRU is
proposed as a special type of LSTM, which merges the output and forgets gates into
a unique update gate termedUgin, where the linear interpolation helps to achieve the
current outcome. Assume, gnin ← Fefeis the inthinput feature, and hsin − 1is the
earlier hidden state. The updated gate and the reset gate are represented in Eq. (41)
and Eq. (42), respectively.

Ugin ¼ Af WTgnUggnin þWThsUghsin�1
� � ð41Þ

Rgin ¼ Af WTgnRggnin þWThsRghsin�1
� � ð42Þ

Here, the activation function is termed asAfthat is a logistic sigmoid function. The weight
matrix is denoted byWTfe = {WTgnUg, WThsUg, WTgnRg, WThsRg}, which has to be updated to
minimize the fault discrepancy between the predicted and actual output. The candidate state of
the hidden unit is computed in Eq. (43)

~hsin ¼ tan WT gnhsgnin þWThshs hsin�1 � Rginð Þ� � ð43Þ
In Eq. (43), the element-wise multiplication is represented as⊗, the linear interpolation
between hsin − 1and candidate state ~hsinis referred to as inthhidden activation function hsinof
GRU that is formulated in Eq. (44).

hsin ¼ 1� Uginð Þ � ~hsin þ Ugin � hsin�1hsin
¼ 1� Uginð Þ � ~hsin þ Ugin � hsin�1

ð44Þ

Here, the proposed AFU-GOA optimizes WTfein RNN and attains the three classes
like normal, benign, and malignant types from the input mammogram images. The
proposed AFU-GOA-Trained RNN is illustrated in Fig. 7. The number of parameters
for RNN is listed as 4 and also the initial input can be considered as the extracted
features and the output is normal, benign, malignant. The types of layers are given by
the input layer and feed-forward fully connected layer.
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5 Results and discussions

5.1 Experimental setup

The proposed breast cancer detection system was executed in MATLAB 2019, and the
performance examination was performed. The performance analysis was done by Type I,
and Type II measures. The experimental results acquired from the proposed model were
compared over the conventional techniques through validation with graphs and tabulations.
The proposed model has considered the population size and the maximum number of iterations
as 10 and 100, respectively. The developed model was compared over optimization techniques
like PSO [4], GWO [25], FF [45], and GOA [37]. Similarly, the proposed model was
compared by classifiers such as DT [29], SVM [26], DNN [12], NN [9] and RNN [18].
Likewise, the proposed AFU-GOA-RG-AFCM model was also analyzed with diverse con-
ventional segmentation methods such as Circle Hough [40], active contour [41], Region
growing [32], Optimized region growing [31], and Fuzzy set [36]. The Complexity analysis
of the proposed approach is compared with other approaches in terms of consumed memory as
listed given below. For the firefly algorithm, the time complexity and memory are obtained

feFE

Fig. 7 Proposed AFU-GOA-Trained RNN
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through O(it ∗ pop) and Ω([2 ∗ pop ∗ cl] + [2 ∗ cl] + [2 ∗ it] + pop + 7). For the PSO
algorithm, the time complexity and memory are obtained through O(it + (it ∗ pop ∗ cl))
andΩ(4 ∗ pop ∗ cl) + [2 ∗ cl] + [2 ∗ it] + pop + 9. For the GWO algorithm, the time
complexity and memory are obtained through O(it ∗ pop ∗ cl) andΩ([2 ∗ pop ∗ cl] + [7 ∗
cl] + [1 ∗ it] + [1 ∗ pop] + 16). In our proposed AFU-GOA-RG-AFCM model the time
complexity and memory are obtained through O(2 ∗ pop + (Maxit ∗ ([pop ∗ cl ∗ pop] +
pop))) and Ω([5 ∗ pop ∗ cl] + [2 ∗ cl] + Maxit + [2 ∗ pop] + 7). The parameters used in
our proposed model are given by, for DNN the hidden neuron count has been considered as
30. For NN the hidden neuron count has been considered as 10. For SVM the kernel function
can be considered as Gaussian. Chromosome length is described as the number of optimization
values. The evaluation of sample simulation images by different feature extraction techniques
have listed in Table 2.

5.2 Performance measures

There are diverse performance measures considered for validating the performance of the
proposed model that is explained below.

(a) Sensitivity: “the ratio among true positive and false negatives”.

Se ¼ trpo
trpo þ fang

ð45Þ

(b) Specificity: “the true negative rate or the proportion of negatives that are correctly
identified”.

Table 2 The evaluation for sample simulation images by different feature extraction techniques

Terms Image1 Image2 Image3 Image4

“Energy” 0.89535 0.89077 0.91143 0.95389
“Entropy” 0.28988 0.3022 0.27567 0.1601
“Contrast” 0.2004 0.18128 0.14782 0.095864
“homogeneity” 0.99082 0.99237 0.99162 0.99481
“Sum Average” 2.5649 2.661 2.4264 2.226
“Correlation” 0.93359 0.95265 0.92894 0.91894
“Sum Variance” 11.053 13.093 8.6825 6.5597
“Sum Entropy” 0.28056 0.29081 0.26505 0.15466
“Difference Entropy” 0.083788 0.077767 0.085554 0.055945
“Difference Variance” 0.2004 0.18128 0.14782 0.095864
“Maximum Correlation Coefficient” 0.93359 0.95265 0.92894 0.91894
“Short Run Emphasis” 0.18428 0.28555 0.25258 0.14384
“Long Run Emphasis” 12,777 12,336 11,980 21,648
“Grey Level Non Uniformity” 265.88 218.18 210.79 189.18
“Run Length Non Uniformity” 70.082 105.09 104.32 85.17
“Run Percentage” 0.015139 0.015762 0.016567 0.010366
“LGRE” 0.4033 0.35781 0.3457 0.46934
“HGRE” 135.66 133.17 112.6 97.428
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Sp ¼ trng
fang

ð46Þ

(c) Precision: “the positive predictive value or the fraction of the positive predictions that are
actually positive”.

Ps ¼ trpo
trpo þ fapo

ð47Þ

(d) (False Positive Rate)FPR: “the ratio of number of false positive predictions to the whole
amount of negative predictions”.

FPR ¼ fapo
fapo þ trng

ð48Þ

(e) (False-Negative Rate)FNR: “the proportion of positives that attain negative test results
with the test”.

FNR ¼ fang
trng þ trpo

ð49Þ

(f) (Negative Predictive Value)NPV: “the difference between the present value of cash
inflows and the present value of cash outflows over a period of time.”

NPV ¼ fang
fang þ fapo

ð50Þ

(g) (False Discovery Rate)FDR: “a method of conceptualizing the rate of type I errors in null
hypothesis testing when conducting multiple comparisons”.

FDR ¼ fapo
fapo þ trpo

ð51Þ

(h) F1 score: “the weighted average of Precision and Sensitivity”.

F1� score ¼ Sp � Ps
Psþ Sp

ð52Þ
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(i) MCC: “it is estimated by four values”.

MCC ¼ trpo � trng � fapo � fangffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trpo þ fapo
� 	

trpo þ fang
� 	

fang þ fapo
� 	

trpo þ fang
� 	r ð53Þ

Fig. 8 Sample simulation images of proposed and conventional segmentation models
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5.3 Segmentation results

The proposed model contributes the segmentation as the major concept for mammogram
images using RG-AFCM, which are compared with diverse conventional segmentation
approaches. The sample images for the proposed as well as various traditional segmentation
methods are listed in Fig. 8.

5.4 Segmentation analysis

The proposed model utilizes segmentation as the major contribution, which is done by AFU-
GOA-RG-AFCM that is compared with traditional segmentation approaches and heuristic-
based models as represented in Tables 3 and 4, respectively. The accuracy of the proposed
AFU-GOA-RG-AFCM is 9%, 40%, 7.5%, 8%, and 22.7% enhanced than Circle Hough,
Active contour, Region growing, Optimized region growing and Fuzzy set, respectively. The
specificity of the developed AFU-GOA-RG-AFCM is 8%, 41%, 5.8%, 6.5%, and 22.9%
superior to Circle Hough, Active contour, Region growing, Optimized region growing and
Fuzzy set, respectively. The FNR of the suggested AFU-GOA-RG-AFCM is 82%, 69%,
88.8%, 88% and 51% improved than Circle Hough, Active contour, Region growing, Opti-
mized region growing and Fuzzy set, respectively. The accuracy of the proposed AFU-GOA-

Table 3 Segmentation analysis of the proposed and conventional segmentation techniques for breast cancer
detection

Measures Circle
Hough [40]

Active
contour [41]

Region
growing [32]

Optimized region
growing [31]

Fuzzy set
[36]

AFU-GOA-
RG-AFCM

“Accuracy” 0.91374 0.71278 0.92823 0.92346 0.81333 0.99801
“Sensitivity” 0.4835 0.97355 0.21369 0.26073 0.81804 0.91198
“Specificity” 0.9235 0.70686 0.94445 0.93851 0.81323 1
“Precision” 0.12549 0.070111 0.080323 0.087804 0.090442 1
“FPR” 0.076497 0.29314 0.055545 0.061494 0.18677 0
“FNR” 0.5165 0.026452 0.78631 0.73927 0.18196 0.088022
“NPV” 0.9235 0.70686 0.94445 0.93851 0.81323 1
“FDR” 0.87451 0.92989 0.91968 0.9122 0.90956 0
“F1-Score” 0.19926 0.1308 0.11676 0.13137 0.16288 0.95396
“MCC” 0.21441 0.21709 0.098837 0.11829 0.23217 0.95401

Table 4 Segmentation analysis of the proposed and conventional heuristic-based techniques for breast cancer
segmentation

Measures FF [45] PSO [4] GWO [25] GOA [37] AFU-GOA-RG-AFCM

“Accuracy” 0.95833 0.94792 0.95833 0.9375 0.96875
“Sensitivity” 0.84 0.84 0.92 0.84 0.96
“Specificity” 1 0.98592 0.97183 0.97183 0.97183
“Precision” 1 0.95455 0.92 0.91304 0.92308
“FPR” 0 0.014085 0.028169 0.028169 0.028169
“FNR” 0.16 0.16 0.08 0.16 0.04
“NPV” 1 0.98592 0.97183 0.97183 0.97183
“FDR” 0 0.045455 0.08 0.086957 0.076923
“F1-Score” 0.91304 0.89362 0.92 0.875 0.94118
“MCC” 0.89174 0.8624 0.89183 0.83472 0.92024
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RG-AFCM is 1%, 2%, 1% and 3% advanced than FF, PSO, GWO and GOA, respectively.
The FNR of the proposed AFU-GOA-RG-AFCM is 75% enhanced than FF, PSO, and GOA,
respectively and 50% enhanced than GWO. Therefore, the proposed AFU-GOA-RG-AFCM
model performs better than other segmentation approaches.

5.5 Performance analysis in terms of meta-heuristic based algorithms

The performance analysis of the proposed AFU-GOA-trained RNN model is enhanced by
comparing diverse algorithms by varying learning percentages, which is represented in Fig. 9.
The accuracy of the proposed AFU-GOA-RNN is 13.7%, 13.1%, 12.5% and 76.7% enhanced
than FF-RNN, PSO-RNN, GWO-RNN and GOA-RNN, respectively at learning percentage
90. The F1-score of the proposed AFU-GOA-RNN is 62%, 59% and 57% superior to FF-
RNN, PSO-RNN, and GWO-RNN, respectively for learning percentage 90. The FDR of the
developed AFU-GOA-RNN is 33% minimized than FF-RNN, 20% minimized than PSO-
RNN, 42% minimized than GWO-RNN and 50% minimized than GOA-RNN when consid-
ering the learning percentage as 50. The FNR of implemented AFU-GOA-RNN for learning
percentage as 70 is 37.5% reduced than FF-RNN and 68.75% reduced than PSO-RNN, GWO-
RNN and GOA-RNN, respectively. By considering the learning percentage as 50, the FPR of
the proposed AFU-GOA-RNN is 60%, 50%, 33% and 42.8% decreased than FF-RNN, PSO-
RNN, GWO-RNN and GOA-RNN, respectively. The MCC of the proposed AFU-GOA-RNN
is 15%, 8.8%, 6.5% and 3% improved than FF-RNN, PSO-RNN, GWO-RNN and GOA-
RNN, respectively at learning percentage 60. The NPV of the implemented AFU-GOA-RNN
is 15% better than FF-RNN, 13% better than PSO-RNN, 12.5% better than GWO-RNN and
86.7% better than GOA-RNN by considering the learning percentage as 90. The precision for
learning percentage 80 is 10% and 2.8% enhanced than FF-RNN and GOA-RNN, respective-
ly. The sensitivity of the proposed AFU-GOA-RNN is 3.7% superior to FF-RNN and 14%
superior to PSO-RNN, GWO-RNN and GOA-RNN, respectively for learning percentage 70.
The specificity of the developed AFU-GOA-RNN is 1%, 1.5%, 3% and 2% increased than FF-
RNN, PSO-RNN, GWO-RNN and GOA-RNN, respectively by considering learning percent-
age 70. Therefore, the proposed AFU-GOA-based RNNmodel improves the performance than
conventional models.

5.6 Performance analysis on diverse machine learning algorithms

The performance of the proposed AFU-GOA-RNN is compared with various classifiers in terms of
diverse performance measures that is represented in Fig. 10. The accuracy of the proposed AFU-
GOA-RNN is 23.7%, 2%, 32%, and 11% superior to RNN, DNN, DT and NN, respectively for
learning percentage 90. The F1-score of the proposedAFU-GOA-RNN is 4.2%, 15%, 22.5%, 8.8%
and 63% improved than RNN, DNN, DT, NN and SVM, respectively at learning percentage 60.
The FDR of the developed AFU-GOA-RNN is 88%, 60%, 90%, 84% and 91% minimized than
RNN, DNN, DT, NN and SVM, respectively for learning percentage 90. The FNR of the proposed
AFU-GOA-RNN on considering the learning percentage 70 is 58%, 50%, 66%, 77% and 75%
reduced than RNN, DNN, DT, NN and SVM, respectively. When considering the learning

Fig. 9 Performance analysis of the proposed and conventional heuristic-based algorithms for proposed breast
cancer segmentation and classification model in terms of a Accuracy, b F1-score, c FDR, d FNR, e FPR, fMCC,
g NPV, h Precision, i Sensitivity and j Specificity
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percentage 70, the FPR of the proposed AFU-GOA-RNN is 37.5% diminished than RNN, 16%
diminished than DNN, 75% diminished than DT, 50% diminished than NN and 85% diminished
than SVM. On considering the learning percentage as 70, the MCC of the proposed AFU-GOA-
RNN is 3.6% enhanced than RNN, 4.9% enhanced than DNN, 41% enhanced than DT and 21%
enhanced than NN. The NPV of the suggested AFU-GOA-RNN is 3%, 6.5%, 30%, 5.9% and 50%
advanced than RNN, DNN, DT, NN and SVM, respectively at learning percentage 60. The
precision is 5.8%, 3.4%, 50% and 25% progressed than RNN, DNN, DT and NN, respectively
for learning percentage 70. The sensitivity of the proposed AFU-GOA-RNN by considering the
learning percentage as 70 is 10%, 9.3%, 14.6%, 25% and 17.5% better than RNN, DNN, DT, NN
and SVM, respectively. The specificity of the designed AFU-GOA-RNN is 2%, 22.5%, 30%, and
4% improved than RNN, DNN, DT and NN, respectively at learning percentage 50. As a result, the
proposed model in terms of classification is outperformed the traditional models.

5.7 Overall performance analysis

The overall performance analysis of the proposed model compared with diverse heuristic
based algorithms and numerous classifiers are represented in Tables 5 and 6 respectively. The
accuracy of the developed AFU-GOA-RNN is 1%, 2%, 1% and 3% enhanced than PSO-RNN,
GWO-RNN, FF-RNN and GOA-RNN. Similarly, the accuracy of the proposed AFU-GOA-
RNN is 20%, 43%, 3%, 11% and 4% better than DT, SVM, DNN, NN and RNN, respectively.
Hence, the proposed classification using AFU-GOA-based trained RNN establishes the better
performance than existing models.

5.8 State of art comparison for different algorithms

The state of art comparison for different heuristic-based algorithms has been shown in Table 7. The
precision of the developed AFU-GOA-RNN is 48.843%, 47.4748%, and 47.7012% enhanced than
DL-CNN, ENSEMBLE LEARNING, and DLA-EABA. Hence, the proposed classification using
AFU-GOA-based trained RNN attained better performance than existing models.

Fig. 10 Performance analysis of the proposed and conventional classifiers for proposed breast cancer
segmentation and classification model in terms of a Accuracy, b F1-score, c FDR, d FNR, e FPR, f MCC, g
NPV, h Precision, i Sensitivity and j Specificity

Table 5 Evaluating proposed and traditional heuristic-based breast cancer detection model

Measures PSO-RNN [4] GWO-RNN [25] FF-RNN [45] GOA-RNN [37] AFU-GOA-RNN

“Accuracy” 0.95833 0.94792 0.95833 0.9375 0.96875
“Sensitivity” 0.84 0.84 0.92 0.84 0.96
“Specificity” 1 0.98592 0.97183 0.97183 0.97183
“Precision” 1 0.95455 0.92 0.91304 0.92308
“FPR” 0 0.014085 0.028169 0.028169 0.028169
“FNR” 0.16 0.16 0.08 0.16 0.04
“NPV” 1 0.98592 0.97183 0.97183 0.97183
“FDR” 0 0.045455 0.08 0.086957 0.076923
“F1-Score” 0.91304 0.89362 0.92 0.875 0.94118
“MCC” 0.89174 0.8624 0.89183 0.83472 0.92024
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5.9 Statistical analysis on the accurateness

Statistical measures are used to collect the data, employ the correct analyses, and effectively
present the results. It is a major process of making decisions based on data and making
predictions. The Statistical metrics on sample images for the proposed breast cancer segmen-
tation and classification model have been represented in Fig. 11. The given graph proves that
the accuracy of the proposed AFU-GOA-RNN model is improved than the other conventional
algorithms.

5.10 Analysis on computation time

The Complexity analysis of the proposed approach in terms of consumed time has been shown
in Table 8. Hence, it is proved that from the given Table 7 and the computation time is lower
than the other different heuristic algorithms.

6 Results and discussion

The main advantages of the proposed AFU-GOA-RNN model are enhanced global optimiza-
tion ability, the capability of avoiding local optima problems, and easy handling of unexpected
movement problems. It also enhances accuracy and tracking efficiency. This method is simple and
effective. Due to these advantages, the proposed AFU-GOA-RNN performs better than the existing

Table 6 Evaluating proposed and traditional machine learning breast cancer detection model

Measures DT [29] SVM [26] DNN [12] NN [9] RNN [18] AFU-GOA-RNN

“Accuracy” 0.80612 0.67347 0.93878 0.86735 0.92708 0.96875
“Sensitivity” 0.84615 0.80769 0.88462 0.76923 0.88 0.96
“Specificity” 0.79167 0.625 0.95833 0.90278 0.94366 0.97183
“Precision” 0.59459 0.4375 0.88462 0.74074 0.84615 0.92308
“FPR” 0.20833 0.375 0.041667 0.097222 0.056338 0.028169
“FNR” 0.15385 0.19231 0.11538 0.23077 0.12 0.04
“NPV” 0.79167 0.625 0.95833 0.90278 0.94366 0.97183
“FDR” 0.40541 0.5625 0.11538 0.25926 0.15385 0.076923
“F1-Score” 0.69841 0.56757 0.88462 0.75472 0.86275 0.94118
“MCC” 0.58088 0.38214 0.84295 0.66407 0.81342 0.92024

Table 7 State of art comparison for different heuristic algorithms for breast cancer detection model

TERMS DL-CNN [7] ENSEMBLE LERNING [24] DLA-EABA [47] AFU-GOA-RNN

“Accuracy” 0.94444 0.93556 0.96 0.96875
“Sensitivity” 0.73913 0.57143 0.82353 0.96
“Specificity” 0.9555 0.95972 0.96536 0.97183
“Precision” 0.47222 0.48485 0.48276 0.92308
“FPR” 0.044496 0.040284 0.034642 0.028169
“FNR” 0.26087 0.42857 0.17647 0.04
“NPV” 0.9555 0.95972 0.96536 0.97183
“FDR” 0.52778 0.51515 0.51724 0.076923
“F1-Score” 0.57627 0.52459 0.6087 0.94118
“MCC” 0.56387 0.49218 0.61255 0.92024
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methods. Thus, the outcomes of performance analysis are better with the AFU-GOA-RNN model
than the other methods for breast cancer detection model. The failure case of the proposed AFU-
GOA-RNN includes, it can handle some hard and challenging, large-scale optimization problems
and less convergence rate. Therefore, this performance degradation can be solved in the future by
utilizing intelligent approaches like hybrid classifiers or ensemble learning with heuristic improve-
ment and also mainly focused on the error analysis of the proposed model.

7 Conclusion

This paper has developed a new mammography segmentation and classification model. The
collected images were initially preprocessed that were segmented using a new enhanced tumor
segmentation approach termed RG-AFCM, in which threshold values were optimized using
AFU-GOA. Furthermore, the segmented images were performed with feature extraction, in
which the features were extracted by GLCM and GLRM methods. In addition, the extracted
features were classified using AFU-GOA-trained RNN. Here, a new AFU-GOA technique
was developed to enhance the accuracy of segmentation and classification stages. From the

Fig. 11 Statistical metrics on sample images for proposed breast cancer segmentation and classification model

Table 8 State of art comparison for different heuristic algorithms for breast cancer detection model in terms of
computational time

Terms PSO.RNN [4] GWO.RNN [25] FF.RNN [45] GOA.RNN [37] AFU-GOA-RNN

“TIME” 1409.2 904.31 1177.6 991.17 679.97
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experimentation results, the accuracy of the implemented AFU-GOA-RG-AFCM was 9%
better than Circle Hough, 40% better than Active contour, 7.5% better than Region growing,
8% better than optimized region growing, and 22.7% better than Fuzzy set. Similarly, the
accuracy of the proposed AFU-GOA-RNN was 23.7% superior to RNN, 2% superior to DNN,
32% superior to DT, and 11% superior to NN for learning percentage 90. Therefore, the
proposed model has performed better than other conventional models for accurate breast
cancer detection. The result of statistical metrics on sample images for the proposed breast
cancer segmentation and classification model has proved that the accuracy has been improved
and also the computation time is better than the other different heuristic algorithms.
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