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ABSTRACT 
 

The drastic development in information technology has a lead for the digitization of 

documents in each and every field. During the digitization process, many of the existing and 

newly generated documents will be stored in the form of images known as document images. 

This has created an opportunity for the researchers to develop techniques and algorithms for 

analysis of document images for implementation of expert systems. Huge database of 

document images also require the techniques for accessing, searching and browsing of the 

documents based on certain criteria. The main objective of the proposed research work is to 

develop new techniques and algorithms for document image analysis and retrieval. The 

proposed research work is motivated by the Google search engine which allows text-based 

searching of information from the World Wide Web. The thesis provides new algorithms, 

techniques and feature extraction schemes for implementation of document image analysis 

and retrieval system. Five document retrieval techniques based on the logo, signature, 

face/photo, fingerprint and language are addressed in the thesis.   

The thesis first provides an introduction to the document image analysis and retrieval system, 

its applications and a detailed literature survey.  The literature survey discusses about the 

current state of the art and research trends. An efficient automatic logo-based retrieval 

technique is proposed by using mathematical tool Singular Value Decomposition (SVD). 

New feature extraction techniques based on singular value decomposition are used for logo-

based document image retrieval. The proposed method is tested on the document images of 

Tobacco 800 database [41]. The experimental results are better compared to the earlier 

approach [47]. 

The thesis also provides signature-based document image retrieval method using multi-level 

Discrete Wavelet Transform (DWT). To investigate the influence of similarity metrics on 

retrieval performance, experiments are carried out using seven distance metrics namely 

Euclidean, Canberra, City-block, Chebychev, Cosine, Hamming and Jaccard. The city block 

distance provided a highest precision of 80% using multi-level DWT features. 

Recently many documents such as identity cards, passports, driving license etc. are embedded 

with face/photo of a person. For retrieval of such documents, the thesis proposes face/photo 

based document image retrieval using Gray Level Cooccurence Matrix based features. In this 

approach, the cooccurence matrices for Red, Green and Blue components of the face image 
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are computed and their diagonal elements are used to construct the feature vector. This helps 

in reducing the number of features and computational complexity. Experiments are carried 

out on a database of 810 document images. The proposed method provided a mean average 

precision of 82.66%.  

To provide high security fingerprint impression is being used in many important documents 

such as property registration, banking transactions, insurance related documents etc. This 

motivated us to propose a fingerprint-based document image retrieval technique using multi-

resolution Local Binary Pattern (LBP) features in the thesis. The proposed method is tested 

on 1200 document images having fingerprint impression. A mean average precision of 

73.08% is obtained for retrieval of top 1, top 5, top 8, top 15 and top 20 document images. 

The experimental results are encouraging compared to the existing feature extraction 

techniques [38] and [39].  

This thesis also presents a new approach for classification and retrieval of document images 

based on the language. The multi-resolution Histogram of Oriented Gradients (HOG) features 

are proposed for the implementation. The system is tested for printed document images of 

Kannada, Marathi, Telugu, Hindi and English. Proposed system provided classification 

accuracy of 87.02% for 1006 document images. The retrieval performance obtained using 

proposed feature extraction scheme is very promising and encouraging. The thesis also 

provides future directions for the research to elevate current state-of-the-art.  
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Chapter 1 

Introduction 

 

Abstract of the Chapter: Document image analysis and retrieval is a hot area of research 

due to its wide applications in various fields. This chapter provides a brief introduction to 

document image analysis and retrieval system. It describes the generic steps practiced for 

analysis and retrieval of document images. This chapter also discusses the state of art 

techniques, challenges and the major contributions of the proposed research work.  

 

 

1.1 Introduction 

The developments in computing technologies lead the digitization of a huge number of 

documents. Most of the documents during digitization are stored in the form of images. 

To reduce the effort, cost and time involved in understanding these documents, a new 

field of research called document image processing was evolved during the 1990s with 

the aim of automizing the document image processing. The document image analysis and 

retrieval is a sub-field of document image processing developed with the goal to provide a 

solution towards a paperless office. It has drawn the attention of many scholars in the 

current decade due to rapid development in technology.  

Generally, the scanned documents consisting of printed or handwritten text, symbols, 

tables, logos and other graphical components are referred to as document images. The 

scanner, digital camera and mobile camera are the sources of document images used to 

digitize the documents. Categorically, the document images may include certificates, 

marks-cards, historical documents, individual pages of the books, legal documents, 

official memorandums, notices and many more The digitization of documents is being 

found in each and every organization due to the equipment available at a low cost. A huge 

number of document images, generated in day to day life, requires a systematic analysis 

for document image understanding. The document image analysis deals with the detection 

of textual and graphical components of the document [1]. However, document image 

retrieval allows accessing, browsing and searching of the document images based on 

certain attributes from the huge database [2]. Fig. 1.1 shows sample document images.  
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Fig. 1.1 Sample Document Images 

Some of the important applications of document image analysis and retrieval system are: 

1. Extraction of the Name, Address, Location and Pin code from the emails and 

postal document images. Automatic script identification from both handwritten 

and printed text document images. 

2. Recognition of vehicle number from number plates for implementation of 

computerized registration and tracking of vehicles. 

3. Searching of the documents based on the title for automation of digital library 

and reading of specific topics from e-books.  

4. Signature-based retrieval of document images in the sectors like banking, 

insurance and business offices.  

5. Logo based document retrieval in small offices and organizations for quick 

accessing of the document images.   

1.2 Motivation 

A drastic increase in document images due to cheaper technology has created a challenge 

for proper analysis and quick retrieval of documents with accurate results. The motivation 

behind this research work is the Google search engine which is being used for many 

years. Google provides text-based searching of data from the World Wide Web. A similar 
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kind of search engine to retrieve the document images based on certain attributes or 

components of the query is highly required in many organizations such as business 

offices, banking, insurance, digital library, crime branches, etc. This has motivated our 

research work to improve the performance of the existing document image analysis and 

retrieval techniques along with proposing some new retrieval techniques that suite the 

recent requirements in the domain. 

1.3 Architecture of Document Image Analysis  

The Fig.1.2 shows the architecture of Document Image Analysis (DIA). Preprocessing, 

feature extraction, analysis of text and graphical components are the building blocks of 

the architecture. The document description is an outcome of the analysis. These blocks 

are briefly discussed in the following sub-sections. 

 

 

 

 

 

 

 

 

 

 

Fig. 1.2 Architecture of Document Image Analysis 

1.3.1 Preprocessing 

The document images in their original form cannot be used directly for analysis. The 

preprocessing step prepares the document for extracting suitable features depending on 

the type of the application. The preprocessing steps may include color to gray-scale 

conversion, binarization, noise removal, segmentation, etc.  Most of the analysis 

techniques use the gray-scale image or binary image to reduce the number of features. 

Documents suffer from different types of noises such as impulse noise, duty noise, clutter 

noise, etc. The noise present in the documents may lead to inaccurate results during 

document image analysis. Hence suitable filters, techniques or algorithms are used in the 

preprocessing step for removal of noise. Depending on the application, document 
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segmentation is also used as part of the preprocessing. In the proposed research work, 

color to gray-scale, gray to binary conversions along with noise removal algorithms such 

as median filter are used.  

1.3.2 Feature Extraction 

This step is used to gather meaningful information from the document images.  The local 

or global features may be extracted during this step. The different features used in the 

existing system are listed in Table 1.1.  

Table 1.1 Different Features used for DIA 

 

The proposed research work employs the properties of the connected components, texture 

features and the visual features for analysis of document images.  

1.3.3 Text Level Analysis and Recognition 

Two main types of analysis such as Optical Character Recognition (OCR) and page-

layout analysis are applied to the text. The purpose of OCR is to recognize the text for 

deriving the meaning of characters or words. However, page-layout analysis is used to 

detect and recognize functional blocks such as words, titles, subtitles, bodies of text, 

footnotes, etc. The proposed research uses hybrid texture features for text recognition to 

classify the documents based on the language.  

1.3.4 Graphics Level Analysis and Recognition 

Graphics level analysis is intended to recognize graphical components of the document 

image such as lines, curves, logos, photos, signatures, etc. Graphical analysis demands the 

use of structural, shape and geometrical features. The proposed work mainly employs the 

connected component analysis for detection of graphical components and their features 

with Support Vector Machine (SVM) classifier for recognition. 

1.3.5 Document Description 

A document description is an outcome of the document image analysis. The document 

description includes the details of both textual and graphical components of the document 
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image. The description may consist of the number of characters, words, lines, paragraphs, 

logos, signatures, etc.  

1.4 Architecture of Document Image Retrieval  

The Document Image Retrieval (DIR) is used to access, browse or search the documents 

based on certain attributes such as the title, logo, signature, layout, etc. Fig. 1.3 depicts 

the architecture of DIR with the important building blocks such as preprocessing, feature 

extraction, similarity matching, ranking and retrieval. These blocks are described in the 

below sections.  

 

      

Fig. 1.3 Architecture of Document Image Retrieval 

1.4.1 Preprocessing 

The preprocessing step in document image retrieval process is much similar to that of 

preprocessing used in document image analysis. But it may also include segmentation, 

detection or extraction of a particular component from the query, depending on which 

retrieval is to be carried out. For example, in logo-based document retrieval, the logo 

segmentation may be part of preprocessing.  
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1.4.2 Feature Extraction 

Meaningful information is extracted from the query image at this stage. The features from 

both spatial-domain and frequency-domain can be used for retrieval. The popular feature 

extraction schemes include visual, geometric, shape and texture-based features or their 

combination. Various techniques are used to extract the features such as Gradient, 

Structural and Concavity (GSC) features [3-4], that measure the image characteristics at 

local, intermediate and large scale. Density distribution and key block features [5], Fisher 

classifier [2], Conditional Random Field [6], Dynamic Text Warping (DTW) [7] are used 

in the literature. In the proposed research work, a new set of features by extending the 

concept of DWT, Gray Level Co-occurrence Matrix (GLCM), Local Binary Pattern (LBP) 

and Histogram of Oriented Gradients (HOG) are used. 

1.4.3 Similarity Matching 

This step is used to find the extent of similarity between the query document image and 

the document images stored in the database. For similarity measure, the query image 

feature vector and database image feature vectors are compared using the distance metrics 

[8]. Various distance metrics such as Euclidean, city block, Manhattan, correlation, 

hamming, etc., can be used. The comparison of different metrics is provided in [9]. In the 

proposed research, standard Euclidean distance, Canberra distance and Mahalanobis are 

used for matching of the documents. We also provided a comparison of results using 

different similarity metrics. 

1.4.4 Ranking of the Documents 

This step is used to identify the closest document to the query and other documents 

nearest to the query. The distance measures used in the similarity matching provide a 

metric having value between 0 and 1. The smallest distance value indicates closest match 

and vice versa.  Ranking of documents includes ordering of the documents to be retrieved 

based on the distance score. Thus the result of this step is ranked set of retrieved 

documents. 

1.5 Classification of Document Image Retrieval System  

Reza Tavoli [10] classified the document image retrieval methods into two categories, 

viz. traditional methods and new methods. Fig. 1.4 shows a detailed classification of 

Document Image Retrieval System (DIRS). Traditional methods include searching for 

documents based on keywords and titles. It also aims at the indexing of the documents 
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based on Optical Character Recognition (OCR). The traditional method of indexing finds 

its application in the text to speech conversion, libraries and small organizations. The new 

methods of document retrieval are evolved as the outcome of research carried out in the 

last decade. This method includes retrieval of documents based on the signature, logo and 

layout. The proposed research work has added new techniques such as face-based, 

fingerprint-based and language-based document retrieval. These techniques are shown 

with shaded blocks in Fig. 1.4. 

 

Fig. 1.4 Classification of DIRS 

1.6 State of the art Techniques 

A lot of methods and techniques has been proposed in the area of document image 

analysis and retrieval during last two decades. This section briefly describes and 

highlights the work done in this area by the researchers. 

Acquiring knowledge or information from millions of documents generated requires 

manpower, time and money. To provide a solution to this, Tang et al. [11] developed an 

automatic knowledge acquisition system. They used geometric and logical structure 

analysis of documents in the proposed technique. The geometric structure was derived 

through entropy analysis and is mapped to logical structure for document image 

understanding.  To reduce the effort of information retrieval from digital library Niyogi 

and Srihari [12] presented a method that employed layout analysis and document 

structure.  The proposed system enabled users to refine their queries from retrieved 

documents to obtain more relevant information. Liu and Jain [13] proposed an image-

based form retrieval using similarity measure. The proposed similarity measure was 

robust to variation in image attributes. Document image retrieval for Chinese documents 
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is presented in [14] using the stroke density of characters. The method helps for fast 

retrieving of Chinese documents with a limitation of few fonts. Lu and Tan [15] 

developed a technique for information retrieval from digital libraries without using OCR. 

They used different word shape coding techniques to convert a word image into a shape 

code. However, the technique was limited to linguistic knowledge.   

Liu et al. [16] employed density distribution and key block features for retrieval of 

document images. The key block features in their presented method helped for improved 

retrieval performance. This method was suitable for large scale document images with 

different languages. Nakai et al. [17] presented a technique for document images acquired 

from a digital camera. Geometric invariant based indexing and voting with hash tables are 

used in their method to improve accuracy. Jawahar et al. [8] developed an architecture to 

retrieve relevant documents from the huge database. They used Dynamic Time Wrapping 

(DTW) based features for word-level matching. Schomaker [18] presented a system to 

retrieve handwritten lines of text from the historical documents. They used images of line 

strips for matching with the help of cross-correlation instead of image features. Joutel et 

al. [19] proposed a classification technique for identifying writers of ancient document 

images. They used curvelet-based features with two discriminative properties curvature 

and orientation in the proposed scheme. The proposed technique has an advantage of 

language independence.  

Lu et al. [20] used word-shape coding to retrieve document images. The word-shape 

coding was obtained by capturing each word image, which is annotated by a group of 

topological shape features that included character ascenders/descenders, the hole between 

the characters and also character water reservoirs. Their method was fast and was able to 

handle various types of document degradation. Vikram et al. [21] presented an algorithm 

for retrieving person-specific document images based on the face. To achieve this, the 

documents are normalized in size and tagged with the average of face images.  The 

proposed Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) 

subspace-based method for recognition. 

Hassan et al. [22] presented a method for indexing the documents using shape descriptors 

with hierarchical distance-based hashing. Relatively organized points on the boundary of 

an object are used to construct the shape descriptor and a novel hierarchical distance-

based hashing is proposed for indexing of the documents.  Li et al. [23] used a sequence 

of local features to retrieve the documents independent of language. The local features 
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that represent intrinsic and layout characteristics are proposed in their work. They 

computed word length by using a number of pixels and the sequence of the length of 

words in the document are used for matching and retrieval of documents.  Latin based 

documents are used to evaluate the performance of their method. 

Shirdhonkar and Kokare [24] presented a document image retrieval technique where a 

signature is used as the query. Rotated Complex Wavelet Filters (RCWF) and Dual-Tree 

Complex Wavelet Transform (DT-CWT) together are used for feature extraction. The 

Canberra distance is employed for matching the features. Further to improve the 

relevance and performance they proposed Query Point Movement (QPM) in their work. 

An algorithm for writer based document retrieval is proposed by Shirdhonkar and Kokare 

[25]. They compared the retrieval results using two distance measures Canberra and 

Euclidean. Canberra distance provided good results compared to Euclidean in their work.  

Keyvanpour and Tavoli [26] developed a feature weighted technique to improve the 

performance of document image retrieval. “Feature weighting is a technique used to 

approximate the optimal degree of influence of individual features”. This method weights 

the feature using the coefficient of multiple correlations. Pirlo et al [27] used dynamic 

time warping to implement layout based document retrieval. Grid-based structural 

elements are extracted by using morphological operations in their proposed technique. 

The Random transform was employed to obtain the description of layouts and dynamic 

time warping for indexing of the documents. Shekhar and Jawahar [28] motivated by 

sparsity in signal representation and developed word retrieving algorithm using document 

specific sparse coding. The document images are matched with the help of Bag of words 

(BoW) technique. Vaizadeh and Kabir [29] proposed a method for document image 

binarization using an adaptive water flow model. The method was intended for degraded 

document images.  Each blob in the document was classified as a textual part or non-

textual part by employing multilayer perceptron, which preserved the connectivity 

between the strokes.  

Cote and  Albu [30] presented a method to classify whether each pixel of the document 

image belongs to one of the four categories: text, image, graphics and background.  They 

used SVM for classification of pixels distributed across the document. An interactive 

method for transcription of handwritten text is developed by Serrano et al. [31] to reduce 

the effort of users. Sankar et al. [32] proposed word annotation for document images. The 

proposed scheme replaces native classification by an intelligent combination of indexing 

http://link.springer.com/search?facet-author=%22Melissa+Cote%22
http://link.springer.com/search?facet-author=%22Alexandra+Branzan+Albu%22
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and classification.  An edge noise removal technique for binary images is presented by 

Hoang et al. [33]. The Optimal precision parameter employed in their work shows that 

there exists a  linear relationship between the binary level of the noise. Rusinol et al. [34] 

proposed multimodal page classification for the documents that are used in a banking 

application. The visual and texture features are merged to classify the documents used for 

administration. Hierarchical distribution of pixel intensities is used in the visual 

description and latent semantic analysis in the textual description.  

From the literature, it is learned that  

 The existing logo and signature-based document retrieval methods use the logo or 

signature component as a query. There is a need for the development of automatic 

logo/signature detection from the query to implement logo-based and signature-

based document image retrieval with improved performance. 

 In the modern age, many of the documents consist of the face or finger-print 

impression of a person. Such documents require novel document image retrieval 

techniques which shall be based on the face or fingerprint present in the 

documents.  

 The globalization demands the acceptance of multi-lingual documents with 

different languages and scripts. This demands a need for language-based 

document image classification and retrieval algorithms.     

Hence the objective of the proposed work includes analysis of documents and 

development of novel techniques to retrieve documents stored in the database   

1.7 Problem Definition   

Development of novel and efficient techniques for searching the documents of interest by 

using a query (for instances of the logo, signature, face, latent fingerprint, language) 

document image.   

1.8 Challenges in Design and Implementation 

Following are the major challenges in implementing the successful document image 

analysis and retrieval algorithms.  

http://link.springer.com/search?facet-author=%22Mar%C3%A7al+Rusi%C3%B1ol%22
http://link.springer.com/article/10.1007/s10032-014-0225-8
http://link.springer.com/article/10.1007/s10032-014-0225-8
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 Degradation of documents: The document images are degraded due to the reasons 

such as excessive duty noise, ink blobs, poor quality of the paper and ink. This causes 

the inaccurate or reduced performance of document image analysis algorithms.  

 Language dependency: The character shapes, way of writing and the orientation 

makes document retrieval as a language-dependent issue.  

 Standard datasets: Only a handful of document image datasets are publicly 

available. These datasets include documents comprising logo, signature and different 

layouts. The available datasets are insufficient to develop new methods of document 

retrieval such as face-based, fingerprint-based and language-based.  

The proposed research addresses the above challenges as follows. 

1. Image enhancement techniques and noise reduction filters are used to address 

document degradation problem. 

2. The proposed document retrieval techniques are language-independent because 

the retrieval is based on logo, signature, face and fingerprint. 

3. During the proposed research work, three datasets were developed to evaluate and 

compare the results of new document retrieval methods. 

1.9  Evaluation Strategies 

Three important parameters precision, recall and F-measure are used for evaluation of the 

proposed document retrieval algorithms and techniques. These parameters are discussed 

below. 

 Precision: It is defined as the “ratio of relevant documents retrieved to the total 

number of documents retrieved” and computed using equation (1.1). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 
            (1.1) 

 Recall: The recall is the “ratio of the number of relevant documents retrieved to the 

total number of relevant documents available in the database”. It is computed using 

equation (1.2) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒
(1.2) 
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 F-measure: It gives the effective performance of the document retrieval system 

and computed using equation (1.3). 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                                      (1.3) 

      

1.10 Summary of Contributions  

Fig. 1.5 provides a pictorial representation of the proposed research work. The main 

contributions of this research are summarized below.  

 

 

Fig.1.5 Pictorial Representation of Proposed Research Work 

i.      Logo detection and logo-based document image retrieval: The earlier 

approach for logo detection and retrieval are based on DWT features. To improve 

the performance of logo detection, the proposed method employed the properties 

of connected components. Two sets of features are proposed for logo-based 

document retrieval namely derived Singular Value Decomposition (SVD) features 

and singular values of the singular matrix. The results obtained with the proposed 

method outperform compared with the earlier approach [35].  
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ii.      Signature detection and signature-based document image retrieval: The 

similarity metrics used for matching and retrieval of the signature play a vital role 

and influence on the performance. Therefore the seven distance metrics namely, 

Euclidean, Canberra, City-block, Chebychev, Cosine, Hamming and Jaccard are 

investigated for single and multi-level DWT based features in the proposed 

automatic signature-based document image retrieval. The combination of multi-

level DWT based features with city block distance provided better performance. 

iii.     Face/Photo detection and face-based document image retrieval: The document 

images such as identity cards, Permanent Account Number (PAN) cards, 

passports, certificates include face/photo of a person. The approaches used for 

document image retrieval in the literature are based on the title, signature, logo 

and layout. Therefore to access or search the documents of interest a face/photo 

based document retrieval is proposed. Two sets of features based on SVD and 

GLCM are used in the proposed method. The GLCM based features provided 

better retrieval performance in comparison with [35], [36] and [37].  

iv.     Fingerprint detection and finger-print based document image retrieval: 

Recently the important documents in many organizations are embedded with 

fingerprint impression of the person for authentication due to high security. 

Property registration, letters related to legal issues, bank transaction records are 

some of the examples. To retrieve such documents of interest, an automatic 

fingerprint-based document image retrieval technique is proposed.  The DWT 

based features of the connected components with SVM classifier is employed for 

detection of fingerprint impression from the document. Two sets of features 

namely DWT based LBP and SWT based LBP are proposed for fingerprint-based 

document retrieval. The proposed feature extraction schemes provided promising 

results compared to [38] and [39]. 

v.      Language-based classification and retrieval of document images: The 

document images having content with different languages gives rise to the need 

for language-based document classification and retrieval techniques. The methods 

used for language/script identification are based on segmentation of the document 

images at word-level, line-level or block level. The word-level and line-level 

based classification techniques are computationally expensive. To reduce the time 

for classification and retrieval of the documents, the multi-resolution HOG 
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features with segmentation free technique is proposed. The proposed system is 

investigated on document images of Kannada, Marathi, Telugu, Hindi and English 

languages. The multi-resolution HOG features provided better results in 

comparison with [38], [39] and [40].  

1.11 Organization of the Thesis 

This thesis is organized into seven chapters.  

 Chapter 1 provides an overview of document image analysis, motivation for the 

research, literature survey, problem definition, challenges and the major 

contributions.  

 Chapter 2 describes the proposed automatic logo detection and logo-based 

document image retrieval technique using Singular Value Decomposition (SVD) 

based features.  

 Chapter 3 gives an insight into the proposed signature-based document retrieval 

employing multi-level DWT features. It also provides a comparison of signature-

based document retrieval results using different distance metrics.  

 Chapter 4 discusses the proposed face/photo based document image retrieval 

methods employing SVD and GLCM based features.  

 Chapter 5 presents the proposed fingerprint-based document image retrieval 

method using multi-resolution LBP features.  

 Chapter 6 explains the proposed methods for language-based classification of 

document images and retrieval using multi-resolution HOG features.  

 Chapter 7 concludes the overall research work and provides future directions for 

further research.  

1.12 Summary and Conclusion 

Document image analysis and retrieval is an essential application for accessing the 

documents from a huge database. Several methods such as title, logo, signature and layout 

based document retrieval techniques are proposed in the literature. There is scope for 

improving the performance of existing document retrieval techniques. Also, there is a 



  

 
15 

need for the development of new document retrieval techniques based on the face/photo, 

fingerprint and language. The performance of the approach used for logo detection and 

retrieval [35] can be improved by using new technique and set of features. This motivated 

us to develop an efficient automatic logo-based document image retrieval in the next 

chapter. 
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Chapter 2 

Automatic Logo-based Document Image Retrieval 

 

Abstract of the Chapter: The growth in technology has lead to a drastic increase in 

document images in various sectors namely government organizations, banking, 

insurance companies, digital libraries, etc. Automatic logo-based document retrieval is an 

intelligent technique which allows retrieval of documents based on the logo detected in 

the query document. This chapter proposes a method for logo detection from the 

document image and retrieval of the relevant documents from the database using an 

algebraic mathematical tool Singular Value Decomposition (SVD).  The proposed system 

is tested on the publicly available database Tobacco 800. An average logo detection of 

90.06% is achieved with the proposed method. Two sets of features based on SVD are 

proposed for logo matching and logo-based retrieval of the documents. Various set of 

experiments are conducted for testing the proposed features for logo-based document 

retrieval.  An average precision of 84% is obtained by using the proposed retrieval 

algorithm.  

 

2.1 Introduction 

The logo is a graphical symbol that includes some cryptic text, used to authenticate many 

of the documents by several organizations. The logos are classified as graphical logo, text 

logo and a mixed logo. As the name suggests, a graphical logo is designed entirely by 

using some typical graphics, a text logo includes the name of the company or 

organization with some specific design and a mixed logo is the combination of both 

graphics and the text. Fig. 2.1 shows a sample of the three varieties of logos that are 

available in Tobacco – 800 database [41].  

 

Fig. 2.1 Graphical, Text and Mixed logo examples
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The earlier methods proposed for logo detection provide poor logo detection and retrieval 

results. This motivated us to improve the performance by proposing an algorithm for 

automatic logo detection based on the energy possessed by the connected components. 

The main contribution of this chapter is proposing two sets of SVD based features for 

logo-based document image retrieval. The proposed logo detection and logo-based 

document retrieval systems have provided promising results compared with the existing 

method [35].  

2.2 Problem Statement 

The objective of the proposed system is: 

(1) Detecting and extracting a logo from the given query document and 

(2) To retrieve documents from the database those have a similar logo as that of the 

query.  

Statement: Let Doc = {Doc1, Doc2, Doc3,……, DocN } is a set of ‘N’ documents and 

‘DocQ’ is a query document.  The objective is to extract the logo object ‘L’ from the 

query document and retrieve a set of ‘K’ documents given by DocR = {Doc1, Doc2, 

Doc3,….,DocK}, that have the similar logo ‘L’ as that of query document ‘DQ’. 

2.3 Related Work    

Seiden et al. [42] developed a logo detection method by segmenting the document image 

into a small set of connected components. Later they used a set of sixteen region-based 

features to differentiate the segments as logo and non-logo segments. The presented 

method was evaluated on a set of 130 business documents. Their method suffered from 

detecting textual logos.  Logo detection technique using the spatial density of the pixels is 

proposed by Pham [43]. This method divides the document image into small windows of 

fixed size. For each window, the spatial density of the pixels is computed and the window 

with higher spatial density is assumed to have logo part of the document. The method is 

tested using the UMD logo database having 105 logos with different conditions. The main 

advantage of this method was computationally cheap and practically simpler to 

implement.  

Novel logo detection employing a multi-scale boosting strategy was presented by Zhu and 

Doermann [44]. At the initial level, the connected components with fisher classifier are 

used to detect a set of probable logo candidates. Then a cascaded set of classifiers are 

used for logo detection at the final level. They tested the method on realistic complex 
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document images of Tobacco 800 dataset. Logo detection and recognition system 

employing spatial and structural features were developed by Hassanzadeh and 

Pourghassem [45]. The goal of their work was to detect and combine separated parts of 

logos present in the document. Histogram of object occurrence-based feature is proposed 

for detecting the logo parts and a morphological dilation is employed for merging. Logo 

recognition is implemented by using K-NN classifier. The presented technique was 

investigated on a database of Maryland University.  

Nejad and Faez [46] proposed logo extraction method with two steps. In the first step, the 

location of the logo is identified using horizontal and vertical analysis of pyramidal tree 

structure. Later for logo extraction, they applied the boundary extension of feature 

rectangle.  The K-NN classifier is used for logo recognition. A DWT based logo detection 

technique was presented by Shirdhonkar and Kokare [35]. This method divides the 

document into smaller regions, whose size is almost the same as that of logos. For each 

smaller region, they compute the energy of wavelet coefficients and classify the region 

having the highest energy as logo part of the document image.   

Wang and Chen [47] proposed a new method of logo detection using boundary extension 

of feature rectangle. “A feature rectangle is a minimum virtual rectangle which fully 

embraces at least one foreground pixel (black) with four edges consisting of all 

background pixels (white) and has minimum inner area”.  With the assumption that the 

logos will have a white background, a seed pixel of 3×3 neighbor is defined. All the 

neighboring pixels from the seed are included as part of the logo, till white pixels are 

encountered. This approach will create a set of probable logo candidates, which are then 

fine-tuned for accurate logo detection using a decision tree. Zhu and Doermann [48] 

proposed logo based document retrieval. The results of logo detection proposed in [44] 

were improved using a cascade of classifiers. A two-dimensional shape context features 

are proposed for document retrieval. These features are matched using neighborhood 

graph matching for ranking the documents. Jain and Doermann [49] developed a logo 

retrieval approach using Speed Up Robust Features (SURF). An indexing scheme 

combining local features and geometrical constraints was presented for a huge sized 

database of documents.  

Le et al. [50] presented a new technique of document retrieval based on logo spotting and 

recognition. Initially, they match the key points of query logo and the documents stored in 

the database in the Scale Invariant Feature Transform (SIFT) feature space. The logos are 
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segmented using spatial density-based approach and homography. The number of 

matched key points is used as a metric for ranking and retrieval of documents.  

The main contribution of this chapter is presenting an efficient logo detection method 

using algebraic tool Singular Value Decomposition (SVD) [51]. The idea behind the 

proposed logo detection is that the connected component of the document contributing 

highest energy represents the logo part of the document. In the proposed method, the 

possible logo candidates are detected by selecting the connected components based on 

their area property. Later the energy of these logo candidates is computed using SVD and 

the candidate with maximum energy is treated as a logo. Two sets of features based on 

SVD are proposed to implement logo-based document retrieval namely (i) Derived SVD 

features and the (ii) Singular values obtained after SVD based decomposition. 

2.4 Proposed Logo Detection Method  

Algorithm 2.1 lists the sequence of steps used in the proposed logo detection technique. 

Preprocessing, area-based thresholding, singular value decomposition and logo detection 

are the important steps used in the algorithm. These steps are described in the following 

sections.  
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2.4.1 Preprocessing 

Initially, the given query document image is converted into binary format, where each 

pixel is associated with intensity value 1 and 0. The pixels with values ‘0’ and ‘1’ 

correspond to black and white-colored pixels respectively. Usually, the document images 

suffer from clutter noise which appears in the form of horizontal and vertical stripes at the 

edges. This type of noise may lead to inaccurate detection of logo candidates. Therefore 

to remove such noise, the image is scanned for a continuous string of 0s in horizontal and 

vertical directions. The strings with a length of more than 200 are replaced with 

background pixels. The length 200 is chosen empirically to avoid removal of lines which 

could be part of logos. After removal of horizontal and vertical strips at the edges, the 

image is passed through a simple median filter to eliminate the impulse noise.  

2.4.2 Area-based Thresholding 

The aim of this step is to find the possible set of logo candidates from the query 

document. In this step, the connected components whose area is more than 25% of the 

largest one are considered as the probable set of logo candidates. This step helps to reduce 

the processing of all the connected components and speed up the process of logo 

detection. 

2.4.3 Singular Value Decomposition  

The SVD is used to compute the energy of probable logo candidates obtained from the 

previous step. SVD is an algebraic technique used in several image processing 

algorithms. Applying SVD decomposes the image into independent components, where 

each component contributes its own energy.  

Let A[1,2, .., N] is an array of probable logo candidates. Applying SVD to ‘Ai’ results 

into decomposition comprising of Ui[M,N], Si[N,N] and Vi[N,N]. The Ui[M,N] is a 

column orthogonal matrix, Si[N,N] is a diagonal matrix and the Vi[M,N] is an orthogonal 

matrix satisfying the following mathematical conditions. 

a) A = U×S×VT,   ‘U’ is an orthogonal matrix with columns being Eigenvectors of 

A×AT and  ‘S’ is a diagonal matrix with elements S1, S2, .., Sn; where each ‘si’ 

represent singular values of ‘A’. The values of  ‘si’ are given by equation (2.2) 

  𝑆𝑖  = √𝐸𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒  𝑜𝑓 𝐴 × 𝐴𝑇                                      (2.2) 
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b) In the same way, ‘V’ is also an orthogonal matrix with column values representing 

Eigenvectors of AT×A. 

2.4.4 Logo Detection and Extraction 

The energy ‘Ei’ of the probable logo candidates ‘Ai’ is computed using equation (2.1). 

The candidate ‘Ai’ having maximum energy from the pool is considered as actual logo 

candidate of the document. By using the coordinates of the detected logo, it can be 

extracted from the document image. 

2.5 Proposed Logo-based Document Image Retrieval  

The architecture of the proposed Logo Based Document Image Retrieval (LBDDIR) is 

depicted in Fig. 2.2. Preprocessing, logo detection/extraction, feature computation, logo 

matching and document retrieval are the sequence of steps used in the proposed system. 

The preprocessing, logo detection and extraction steps are discussed in section 2.4. The 

remaining steps are discussed in the following sections. 

 

Fig. 2.2 Architecture of the Proposed Logo-based Document Retrieval System 

2.5.1 Feature Computation of Detected Logo 

Two sets of features namely (i) SVD based derived features and (ii) Singular values of the 

singular matrix are proposed for logo-based document retrieval. The method used for 

computing these features is described below. 
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 SVD based Derived Features 

Since SVD can be applied on a square matrix, the extracted logo from the document is 

resized to have ‘N’ rows and ‘N’ columns. Let L[N:N] is a square sized logo and 

decomposed by applying SVD given by equation (2.3) 

𝐿[𝑁: 𝑁] =  𝑈 × 𝑆 × 𝑉𝑇
                                           (2.3) 

The ‘U’, ‘S’ and ‘V’ in the equation represent decomposed matrices after application of 

SVD. In the proposed work, the energy and standard deviation of matrices ‘U’, ‘S’ and 

‘V’ are used to construct the first set of features. The equations (2.4), (2.5) and (2.6) are 

used to compute the energy and (2.7), (2.8) and (2.9) are used to compute the standard 

deviation respectively. 

EU=
1

N×N
∑ ∑|𝑈(i,j)|                                                               (2.4)
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                                                     (2.5) 
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𝑁
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                                                      (2.6) 

 Where, ‘EU’, ‘ES’ and ‘EV’ represent the energy of matrices ‘U’, ‘S’ and ‘V’. 
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                                            (2.9) 

Where, ‘SDU’, ‘SDS’ and ‘SDV’ are the standard deviation of the matrices ‘U’, ‘S’ and 

‘V’. Similarly ‘µU’, ‘µS’ and ‘µV’ represent their mean values. Finally, the feature vector 

‘FV’ is constructed using equation (2.10) 

𝐹𝑉 =  {𝐸𝑈 , 𝐸𝑆 , 𝐸𝑉, 𝑆𝐷𝑈 , 𝑆𝐷𝑆 , 𝑆𝐷𝑉}        (2.10) 
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 Singular Values of a Singular Matrix 

The ‘S’ is a diagonal matrix resulted by applying SVD on the logo L[N:N]. It consists of 

singular values, which are obtained using equation (2.11). 

𝑆𝑖  = √𝐸𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝐿𝑇 × 𝐿                                                    (2.11) 

Where ‘L’ represents a matrix with logo intensity values and ‘LT’ is its transpose. The 

singular values bear much important information of the image [50] and hence they can 

form a good set of features for logo matching and retrieval of the documents. In the 

experimentation, the extracted logo is resized to 50×50 pixels to obtain a feature vector 

of 50 singular values which is represented by equation (2.12). 

𝐹𝑉 =  {𝑆1, 𝑆2 , … , 𝑆50}                                              (2.12)  

Where, “S1, S2, …, S50” in the equation (2.12) are the singular value features. 

2.5.2 Logo Matching 

The computed feature vectors of logos corresponding to each document are stored in the 

feature database. Let FDB[1:N] holds features of ‘N’ documents and ‘FVQ’ is logo 

features of the query document. The documents present in the database are indexed based 

on the similarity between ‘FDB’ and ‘FVQ’. The Canberra distance given by equation 

(2.13) is used to compute the similarity.  

𝐶𝑎𝑛𝐷𝑖𝑠𝑡(𝑗) =  ∑
|𝐹𝑉𝑄𝑖 − 𝐹𝐷𝐵𝑖|

|𝐹𝑉𝑄𝑖| + |𝐹𝐷𝐵𝑖|

𝑡

𝑖=1

  𝑓𝑜𝑟 𝑗 = 1,2, . . , 𝑁                 (2.13) 

The ‘CanDist’ is an array holding similarity distance values between the query and the 

other documents of the database. The lowest distance corresponds to the closest match 

and vice-versa.  

2.5.3 Retrieval of Documents 

To retrieve the documents user is asked to submit a number of documents he or she wish 

to retrieve. Let ‘K’ is the number of documents to be retrieved from the database. Now 

top ‘K’ documents based on the similarity are accessed and displayed on the console. The 

algorithm 2.2 lists the sequence of steps employed in the proposed document retrieval 

method. 
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2.6 Experimental Results 

The proposed logo detection and logo-based document retrieval system are tested using 

the following database in the experimentation and the corresponding results are provided 

in subsequent sections.  

2.6.1 Image Database 

The publicly available Tobacco-800 database is used for testing the system. It is a subset 

of IIT CDIP and has 42 million pages of document images. A total of 266 document 

images comprising a variety of logos have been selected to test the proposed algorithms. 

2.6.2 Performance of Proposed Logo Detection Method 

Fig. 2.3 shows the sample result of logo detection. It includes input document, probable 

logo candidates and the detected logo. The parameter logo detection rate is used to assess 

the performance of the proposed algorithm. It is the ratio of correctly detected logos from 

document images to the total number of input documents.  
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Fig. 2.3 Sample Logo Detection Result 

Table 2.1 Logo Detection Results 
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Equation (2.14) is used to compute the logo detection rate. 

𝐿𝑜𝑔𝑜 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑙𝑜𝑔𝑜𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑜𝑔𝑜𝑠 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ
        (2.14) 

 

The performance of the algorithm may be influenced by the type of logos. Hence the 

document images containing the different type of logo are carefully chosen to evaluate 

the performance. The results obtained are compared with the technique presented in [35]. 

The results obtained for different category of logos is tabulated in Table 2.1. It reveals 

that the proposed system outperforms compared with the earlier technique [35]. 

 

Fig. 2.4 Comparison of Logo Detection Results 

Fig. 2.4 shows a graphical comparison of the results for the document images with 

different category of logos. The logo detection rate obtained with the proposed algorithm 

for each category of documents is much better compared to the earlier method. An 

average detection rate is also taken into account for comparing the logo detection 

performance. The average detection rate is obtained using equation (2.15). 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑜𝑔𝑜 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
1

𝑁𝐿𝐶
 ∑ 𝑙𝑜𝑔𝑜 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒

𝑁𝐿𝐶

𝑖=1

                  (2.15) 

Where ‘NLC’ is the number of different category of logos considered for evaluation. The 

proposed method has given an average logo detection rate of 90.6%. 

2.6.3 Performance of Logo-based Document Retrieval 

Fig. 2.5 shows a sample result using the proposed system. It includes a query document 

and the top 8 retrieved documents. In the result shown, out of 8 retrieved documents all 

the 8 are relevant documents yielding a precision of 100%.  
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Fig. 2.5 Sample Result of Logo-based Document Retrieval 

Experiments are conducted by choosing a random query document to retrieve top10 

documents. The precision is used as an assessment parameter to evaluate the results of 

logo-based document retrieval. The results computed using the proposed method are 

compared with DWT based features [35] and shown in Table 2.2. Fig. 2.6 shows a 

graphical comparison of results. The results imply that the proposed method provides 

better performance. The document retrieval using derived SVD features gave a 

performance of 76% and the singular values 84%.  
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Table 2.2 Experimental Results 

 

 

 

 

Fig. 2.6 Graphical Comparison of Logo-based Document Retrieval Results 

The size of the derived feature vector is 6 and whereas the number of singular values used 

in the experiment is 50. As the derived features are less in number, the cost of 

computation is less and it is best suited for large databases. 

An experiment is also conducted using N/2 and N/4 singular values as features to observe 

the variation in retrieval performance. As ‘N’ is 50 in the proposed algorithm N/2 

happens to be 25 and N/4 to be 12. The results obtained are tabulated in Table 2.3. It can 

be observed that, even by reducing the number of features to 50% and 25%, the singular 
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values prove to be a good set of features and provide comparable results with a less 

computational cost. 

Table 2.3 Results with N/2 and N/4 Singular Values 

 

2.7 Summary and Conclusion 

This chapter proposed two sets of features based on the mathematical tool SVD for 

implementation of logo-based document image retrieval. The proposed singular value 

features outperform in comparison with DWT based features by providing a precision of 

84%. The logo-based document retrieval gives good results but it suffers from a 

limitation. Some of the documents do not contain the logo but do contain a signature. So 

there is a need for the development of signature-based document retrieval. This motivated 

us to develop automatic signature-based document image retrieval in the next chapter. 
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Chapter 3 

Signature-based Document Image Retrieval 

Abstract of the Chapter: The signature-based document retrieval has drawn the 

attention of many researchers due to its wide applications. It aims to provide a solution 

towards the retrieval of documents from the huge database depending on the query 

signature. This chapter proposes an automatic signature detection and signature-based 

document retrieval using multi-level DWT features. The chapter also provides a 

comparison of different distance metrics which are used for matching and retrieving of 

the documents. Namely, the seven distance metrics such as Euclidean, Canberra, City-

block, Chebychev, Cosine, Hamming and Jaccard are used for assessing the performance 

of the retrieval results. The experiments show that the city block distance metric provide 

better retrieval results using multi-level DWT based features. A precision of 80% is 

obtained using the city block distance metric in combination with multi-level DWT 

features. 

 

3.1 Introduction 

A signature is someone’s name or nick-name written in a distinctive fashion as a mark of 

identity and intent.  Document images such as forms, cheques, notices, circulars, etc. 

comprise of some textual information with the signature of the authorized person. Such 

documents rarely contain any logo and hence logo-based document retrieval cannot be 

used in such a scenario. The signature present in the document image provides an 

opportunity for indexing of the documents. Therefore to retrieve these types of documents 

the signature-based document image retrieval is proposed. The general method of 

signature-based document retrieval includes feature extraction from the query signature 

and matching these features with signatures that are present in the documents of a 

database for retrieval. The proposed method adopted a two-stage approach; the first stage 

deals with the detection and extraction of signature from the document and the second 

stage deals with the retrieval of documents based on the signature.  

The main contribution of this chapter is proposing new techniques for signature detection 

and signature-based document image retrieval. The proposed signature detection 

algorithm employs length of the connected components to identify the probable set of 
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signatures at the coarse level and a distance-based classifier at a finer level. Signature-

based document retrieval is proposed using multi-level DWT based features. As the 

distance metrics play a vital role in matching and retrieval of the document images, 

experiments are conducted using seven distance metrics. The city block distance provided 

the highest precision of 80% in comparison with other metrics.  

3.2 Problem Statement 

The problem formulated is the retrieval of document images using the signature extracted 

from the submitted query document image. Given a set of document images and a query 

document, the goal is to retrieve the documents that have the same signature as that of the 

query.  

3.3 Related Work 

A lot of algorithms and techniques for signature detection and retrieval are presented by 

the researchers. This section describes the state of art techniques developed towards 

segmentation of document signature and the signature-based document retrieval.   

Djeziri et al. [52] introduce the use of filiformity for detection of signature from the 

document. “Filiformity is defined for two topological measures and it differentiates the 

contour lines of the signatures from the handwritten lines which are being isolated”. A 

technique for signature extraction from the bank cheques including other documents is 

presented by Madasu et al. [53]. They used a sliding window that has an area 

approximately equal to the signature area. The two parameters entropy and the density of 

the window are used to detect the signature and a fuzzy related theory is used for 

signature verification. Chalechale et al. [54] worked on Arabic and Persian documents 

and proposed a method for signature-based classification with the retrieval of documents. 

They used geometric characteristics of the signatures in their method. The link between 

the feature vector of signature and the documents is established to retrieve the documents. 

Average retrieval rate was used as an evaluation parameter for assessing retrieval results 

in their work. 

Signature-based document retrieval using shape-based features is presented by Srihari et 

al. [55]. The normalized correlation distance metric is used for matching the features. Zhu 

et al. [56] used multi-scale saliency features for signature extraction. The saliency 

function designed by them is such that, the functional value increases with the curve 

length and decreases with the curvature. The technique developed was applicable to 
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different languages. A method for extracting the signature from the labeled region is 

proposed in [57]. The salient contour, which is obtained by detecting the skeleton from 

the document, is used for signature extraction. Srinivasan et al. [58] proposed the use of 

conditional random fields (CRF) for signature-based document retrieval. The CRF is used 

for both signature extraction and also for indexing the documents. 

A three-stage approach for signature extraction from documents is presented by Mandal 

et al. [59]. The algorithm employs word-level features for locating the signature and also 

to separate overlapping text. The CRF minimization energy concept with skeleton 

analysis is used for classification of actual signature strokes from the text. Roy et al. [60] 

presented signature-based retrieval for the documents having a cluttered background. 

They characterized the signature object by spatial features computed from recognition 

result of background blobs. A codebook of the background blobs is employed for 

indexing and the Generalized Hough Transform (GHT) is used to detect the query 

signature. A two-stage method for signature detection was proposed by Mandal et al. 

[61]. The word wise components with gradient-based features are used for segmentation 

and classification of the signature block of the document. The SIFT (Scale-Invariant 

Feature Transform) descriptors and Spatial Pyramid Matching (SPM)-based approaches 

are used for signature recognition in the second stage. In both the stages, SVM is used as 

a classifier.  

A technique to detect signature from the document image is presented by Cuceloglu and 

Ogul [62]. They used a two-phase connected component labeling approach for signature 

segmentation. The method is also investigated with a combination of multiple features 

with SVM classifier. Signature matching method using pre-filtering was proposed to 

reduce the search space by Schulz and Sablatnig [63]. They employed shape context 

distance to perform pre-filtering and a Thin-Plate Spline (TPS) transformation for feature 

matching. Nurdiyanto and Hermanto [64] proposed a signature recognition technique 

using the neural network. They used Shannon entropy to extract the features and a 

Probabilistic Neural Network for signature recognition. Seyyid Ahmed Medjahed [65] 

provided a comparison of different feature extraction techniques to classify the images in 

different applications.  Belhallouche and Kpalma [66] presented shape adaptive DWT for 

region-based retrieval. The advantage of this method is a number of coefficients after 

transformation will be same as that of a number of pixels in the region. 

This chapter presents a two-stage approach for signature-based document retrieval using 

multi-level DWT based features. The first stage is concerned with the extraction of 
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signature from the query document and the second stage with document retrieval. The 

main contribution of this work is to provide an experimental comparison of similarity 

measures for signature-based document retrieval using DWT based features.  

3.4 Proposed Methodology 

The single-level DWT provides a multi-resolution analysis of the image but fails to 

acquire minute features of the image. More accurate features can be acquired to improve 

the performance of matching and classification using multi-level DWT. But the number 

of DWT levels to be used depends on the size of the image. In this research, as the size of 

the signature happens to be small compared to general images, a two-level DWT is found 

suitable to extract the features. As discussed in the previous section, the proposed method 

is implemented in two stages: (i) Signature detection and extraction from the query 

document and (ii) Signature-based document retrieval. 

3.5 Signature Detection and Extraction  

Algorithm 3.1 enlists the steps used in the process of signature detection and extraction.  

 

The idea behind signature extraction is, first finding a set of probable signature candidates 

based on the length of the connected components and later detecting the signature 
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component by applying a classifier. The steps used in Algorithm 3.1 are briefly explained 

in the following sections. 

3.5.1 Preprocessing  

Processing of the document images in their original form is time consuming due to the 

presence of a large amount of data. Hence, this step is used for image conversion to 

minimize the data and also to remove noise from the document. The given query image is 

converted to grayscale and then to binary form using the Otsu method. The pixels with 

value ‘0’ and ‘1’ represent black and white colors respectively. Initially, a median filter of 

size 3×3 is used to remove the impulse noise present in the document. Later a 

morphological dilation is carried out to join the small gaps between the pixels that are 

created during image conversion. This step also helped to merge the broken lines of the 

signature.  

3.5.2 Finding Probable Signature Candidates 

Generally, the length of the signature component will be large compared to other 

components of the document. This visual feature is used to detect the initial set of 

signature candidates. Hence, in this step, the connected components of the preprocessed 

document are identified and the length-based thresholding of the components is 

performed. In the proposed method the length chosen for detection of the signature 

candidates is depending on the length/size of the characters present in the document. 

Empirically all the connected components whose length is double than that of the average 

length of the characters are considered as probable signature candidates. 

3.5.3 Feature Extraction 

The multi-level DWT [67] based features are used to detect the signature component from 

a pool of probable signature candidates obtained from the previous step. Multi-level 

DWT features help to improve the performance of signature detection. In the proposed 

method the number of levels is limited to two. This section provides a brief introduction 

to single-level DWT and then explains the method used for obtaining proposed multi-

level DWT features. 

Single Level DWT: Morlet and Grossman initiated the term wavelet in the design of 

Morlet wavelets. Meyer presented wavelet with the orthogonal property during the year 
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1984. “The orthogonal property states that the information obtained by one wavelet will 

be entirely independent of the information captured by another wavelet”.  

The mother wavelet ‘⍦𝑎 ,𝑏 (𝑡)’ is given by equation (3.1) is the basis for deriving all the 

kernel functions in DWT.  

⍦𝑎 ,𝑏 (𝑡) =  
1

√𝑎
⍦

𝑡 − 𝑏

𝑎
                                              (3.1) 

 

The term ‘a’ and ‘t-b’ in the equation are referred to as scaling and the translation 

parameters. The fraction 
1

√𝑎
 is the normalization factor which assures the uniform 

distribution of energy among the wavelets. The Fig.3.1 shows the structure of mother 

wavelet. 

 

Fig. 3.1 Plot of a Mother Wavelet 

The discrete wavelet transform of a two-dimensional signal f(x,y) is given by equations 

(3.2) and (3.3) 

𝑊Ø(𝑗𝑂 , 𝑚, 𝑛) =  
1

√𝑀 × 𝑁
∑ ∑ 𝑓(𝑥, 𝑦)∅𝑗𝑜, 𝑚, 𝑛(𝑥, 𝑦)                        (3.2) 

𝑁−1

𝑦=0

𝑀−1

𝑥=0

 

𝑊⍦
𝑖 (𝑗𝑂 , 𝑚, 𝑛) =  

1

√𝑀 × 𝑁
∑ ∑ 𝑓(𝑥, 𝑦)⍦𝑖 𝑗𝑜 , 𝑚, 𝑛(𝑥, 𝑦)              (3.3) 

𝑁−1

𝑦=0

𝑀−1

𝑥=0
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Where,  

 jo is an arbitrary scale. 

 𝑊Ø(𝑗𝑂 , 𝑚, 𝑛) is a function of approximation of f(x,y) with the scale jo. 

 𝑊⍦
i (j, 𝑚, 𝑛) are the horizontal, vertical and diagonal details with the scale j≥jo 

 M and N are the row and column dimensions of the input image 

A series of low-pass and high-pass filters as shown in Fig. 3.2 are employed to obtain 

DWT. The letters ‘H’ and ‘G’ used in the diagram represent low-pass and high-pass filters 

respectively. The low-pass filtering and high-pass filtering are the results of convolving 

pixels of the image with moving-average and the moving-difference masks. The notations 

 and  are used for representing down-sampling of columns and rows respectively. 

The process is initially applied along the rows and then to the columns of an image. This 

process leads to four sub-bands as listed below. 

 CA – Approximate sub-band that contains the down-sampled original image. 

 CH – Horizontal details of an input image.  

 CV – Vertical details of an input image. 

 CD – Diagonal details of an input image. 

 

Fig. 3.2 DWT Decomposition of an Image 

Proposed Multi-level DWT Features: The two-level DWT is obtained by applying 

DWT on approximation coefficients of the first level. Fig. 3.3 shows the method of 

applying two-level DWT. The CA1, CH1, CD1 and CV1 are approximate, horizontal, 

diagonal and vertical coefficients resulted by applying DWT on the signature component. 
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Fig. 3.3 Two-level DWT 

To obtain the second level, DWT is again applied on CA1 as shown in Fig. 3.3. This 

results in second-level coefficients CA2, CH2, CD2 and CV2. The energy and standard 

deviation of the coefficient matrices are used to form the feature vector. The equations 

(3.4) to (3.11) are used to compute energy and standard deviation of the coefficients.  

𝐸𝐶𝐴1 =
1

𝑀 × 𝑁
∑ ∑ |𝐶𝐴1(𝑖, 𝑗)|

𝑁

𝑗=1

𝑁

𝑖=1

                                               (3.4) 

𝑆𝐷𝐶𝐴1  = √
1

𝑀 × 𝑁
∑ ∑(𝐶𝐴1(𝑖, 𝑗) − µ𝐶𝐴1)2

𝑁

𝑗=1

𝑁

𝑖=1

                              (3.5) 

Where, ECA1, SDCA1 and µCA1  in equations (3.4) and (3.5) represent energy, standard 

deviation and mean of approximate coefficient matrix CA1. 

𝐸𝐶𝐻1 =  
1

𝑀 × 𝑁
∑ ∑ |𝐶𝐻1(𝑖, 𝑗)|

𝑁

𝑗=1

𝑁

𝑖=1

                                      (3.6) 

𝐷𝐶𝐻1 =  √
1

𝑀 × 𝑁
∑ ∑(𝐶𝐻1(𝑖, 𝑗) − µ𝐶𝐻1)2

𝑁

𝑗=1

𝑁

𝑖=1

                          (3.7) 

Where, ECH1, SDCH1 and µ
CH1

 in equations (3.6) and (3.7) represent energy, standard 

deviation and mean of horizontal coefficient matrix CH1. 

𝐸𝐶𝐷1 =  
1

𝑀 × 𝑁
∑ ∑ |𝐶𝐷1(𝑖, 𝑗)|

𝑁

𝑗=1

𝑁

𝑖=1

                                         (3.8) 
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𝑆𝐷𝐶𝐷1 =  √
1

𝑀 × 𝑁
∑ ∑(𝐶𝐷1(𝑖, 𝑗) − µ𝐶𝐷1)2

𝑁

𝑗=1

𝑁

𝑖=1

                            (3.9) 

Where, ECD1, SDCD1 and µCD1 in equations (3.8) and (3.9) represent energy, standard 

deviation and mean of diagonal coefficient matrix CD1. 

𝐸𝐶𝑉1 =  
1

𝑀 × 𝑁
∑ ∑ |𝐶𝑉1(𝑖, 𝑗)|

𝑁

𝑗=1

𝑁

𝑖=1

                                (3.10) 

𝑆𝐷𝐶𝑉1 = √
1

𝑀 × 𝑁
∑ ∑(𝐶𝑉1(𝑖, 𝑗) − µ𝐶𝑉1)2

𝑁

𝑗=1

𝑁

𝑖=1

                    (3.11) 

Where, ECV1, SDCV1 and µCV1 in equations (3.10) and (3.11) represent energy, standard 

deviation and mean of vertical coefficient matrix CD1. Similarly, ECA2, ECH2, ECD2, ECV2, 

SDCA2, SDCH2, SDCD2 and SDCV2 are computed for second-level DWT coefficients. Let 

FV1 is a set of features from first level DWT, as given by equation (3.12) and FV2 is 

second level DWT features given by equation (3.13). 

FV1 = {ECA1, ECH1, ECD1, ECV1, SDCA1, SDCH1, SDCD1, SDCV1}             (3.12)  

FV2 = {ECA2, ECH2, ECD2, ECV2, SDCA2, SDCH2, SDCD2 and SDCV2}             (3.13) 

Now the first and second level DWT features are combined to construct the final feature 

vector FV as shown in equation (3.14).  

FV = {FV1} U {FV2}               (3.14) 

3.5.4 Signature Detection and Extraction 

In this step, the features of probable signature candidates are matched with features of 

stored sample signatures using Canberra distance. Three sample signatures per author are 

used in the proposed system while testing the algorithm. Let FSPCi and FSSSi feature 

vectors of probable signature components and sample signatures with ‘NF’ number of 

features. The Canberra distance between these features is computed using equation (3.15).  

𝐶𝑎𝑛𝐷𝑖𝑠𝑡(𝑗) = ∑
|𝐹𝑆𝑃𝐶𝑖 − 𝐹𝑆𝑆𝑆𝑖 |

|𝐹𝑆𝑃𝐶𝑖| + |𝐹𝑆𝑆𝑆𝑖|
  𝑓𝑜𝑟 𝑗 = 1 𝑡𝑜 𝑁

𝑁𝐹

𝑖=1

                   (3.15) 
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In the above equation, CanDist[1:N] is the distance array holding the similarity distance 

between the features of ‘P’ probable candidates and sample signatures. The probable 

signature component with the lowest distance is considered as the required signature. The 

pixels corresponding to this particular component is stored in a 2D array and used as an 

extracted signature in the retrieval process. 

3.6 Signature-based Document Retrieval 

In this step, the features of detected signature from query document are compared with 

the signatures of the documents stored in the database. Algorithm 3.2 shows the steps 

used in the proposed document retrieval process.  

 

The extracted signature is used as an input to the Algorithm 3.2. The array FVQ[1:N] is 

used to store Multi-level DWT features of extracted signature. Let FDBi[1:N]  holds pre-

computed features of signatures corresponding to all the ‘N’ documents of the database. 

To retrieve the documents, two important steps feature matching and ranking of the 

documents are used. These steps are described below. 

3.6.1 Feature Matching  

This step is used to find the extent of similarity between the signature of the query 

document and signatures of documents stored in the database. The results of document 
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retrieval are influenced by the type of similarity metric used for matching. Hence in the 

proposed system investigates the performance of the retrieval using seven distance 

metrics: Euclidean, Canberra, City-block, Chebychev, Cosine, Hamming and Jaccard 

[68]. Table 3.1 shows the distance metrics used with their corresponding mathematical 

equations. The ‘X’ and ‘Y’ in the equations are two feature vectors to be matched with 

dimension ‘N’.  

 

 

3.6.2 Ranking of the Documents 

Let SimDist[1:N] is a set of distance values between the signature of query document and 

database documents. These distance values are arranged in ascending order so as to get 

the lowest distance value at the top. The lowest distance corresponds to the closest match 

and vice-versa. The documents are also arranged and ranked based on the computed 

distance values. Based on the users request top ‘K’ number of matching documents are 

accessed from the database and displayed on the console. 

3.7 Experimental Results 

The proposed algorithms are investigated on the following database and their 

performance is described in the subsequent sections.  

3.7.1 Image Database 

A total of 360 scanned documents which are signed by 18 different authors are used for 

evaluating the performance. These documents are chosen such that, they contain printed 

English text with a mixture of graphics such as logos, figures and also tables.  
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3.7.2 Performance of Signature Detection and Extraction 

Some sample document images with the result of signature extraction are shown in Fig. 

3.4.  

 

Fig 3.4 Signature Extraction Results 

The signature detection rate is used as a parameter to evaluate the proposed signature 

detection algorithm. It can be defined as the ratio of the number of successful signatures 

detected from the documents to the total number of documents used for testing. Equation 

(3.16) is used for computing the signature detection rate. 

𝑆𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
𝑁𝑜. 𝑜𝑓 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑤𝑖𝑡ℎ 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒𝑠
       (3.16) 

During the evaluation, the detection is considered as successful only if the detected area 

of the document contains at least 70% of the signature. The proposed signature detection 

algorithm is evaluated on a data set of 360 document images and a detection rate of 

86.6% is achieved. 

3.7.3 Performance of Signature-based Retrieval 

Fig. 3.5 shows the sample result of signature-based document retrieval with a query 

document and top 4 retrieved documents. 
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Fig. 3.5 Sample Result of Signature-based Retrieval 

The two parameters, viz. recall (R) and precision (P) are used to evaluate the performance 

of the document retrieval results. The testing of the algorithm is carried out by retrieving 

top 20 documents by choosing the query document randomly by the user. Table 3.2 

shows the results obtained using single-level DWT and Table 3.3 shows the results 

obtained using multi-level DWT features with different distance metrics. The average 

recall and average precision values are also computed for quick interpretation of the 

results and shown in Tables 3.2 and 3.3.  
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Table 3.2 Recall and Precision results using Single-level DWT 

 

 

 

Table 3.3 Recall and Precision results using Multi-level DWT 

 

Fig. 3.6 shows a graphical comparison of results obtained using both single-level and 

multi-level DWT features. 
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Fig. 3.6 Graphical Comparison of Results 

The comparison of experimental results reveals that, 

 Multi-level DWT feature extraction scheme provided good results as compared to 

single-level DWT features with most of the similarity metrics considered for 

experimentation.  

 The city block similarity metric provided better retrieval result (80% precision) in 

comparison with other distance metrics when multi-level DWT features are used.  

Canberra distance provided 78% precision which is slightly less compared to a city 

block. Hamming and Jaccard provided 38% precision which is the lowest among all 

the distance metrics. 

 The Chebychev similarity metric provided the highest precision of 73% with single 

level DWT features and 57% with multi-level DWT features which is an interesting 

point observed in the experimentation and needs further analysis. The variation of 

performance is due to less number of features and limited directional information.  

 A precision of 72% and 71% for single-level and multi-level DWT is observed with 

Euclidean distance. From the experimentation, it seems that Euclidean distance 

provides better performance with less number of features. 
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3.8 Summary and Conclusion 

The automatic signature-based document retrieval is an essential tool required for 

searching and accessing the documents. This chapter proposed a multi-level DWT based 

feature extraction scheme for signature-based document retrieval. The main contribution 

of this chapter is an investigation of the different distance metrics for matching the 

signature features. The city block distance metric provided a precision of 80% with two-

level DWT based features. The logo and signature-based document retrieval gave 

promising results but suffer from the limitation. Both the retrieval methods cannot be 

used for the documents such as identity cards, passports, certificates etc., which may be 

embodied with photo/face.  This motivated us to develop face/photo based document 

image retrieval in the next chapter. 
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Chapter 4 

Face-based Document Image Retrieval 

 

Abstract of the Chapter: A large number of documents nowadays are found with 

face/photo of a person. The passports, identity cards, license cards, certificates are few of 

the example for such documents. The face-base document image retrieval allows for 

retrieving the documents based on face/photo that the query document consists of. This 

chapter proposes an automatic face-based document image retrieval using two feature 

extraction schemes. The first scheme employs the mathematical tool Singular Value 

Decomposition (SVD) to construct the features and the second scheme extends the 

concept of Gray Level Co-occurrence Matrix (GLCM) for RGB color image with a 

simple feature reduction scheme. The proposed feature extraction schemes are tested on a 

database of 810 documents. The proposed GLCM based feature extraction scheme 

outperform by providing Mean Average Precision (MAP) of 82.66%. 

  

4.1 Introduction 

Recently a lot of the document images are found with face/photo of a person. Few of the 

examples include passport, identity cards issued by organizations, voter identity cards, 

certificates, driving license, etc. These documents are also uploaded by the users//authors 

to the web for the purpose of document verification, account transaction, voting in an 

election, to obtain a subsidy from the government, etc. The traditional document image 

retrieval techniques like logo, signature and layout based fail to provide accessing of such 

document images. This motivated us for the development of face/photo-based document 

image retrieval as part of this research work. The face/photo-based document retrieval 

also permits for accessing person-specific documents from a huge database.  

The major contribution of this chapter is that, it proposes two feature extraction schemes 

(1) SVD based features and (2) GLCM based features. The proposed feature extraction 

schemes are evaluated on a total of 810 document images derived by using the face 

images of face94 [69] database. The results are compared to feature extraction schemes 
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used in [35], [36] and [37]. It is observed that the proposed GLCM based features 

outperform by providing MAP of 82.66%.  

4.2 Problem Statement 

Given a set of document images that include face/photo of a person, the objective is to 

retrieve only those documents which have the same face/photo as that of the query 

document. 

4.3 Related Work 

This section provides state of art techniques proposed by the researchers for face image 

recognition, matching and retrieval.  

Kekre et al. [70] presented the method for face recognition using Walshlet pyramid. The 

features are obtained at the different levels of the decomposed image by applying 

Walshlets pyramid. A kernel machine-based discriminant analysis technique for the 

nonlinearity of face patterns is presented in [71]. This has solved the problem of a small 

sample size that was existing in the task of face recognition. Ahmadi et al. [72] proposed 

a Fuzzy-based Hybrid Learning Algorithm (FHLA) for Radial Basis Function Neural 

Network (RBFNN) for face recognition.  They combined gradient and linear least squared 

techniques in FHLA for adjusting RBF parameters and also the weights of the neural 

network.  

A face detection technique by employing skin-based colored features has been presented 

by Weng et al. [73]. The 2-dimensional Discrete Cosine Transform (DCT) is used for 

extracting the skin-based features and the neural network classifier is used for detection. 

Tan and Triggs [74] proposed a face recognition method using heterogeneous features. 

Gabor wavelets and Local Binary Patterns (LBP) are combined for capturing the small 

appearance with a broader range of details. The principal component analysis is employed 

for the reduction of resulting features. The Kernel Discriminative Common Vector 

(KDCV) is then applied for obtaining discriminant nonlinear features in the proposed 

methodology. 

Leng et al. [75] proposed the use of DCT features in the task of face and palm 

recognition. They described the process of selecting suitable DCT coefficients for an 

improved discrimination effect and also presented “Dynamic Weighted Discrimination 

Power Analysis (DWDPA)” for better performance. Park and Jain [76] proposed a 
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technique for matching and retrieval of the face images using soft biometrics. The 

proposed method by them suggests the use of demographic information (e.g., gender and 

ethnicity) and facial marks (e.g., scars, moles, and freckles) for boosting the overall 

performance of matching and retrieval of face images. Chen et al. [77] presented two 

orthogonal techniques with the help of attribute-enhanced sparse coding and attribute 

embedded inverted indexing to retrieve the face images. They used a combination of low-

level with high-level features of the human face to improve retrieval performance. Face 

recognition and retrieval technique employing the fiducial point features were described 

by Pannirselvam and Prasath [78]. The fiducial points including eyebrow, eye, iris, nose 

and mouth were extracted to construct the feature vectors and the Euclidean similarity 

metric was applied for face image matching and retrieval. Dubey et al. [79] used local S, 

U, V and D sub-bands obtained from SVD of an image. Particularly the descriptors 

formed by S-sub band are employed for the purposed of face retrieval.    

In the literature, it is found that most of the work presented for face detection and 

recognition is focused on features of individual parts of the face such as eyes, nose, lips 

etc. Computing individual features of the face for document retrieval becomes an 

expensive and time-consuming task. Therefore to reduce the number of features the 

proposed system uses an entire face image as a single object. In this work we propose two 

feature extraction schemes for face/photo detection and document retrieval: (1) SVD 

based features and (2) GLCM based features.  

In logo-based document retrieval, it was learned that the singular values of an image can 

form an important feature set. However, using all the singular values for retrieval is 

expensive; hence we proposed an alternate method for reducing singular values features. 

In the literature, it is found that various statistics of GLCM are used for image matching 

and classification. This work proposes an alternate scheme of using GLCM features 

which are computationally less expensive.  

4.4 Proposed Face/Photo-based Document Retrieval System 

Fig. 4.1 depicts the architecture of the proposed face-based document retrieval system. 

Face/photo detection, feature extraction and document retrieval are the building blocks of 

the architecture. These blocks are discussed in the following sections. 
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Fig. 4.1 Proposed Face/Photo-based Document Retrieval System 

4.4.1 Face Image Detection 

In the document images like identity cards, passport, voter id, bank passbooks, driving 

license; the part of the document containing face or photo of a person will have the 

highest energy in comparison with the other parts of the document. This basic idea is used 

for face/photo detection from the documents. Algorithm 4.1 enlists the steps employed for 

face/photo detection block of the proposed system. 

 

As shown in the proposed system, the document containing face/photo of a person is used 

as an input. The color images are converted into grayscale using the equation (4.1) 

𝐼 = 0.2989 × 𝑅 + 0.5870 × 𝐺 + 0.114 × 𝐵                                     (4.1) 

Where ‘R’, ‘G’ and ‘B’ are the red, green and blue components of the color image and ‘I’ 
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is the converted grayscale image. Then an Otsu method [80] is applied to convert the 

grayscale image ‘I’ into binary form. To detect the face image in the document, the 

connected components of the document are found by employing 8-neighbors. Connected 

components of an image are connected set of dark pixels. Each connected component 

possesses energy depending on the density of pixels that makes the connected set. Let 

CC(i,j) is a 2D array representing the connected component with a dimension of ‘M’ rows 

and ‘N’ columns. Equation (4.2) is used in the proposed method to compute the energy 

‘ECC’ of such components. 

𝐸𝐶𝐶 =  
1

𝑀 × 𝑁
∑ ∑|𝐶𝐶(𝑖, 𝑗)|

𝑁

𝑗=1

𝑀

𝑖=1

                                             (4.2) 

In the next step, the connected component possessing the maximum energy is considered 

as the face/photo to be extracted. Using the location of this particular component, the 

face/photo region from the document is extracted and used for further processing. A 

sample result of face detection is presented in Fig. 4.2. The identity card of a person is 

used as an input document for face/photo extraction in the sample result. 

 

Fig 4.2 Sample Result of Face/Photo Extraction 

4.4.2 SVD based Feature Extraction 

SVD is a mathematical tool widely used in image processing applications such as image 

analysis and representation due to its robustness. Application of SVD on an image ‘I’ 

decomposes into 3 matrices ‘U’, ‘S’ and ‘V’ as shown in equation (4.3). 

𝑆𝑉𝐷(𝑖) =  𝑈 × 𝑆 × 𝑉𝑇 𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑁𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡s               (4.3) 
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Where ‘U’ is a column orthogonal matrix, ‘S’ is a singular matrix with only non-zero 

elements at diagonal and ‘V’ being the orthogonal matrix whose column values are 

Eigenvectors of image ‘I’ and its transpose. This has motivated us to use the singular 

values of the ‘S’ matrix in the proposed logo-based document retrieval work. This chapter 

presents a simple technique to reduce the number of singular value features. Algorithm 

4.2 enlists the steps used in proposed feature extraction. 

 

Let ‘F’ is an input face image obtained from the face detection algorithm. Initially, the 

image is resized to 64×64 pixels and then divided into four blocks F1, F2, F3 and F4 of size 

32×32 for feature extraction. These four blocks are decomposed by applying SVD. 

Equation (4.6) shows the decomposed matrices ‘Ui’, ‘Si’ and ‘Vi’ for ith block ‘Fi’. 

𝐹𝑖[32: 32] =  𝑈𝑖 × 𝑆𝑖 × 𝑉𝑖
𝑇,   𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 4             (4.6) 

Let ‘S1’, ‘S2’, ‘S3’ and ‘S4’ are the singular matrices with size 32×32 holding the square 

root of Eigen-values. The 32 diagonal elements from each singular matrix are collected 

and merged to form a set of 128 features and stored in the vector ‘D’. In the last step, the 

sum of every four consecutive elements of ‘D’ are computed and merged to construct a 
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final feature vector ‘FV’ of size 32. Each element of ‘FV’ represents a trace of singular 

matrices ‘S1’, ‘S2’, ‘S3’ and ‘S4’. 

4.4.3 Gray Level Co-occurrence Matrix (GLCM) Based Feature Extraction 

GLCM is a square matrix of dimension ‘N’ rows and ‘N’ columns, used to gather a 

variety of statistical parameters. The features provided by GLCM are widely used in 

image analysis and classification [81].  The GLCM will have the same dimension as that 

of the number of the gray levels of an image. Hence the number of gray levels used in 

image plays a vital role in computing GLCM. For example, an 8-bit image with 256 gray 

levels leads to a GLCM of size 256×256. Each element at location (i,j) in GLCM 

indicates the frequency of occurrence of two pixels whose gray level values are ‘i’ and ‘j’ 

respectively, with a distance of ‘k’ in the direction specified by the displacement vector.  

Fig. 4.3 shows an example of GLCM for a 6×6 binary image ‘I’ with a unit displacement 

vector in the diagonal direction.     

 

Fig. 4.3 GLCM of an Image ‘I’ 

The first element in the GLCM of image ‘I’ provides the occurrence of the pixel with 

gray level value (0,0) in the diagonal direction. In the same way, the other elements of 

GLCM give occurrence of pixels with values (0,1), (1,0) and (1,1). The GLCM obtained 

for an image provides the texture information for image analysis. In the literature, the four 

parameters namely the energy, contrast, correlation and homogeneity known as Haralick 

features which are widely used for image analysis. 

The success story of GLCM motivated us to use it for the purpose of face-based 

document image retrieval. This chapter proposes a technique to extend the usage of 

GLCM for an RGB color image and suggest the use of diagonal elements of GLCM to 

construct a feature vector instead of using complex and computationally expensive 

statistical parameters. The reason for using the diagonal elements of GLCM is that they 
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are the non-zero values and provide more unique features of the image [81]. Algorithm 

4.3 lists out the steps used in the proposed GLCM based feature extraction scheme. 

 

The algorithm uses the extracted face image of the document as an input. The RGB color 

images are represented as a 3-dimensional array comprising of red (R), green (G) and 

blue (B) colors. Initially, these ‘R’, ‘G’, ‘B’ color components of the face image are 

separated and stored in individual 2D arrays. The elements in these arrays represent the 

intensity of values of red, green and blue colors. To reduce the size of the GLCM matrix, 

the numbers of intensity levels are reduced to 8 by performing intensity mapping. The 

intensity mapping is obtained by dividing the intensity values of the pixels by 8 and 

taking an integral part of the quotient. This operation is performed using equation (4.7).   

𝑀𝑎𝑝𝑝𝑒𝑑 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑣𝑎𝑙𝑢𝑒 = 𝐼𝑛𝑡𝑒𝑔𝑒𝑟 (
𝑃𝑖𝑥𝑒𝑙 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑣𝑎𝑙𝑢𝑒

8
)                  (4.7) 

 Let ‘CMR’, ‘CMG’ and ‘CMB’ are the computed co-occurrence matrices of red, green 

and blue colored pixels. The dimension of each co-occurrence matrix is 8×8, as the 

number intensity levels of the pixels are reduced to 8.  

Instead of using computationally expensive statistical parameters, the proposed algorithm 

uses principal diagonal elements of ‘CMR’, ‘CMG’ and ‘CMB’ to construct the feature 

vector. Since the diagonal elements of co-occurrence matrices will have non-zero values, 
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they form unique features for image matching. Equations (4.8), (4.9) and (4.10) are used 

to obtain diagonal elements as follows. 

𝐹𝑉1 = ∀ 𝐶𝑀𝑅(𝑖, 𝑗), 𝑤ℎ𝑒𝑟𝑒 𝑖 = 𝑗                       (4.8) 

𝐹𝑉2 = ∀ 𝐶𝑀𝐺(𝑖, 𝑗), 𝑤ℎ𝑒𝑟𝑒 𝑖 = 𝑗                                      (4.9) 

𝐹𝑉3 = ∀ 𝐶𝑀𝑅(𝑖, 𝑗), 𝑤ℎ𝑒𝑟𝑒 𝑖 = 𝑗                             (4.10) 

Where, ‘FV1’, ‘FV2’ and ‘FV3’ are the vectors each consisting of 8 elements. Finally, 

these 3 vectors are merged together to form the feature vector ‘FV’ of size 24 using 

equation (4.11). 

𝐹𝑉 = { 𝐹𝑉1 } 𝑈 { 𝐹𝑉2 } 𝑈 { 𝐹𝑉3 }                                      (4.11) 

4.4.4 Document Retrieval 

The Mahalanobis similarity metric is used for matching the features of query face image 

and the pre-stored face image features of all the documents.  Let ‘FVQ’ is a feature vector 

of query face image and ‘FDB’ is an array of features of faces/photos present in the 

database of documents. The Mahalanobis distance between ‘FVQ’ and ‘FDB’ using 

positive definite covariance ‘C’ is given by equation (4.12) 

𝑀𝑑𝑖𝑠𝑡(𝐹𝑉𝑄, 𝐹𝐷𝐵𝑖) = √(𝐹𝑉𝑄 − 𝐹𝐷𝐵𝑖)𝑇𝐶−1(𝐹𝑉𝑄 − 𝐹𝐷𝐵𝑖)               (4.12) 

Where ‘Mdist’ holds the distance values between ‘FDB’ and ‘FVQ’. The documents of 

the database are arranged based on their distance values computed. Lowest distance value 

corresponds to the closest match and vice-versa. Now depending on the user request top 

‘K’ number of documents are accessed and displayed on the user screen. The proposed 

feature extraction scheme with a Mahalanobis distance metric has provided good retrieval 

results. Algorithm 4.4 provides the steps used in the document retrieval process. 
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4.5 Experimental Results 

The database used for evaluation of the proposed face-based document retrieval is 

explained in the following section and its performance is discussed in the subsequent 

section. 

4.5.1 Image Database 

The database is created by combining a variety of documents and the face images 

borrowed from the database face94 [69]. The database is formed to include documents of 

27 members, specifically 16 male and 11 female persons. 30 documents per person are 

created, which leads to a total of 810 document images (30 documents × 27 members) for 

testing. These documents include sample identity cards, passports, certificates, PAN cards 

etc. with varying size and quality of the print 

4.5.2 Performance of Face-based Document Retrieval 

The performance of the proposed method is assessed using three evaluation parameters 

precision, recall and F-measure. Fig. 4.4 depicts the sample result obtained from proposed 

face-based document retrieval. The sample result is shown for the top 4 retrieved 

documents. The 3 documents are related to the query out of 4 retrieved documents in the 

result. This gives a precision of 75%, recall of 30% suppose there are 10 relevant 

documents present in the database and an F-measure of 42.86%. 
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Fig. 4.4 Sample Document Retrieval Result 

The proposed method is tested by selecting a query document randomly by the user. 

Precision, recall and F-measure are computed by retrieving Top 1, Top 5, Top 10, Top 15 

and Top 20 documents for all 27 classes. Thus there will be a set of 27 precision, recall 

and F-measure results for each Top 1, Top 5, Top 10, Top 15 and Top 20 retrieval results. 

For easier interpretation, the average precision (AP) and average recall (AR) are 

computed and tabulated as shown in Table 4.1. The table also provides AP and AR values 

computed using the state of art techniques. The proposed GLCM based features 

outperform by providing a MAP of 82.66%. 

 

Table 4.1 Average Precision and Average Recall  
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Fig. 4.5 shows a graphical comparison of AP values obtained using the proposed method 

and the earlier techniques.  

 

Fig. 4.5 Graphical Comparison of Average Precision 

It can be observed that the proposed GLCM based features outperform in comparison 

with the others. Table 4.2 provides the F-measure values computed for each Top 1, Top 5, 

Top 10, Top 15 and Top 20 retrieval results.  

Table 4.2 Comparison of F-measure 

 

Fig. 4.6 shows a graphical comparison of f-measure using proposed feature extraction 

schemes and other techniques. It is evident from the comparison that the proposed GLCM 

based features provided good F-measure compared with other methods.   
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 Fig. 4.6 Comparison of F-measure  

4.6 Summary and Conclusion 

The face-based document image retrieval is an essential application for document images 

such as identity cards, passports, certificates, license cards, etc. This chapter proposed the 

use of SVD and GLCM based features for face/photo based document image retrieval. 

The proposed GLCM based features provided better results compared to feature 

extraction schemes used in [35], [36] and [37]. Nowadays many of the documents include 

fingerprint impression to provide more security and authentication. The face/photo based 

document retrieval is a useful application but it cannot be used for retrieving the 

documents that contain fingerprint impression. This motivated to develop fingerprint-

based document image retrieval in the next chapter. 
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Chapter 5 

Fingerprint-based Document Image Retrieval 

 

Abstract of the Chapter: Recently most of the documents are authenticated using 

fingerprint impression. The examples for such documents are property registration, 

banking transactions, insurance documents, etc. The goal of fingerprint-based document 

retrieval is to provide an easier way of accessing, browsing or searching of such 

document images. This chapter proposes a simple but efficient fingerprint detection 

algorithm for documents images using Discrete Wavelet Transform (DWT) based 

features and Support Vector Machine (SVM) classifier. Two sets of features namely (1) 

DWT based Local Binary Pattern (LBP) and (2) SWT based LBP are proposed for the 

fingerprint-based document retrieval process. The proposed fingerprint print detection has 

given a detection rate of 98.87% for 1100 document images and the retrieval method has 

given Mean Average Precision (MAP) of 73.08% for a set of 1200 document images. 

 

5.1 Introduction 

To provide high security and authentication the recent documents have been included 

with fingerprint impression instead of a signature. Property registration, banking 

transactions, insurance documents, etc. are the examples that comprise of fingerprint 

impression of authorized persons.  “Fingerprint represents a unique pattern of ridges and 

valleys of the surface of fingers [82]”. The traditional method uses paper-ink whereas, a 

group of sensors has been employed for producing a finger-print impression in an 

electronic form. In general, a three-level hierarchy is employed for representation of 

fingerprint friction ridge information. These include a pattern of fingerprints, minute 

points and ridge contours. Generally, level 1 features are employed for matching latent 

fingerprint whereas level 2 and level 3 features are used in fingerprint identification 

systems [83]. 

To access document images containing fingerprint impression an efficient fingerprint 

detection technique and the development of a novel feature extraction scheme are the 

major challenges in the implementation of fingerprint-based document retrieval. The 

main contribution of this chapter is that, it proposes a simple but yet an efficient 
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fingerprint detection module and two sets of features namely DWT-based LBP and 

Stationary Wavelet Transform (SWT) based LBP features. To obtain the proposed sets of 

features initially, the image is decomposed into four sub-bands: approximate, horizontal, 

vertical and diagonal coefficients [84] using DWT/SWT. Then the LBP of the sub-bands 

are computed and the histograms of LBP values are used to construct the features. During 

the retrieval process, the standardized Euclidean distance is used to improve the 

performance of the system [85]. The proposed feature extraction schemes provided 

promising results compared to [38] and [39]. 

5.2 Problem Statement 

The objective of this chapter is to present new techniques for retrieval of document 

images which comprise the fingerprint of a person similar to that of a query document 

image. 

5.3 Related Work 

Many of the algorithms and techniques are proposed by researchers for matching the 

fingerprints for recognition and verification. These algorithms and techniques are 

discussed in this section.  

Jiang et al. [86] presented fingerprint retrieval technique by employing the features that 

are obtained from the orientation field and the dominant ridge distance. They proposed a 

new distance measure which averages the unit vector with phase doubled the orientation 

for matching the features of fingerprints. Chen et al. [87] proposed a fuzzy feature match 

(FFM) technique for matching the local triangular features collected from deformed 

fingerprints. To estimate the similarity, the feature vectors are normalized before applying 

the distance metric. He et al. [88] presented a three-stage algorithm for global 

comprehensive similarity. In the first stage, they built a minutia-simplex comprising of a 

pair of minutiae with their textures that include a transformation-variant and invariant set 

of features. In the second stage, ridge-based relative features associated with minutiae are 

used for grouping the minutia depending on their affinity with the ridge. In the third 

stage, they presented the relationship between transformation and the comprehensive 

similarity of two fingerprint images in the form of a histogram.  

Liu et al. [89] proposed a database clustering model based fingerprint search technique 

for narrowing the search space. They used multi-scale orientation field-based features as 

the primary set of features and the average ridge distance as secondary features. A 
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modified K-means clustering algorithm was applied to partition the orientation feature 

space into clustering. The fingerprint friction ridge details consist of 3 levels of features. 

They are level 1 comprising of pattern, level 2 that include minutia points and level 3 

consisting of pores and ridge contours. Jain et al. [90] proposed the use of Level 3 

features to match high-resolution fingerprints. Zegarra et al. [91] proposed wavelet 

feature-based fingerprint retrieval method with 3 important tasks: feature extraction, 

similarity measurement and indexing of the features. They used different types of 

wavelets namely DWT, tree-structured DWT and the Gabor wavelets for the 

decomposition of the given image. The features are formed by computing the energy and 

standard deviation of decomposed fingerprint images. 

Jain and Feng [92] proposed a method for matching latent fingerprints with rolled 

fingerprints. The proposed system employs the use of a quality map in addition to 

minutiae. Nanni and Lumini [93] presented the hybrid fingerprint matching technique 

using LBP based features. Initially, the 2 fingerprints are matched and aligned using their 

corresponding minutiae and then decomposed into non-overlapping windows. These non-

overlapping windows are convolved with the Gabor filters to construct LBP histograms. 

Jung and Lee [94] proposed a method for classification of fingerprints employing the 

probabilistic approach using features of ridges. Bharkad et al. [95] suggested the use of 

discrete wavelet packet transform by neglecting horizontal coefficients to obtain 

redundant features for matching of the fingerprint images.  

A method for detection of the convex core point for different types of fingerprints was 

presented by Le et al. [96]. A modified complex filter known as the semi-radial filter is 

proposed in their method for detection of rotational symmetries of core points. The 

vertical variation feature is used for removing spurious core points. Cappelli and Ferrara 

[97] developed a method for fingerprint retrieval using the combination of a level-1 and 

level-2 set of features. A hybrid fusion-based technique is used for evaluation of various 

score and ranking of the fingerprints. Shalaby and Ahmed [98] proposed the use of a 

multi-level structural approach to recognize the fingerprints, by decomposing them into 

regions using multi-level features. Paulino et al. [99] proposed a technique to match the 

latent fingerprints. They used descriptor based Hough transforms to align the fingerprints. 

The orientation field is used to measure the similarity of fingerprints in the proposed 

method. Arun et al. [100] proposed a texture-based finger knuckle print recognition 

method with the help of features formed using LBP variants. They used Local Directional 
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Pattern (LDP), Local Derivative Ternary Pattern (LDTP) and Local Texture Description 

Framework based Modified Local Directional Pattern (LTDF-MLDN) based feature 

extraction in their proposed method. Nearest neighbor and Extreme Learning Machine 

(ELM) classifiers are used for the classification task. Rodrigues et al. [101] presented a 

technique to recognize the finger knuckle prints. The Sobel operator was used for 

detecting the edges. Different similarity metrics are used for recognition of binarized 

images.  

Tzalavra et al. [102] provided the comparative analysis of 3 multi-resolution transform-

based features namely DWT, SWT and Fast Discrete Curvelet Transform (FDCT) for 

assessing breast tumors in Dynamic Contrast-Enhanced Magnetic Resonance Images 

(DCE-MRI). FDCT based features provided better performance in comparison with the 

other two.  Qayyum et al. [103] employed SWT for feature extraction for the recognition 

of facial expressions. In particular, the combinations of vertical and horizontal 

coefficients are used for obtaining muscle movement information.  

From the literature, it is learned that the major challenges for implementing fingerprint-

based document retrieval include an efficient fingerprint detection technique and a 

suitable set of features for fingerprint matching and retrieval. The main contributions of 

this chapter include: 

(1) Proposing an efficient and simple technique for fingerprint detection using 

DWT based features and SVM classifier.   

(2) Proposing the use of DWT and SWT based LBP feature extraction schemes to 

match and retrieve the fingerprint-based documents.  

5.4 Proposed Method for Fingerprint-based Document Retrieval 

The architecture of the proposed fingerprint-based document retrieval is depicted in Fig. 

5.1. The major building blocks of the system include fingerprint detection, feature 

extraction, matching and retrieval of documents from the database. These blocks are 

discussed in the subsequent sections. 
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Fig. 5.1 Proposed Architecture of Fingerprint-based Document Retrieval 

5.4.1 Fingerprint Detection  

Fig. 5.2 shows the proposed system for fingerprint detection. It includes a two-phase 

approach: a training phase and a testing phase. The proposed system is motivated by the 

technique presented for discrimination of handwritten and printed text [104]. In the 

training phase, 140 patches comprising of a variety of text, logos, fingerprint and 

different symbols are used. The patches are collected from the first 100 document images 

of the database. Initially, the patches from the submitted query document are obtained 

using connected component analysis, their DWT based features are extracted and then 

these patches are classified as fingerprint and non-fingerprint patches using SVM 

classifier. 

 

Fig. 5.2 Fingerprint Detection System 
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 Feature Extraction: To make the system simpler and faster, the DWT based features 

are used in the training phase. The 140 image patches that are considered for training 

the system are divided into four sub-bands by applying DWT. Let C1(x,y), C2(x,y), 

C3(x,y) and C4(x,y) are the resulted approximate, horizontal, vertical and diagonal 

sub-bands respectively. The energy and standard deviation of these sub-bands 

computed using equation (5.1) and (5.2) are used to construct the feature vector.  

𝐸𝑖 =
1

𝑀 × 𝑁
∑ ∑|𝐶𝑖(𝑥, 𝑦)|

𝑁

𝑛=1

𝑁

𝑚=1

  𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 4                              (5.1) 

𝑆𝐷𝑖 = √
1

𝑀 × 𝑁
∑ ∑(𝐶𝑖(𝑥, 𝑦) − µ𝑐𝑖)2  

𝑁

𝑦=1

𝑁

𝑥=1

  𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 4                   (5.2) 

Where,  

 ‘Ei’ and ‘SDi’ represent energy and standard deviation of ith sub-band. 

 ‘M’ and ‘N’ are the row and column dimension of sub-bands. 

  µ
ci

 refers to the mean of ith sub-band.  

The final feature vector is formed using the equation (5.3) 

𝐹𝑉 = { 𝐸1, 𝐸2 , 𝐸3, 𝐸4, 𝑆𝐷1, 𝑆𝐷2, 𝑆𝐷3, 𝑆𝐷4}          (5.3) 

 SVM Classifier: A binary SVM classifier is used to detect whether an image patch 

has a fingerprint or not. The SVM uses a hyper-plane to separates the data points into 

two groups for classification. The optimal hyperplane is given by equation (5.4). 

𝑂𝐻𝑃 = 𝑊𝑇Ø(𝑥) +  𝑏                                        (5.4) 

Where ‘W’ indicates the normal vector, ‘b’ indicates an offset vector of the 

hyperplane with the kernel function ‘Ø(𝑥)’. Fig. 5.3 shows an example classification 

of circles and squares using hyperplane of SVM classifier. Different Kernel functions 

used in SVM viz., polynomial, linear, Sigmoid and Gaussian. A linear kernel function 

is used in the proposed system. For fingerprint detection, the extracted DWT based 

features of 140 image patches are used to train the classifier. Out of 140 image 

patches, 42 comprise of fingerprints and the other 98 image patches comprise of a 

variety of data including text, tables, logos and some horizontal and vertical strips. 
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        Fig. 5.3 Classification Example using SVM 

The query document that consists of a fingerprint impression is given as an input to the 

system. The three sequences of steps namely binarization, morphological dilation and 

generating the image patches are used in preprocessing of the query document. An Otsu 

[80] gray-level thresholding method is used in the process of binarizing the image. Then 

the image patches are generated by employing the connected components [105] of the 

binary image. The small pieces of the image such as tiny text, fingerprint ridges, lines, 

curves and other nearby graphical elements are merged into a single patch by performing 

the morphological dilation on the image. The disk-shaped structuring element having a 

radius of 20 numbers of pixels is chosen in the dilation process. The shapes, as well as the 

size of the structuring element, are chosen empirically by conducting the experiments. 

Once the image patches are formed, their DWT based features are used as test features for 

SVM classifier to detect whether an image patch comprises of fingerprint or not. Finally 

by knowing the coordinates of the patch containing fingerprint is extracted from the 

document for further processing.  

5.4.2 Computing Feature Vector for Document Retrieval 

Two sets of feature extraction schemes (1) DWT based LBP features and (2) SWT based 

LBP features are proposed for fingerprint-based document retrieval. To construct these 

features the DWT/SWT is applied on the detected fingerprint image, LBP of each sub-

bands are computed and finally, the histograms of these LBP features are merged to form 

the feature vector as shown in Fig. 5.4. These steps are described in the following 

sections. 
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Fig. 5.4 Proposed Feature Extraction Scheme(s) 

 Applying DWT/SWT: The DWT and SWT are the most popular techniques 

employed in the multi-resolution analysis of an image. The DWT/SWT are obtained 

by using a series of low pass and high pass filters on row-wise and column-wise 

down-sampled image [91]. Application of DWT leads to the decomposition of an 

image of size ‘M’ rows and ‘N’ columns into four sub-bands namely: approximate, 

horizontal, vertical and the diagonal. The dimensions of all the sub-bands will be 

M/2×N/2. The SWT is similar to DWT except that the down-sampling process is 

eliminated. Due to this, the decomposed sub-bands of SWT will have the same size as 

that of the original.  

Let fpimg(x,y) is a two-dimensional function that represents extracted fingerprint 

from the query document. Equations (5.5) and (5.6) are used for obtaining the sub-

bands by applying DWT/SWT. 

[𝐶𝐴, 𝐶𝐻, 𝐶𝑉, 𝐶𝐷] =  𝐷𝑊𝑇(𝑓𝑝𝑖𝑚𝑔(𝑥, 𝑦))                 (5.5) 

[𝐶𝐴, 𝐶𝐻, 𝐶𝑉, 𝐶𝐷] =  𝑆𝑊𝑇(𝑓𝑝𝑖𝑚𝑔(𝑥, 𝑦))                       (5.6) 

The ‘CA’, ‘CH’, ‘CV’ and ‘CD’ in the equations represent approximate, horizontal, 

vertical and diagonal coefficients of a fingerprint image.  

 Computation of LBP: The LBP is computed on each 3×3 cells of ‘CA’, ‘CH’, ‘CV’ 

and ‘CD’ to obtain the texture information. “LBP codes are generated by multiplying 



  

 
67 

the binary threshold values assigned to each of the pixels of N×N cell and summing 

up the result [106]”. Algorithm 5.1 shows the steps used for obtaining LBP code for a 

cell.  

 

Let ‘L1’, ‘L2’, ‘L3’ and ‘L4’ are the LBP of the sub-bands ‘CA’, ‘CH’, ‘CV’ and ‘CD’ 

obtained using the Algorithm 5.1. 

 Formation of Feature Vector: The histograms are used in order to reduce the 

number of LBP codes computed for sub-bands of an image. The histogram is a 

discrete function that gives the occurrence of particular data values that fall into 

disjoint categories called bins. Let ‘H1’, ‘H2’, ‘H3’ and ‘H4’ are the histogram values 

computed for the sub-bands ‘L1’, ‘L2’, ‘L3’ and ‘L4’ each with 64 numbers of bins. 

Finally these histograms are merged to generate a final feature vector ‘FV’ of size 256 

as shown in equation (5.7). 

 

𝐹𝑉 = { {𝐻1}  ∪ {𝐻2} ∪ {𝐻3}  ∪ {𝐻4} }                     (5.7) 
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5.4.3 Fingerprint Matching and Document Retrieval 

The purpose of this step is to match the features of query fingerprint impression with the 

features of fingerprints belonging to a database of documents and retrieve more relevant 

documents. The Euclidean distance is widely used in the literature for matching the 

features. The problem with normal Euclidean distance is that the features with larger 

values dominate and the features with lower values contribute very less in the resulted 

similarity values. This particular issue is addressed by standardized Euclidean distance 

where all the features contribute almost equal in the estimation of similarity value. Hence 

the standardized Euclidean distance is employed in the proposed method to compute the 

similarity.  Equation (5.8) is used for computing the similarity metric. 

𝑆𝑡𝑑𝐸𝑢𝑐𝐷𝑖𝑠𝑡(𝑖) =  √(𝐹𝑉𝑄 − 𝐹𝐷𝐵) × 𝑉−1 × (𝐹𝑉𝑄 − 𝐹𝐷𝐵)′  ,   𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑁        (5.8) 

Where, 

 ‘StdEucDist’ is a vector to hold computed similarity values for N number of 

documents. 

 ‘FVQ’ is the feature vector of the query document image. 

 ‘FDB’ is pre-extracted fingerprint features of documents stored in the database. 

 ‘V’ is the n-by-n diagonal matrix whose jth diagonal element is S(j)2 and ‘S’ being 

the vector of standard deviations. 

After computing the distance values, the documents present in the database are indexed 

based on their distance values with respect to the query document. Now based on the user 

request top ‘K’ number of documents are accessed from the database and displayed on the 

user console. Algorithm 5.2 provides the complete list of steps used for fingerprint-based 

document image retrieval.  
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5.5 Experimental results 

The database used for testing the proposed fingerprint detection and document retrieval is 

explained in the below section. The performance evaluation of the system is provided in 

the subsequent sections. 
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5.5.1 Image Database 

A total of 50 members are considered for database creation. The 24 left thumb 

impressions per member on the variety of documents using a blue colored ink pad are 

collected. Thus a total of 50×24 = 1200 documents are generated. These documents are 

then scanned with a resolution of 300×300 using HP M1005 scanner. 

5.5.2 Performance of Fingerprint Detection System 

The database was having 1200 documents out of which 100 are used for training the 

system and the other 1100 documents are used for testing. Fig. 5.5 depicts two sample 

results of fingerprint detection module. The detected fingerprint is marked with a red 

colored rectangle box.  

 

Fig. 5.5 Sample Results of Fingerprint Detection 

An image patch detected with at least 80% of the fingerprint impression is treated as 

successful detection during the evaluation of the proposed scheme. The detection rate is 

used to estimate the performance of the method. It is defined as the ratio of a number of 

documents in which fingerprints are successfully detected to the total number of 

documents considered for the experiment. The equation (5.9) is used for computation of 

detection rate. 
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𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑤𝑖𝑡ℎ  𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
       (5.9) 

The proposed fingerprint detection method provided the detection rate of 98.87%, which 

makes more suitable to be used as the first step of fingerprint-based document retrieval.  

5.5.3 Performance of Fingerprint-based Document Retrieval 

Core-i3/4GB RAM/windows8 machine with MATLAB is used for the implementation of 

the proposed algorithm. It took 1.015 seconds for detection of fingerprint and 1.1725 

seconds for document retrieval of top 20 documents.  

The precision and recall are used for evaluating the performance of the proposed 

fingerprint-based document retrieval algorithm. An exhaustive set of experiments are 

carried out for evaluation of the proposed system. In each experiment, the user is asked to 

choose a query document randomly from each class. The precision and recall values are 

computed for retrieval of top 1, top 5, top 8, top 10, top 15 and top 20 documents and 

tabulated. A total of 300 queries are executed for assessing the performance of the 

developed algorithm. The average precision (AP) and average recall (AR) for ‘N’ number 

of queries are also computed for tabulated results using equation (5.10) and (5.11). 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝐴𝑃) =  
1

𝑁
∑ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖

𝑁

𝑖=1

                               (5.10) 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑐𝑎𝑙𝑙 (𝐴𝑅) =  
1

𝑁
∑ 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑁

𝑖=1

                                      (5.11) 

Fig. 5.6 shows a sample result with a query document and the top four retrieved 

documents using the proposed system.  The mean of average precision (MAP) and mean 

of average recall (MAR) are also used for evaluation and comparison of the proposed 

feature extraction scheme with other methods. Table 5.1 lists out AP, AR, MAP and 

MAR values computed using proposed two sets of features also with conventional LBP 

and Histogram of Oriented Gradient (HOG) features. 
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Fig. 5.6 Sample Result of Fingerprint-based Document Retrieval 

Table 5.1 Average Precision and Recall 
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Fig. 5.7 Comparison of Average Recall 

Fig. 5.7 provides a graphical comparison of average recall values obtained using proposed 

features with another set of features. The results are compared for retrieval of top 5, top 8, 

top 10, top 15 and top 20 documents from the database. The following observations can 

be made by comparison of the results. 

 Both the proposed feature extraction schemes DWT and SWT based features 

provide better performance compared to existing feature extraction methods. 

 The retrieval performance with proposed features increases as the numbers of 

retrieved documents is increased. This helps in the retrieval of more relevant 

documents from a huge database. The improved performance is because of LBP 

features computed for directional components of the fingerprint image by 

applying DWT/SWT. 

5.6 Summary and Conclusion 

The fingerprint-based document image retrieval is an essential application for document 

images using fingerprint print impression for authentication. This chapter proposed two 

feature extraction schemes: DWT based LBP and SWT based LBP. The proposed feature 

extraction schemes provided better results compared to existing techniques [38] and [39]. 
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The logo, face/photo, fingerprint-based document retrieval are useful applications to 

overcome language dependency. But due to globalization most of the organizations have 

accepted the use of documents with multiple document images. When a huge database of 

multi-language documents is present, there is a need for language-based classification of 

document images and retrieval techniques. This motivated to develop language-based 

document image classification and retrieval application in the next chapter. 
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Chapter 6 

Language-based Document Image Classification and Retrieval  

Abstract of the Chapter: Use of multi-lingual documents gives rise to the need for 

language-based classification and retrieval of document images. The language-based 

classification helps to sort out the huge number of documents automatically with less 

amount of time. Whereas language-based retrieval provides a way of searching the 

document images based on the language used in the query document. To make the system 

computationally cheap and faster the proposed system uses block-level processing of the 

documents. This chapter proposes the use of multi-resolution Histogram of Oriented 

Gradient (HOG) features for both the language-based classification and retrieval of 

documents. A total of 1006 document images of Kannada, Marathi, Telugu, Hindi and 

English are used for evaluating the classification performance. An average classification 

rate of 87.02% is achieved using the proposed method. Since, most of the states in India 

have agreed upon a tri-lingual system, the proposed language-based retrieval system is 

tested for the documents with the combination of languages such as Kannada-Hindi-

English, Marathi-Hindi-English and Telugu-Hindi-English.  

 

6.1    Introduction 

Most of the countries agreed upon the use of the multi-lingual system. This has lead to the 

existence of a huge number of documents with different languages in many organizations 

and multi-national companies. To classify or searching of such documents there is a need 

for automatic classification and retrieval techniques. Hence this chapter proposes 

language-based classification and retrieval algorithms. 

The language-based classification and retrieval system is also helpful in applications like 

the implementation of OCR in digital libraries, text to speech conversion, development of 

document content understanding and many more. The language/script identification 

algorithms can be broadly classified into two categories depending on whether they 

employ global analysis or local analysis of the document images. The global analysis 

deals with the processing of the document at page-level or block-level. However local 

analysis is concerned with the processing of the document at word or line-level. The 

taxonomy of language/script based classification system is depicted in Fig. 6.1. 
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Fig. 6.1 Taxonomy of Language/Script Identification 

The structural, texture or a hybrid set of features are applied on the block-level analysis of 

documents. However, the local analysis requires segmentation of the document into 

words or lines and then application of the features for analysis. As the global level 

analysis is segmentation free, it is computationally cheaper and faster compared to 

analysis. On the other side, the local analysis has an advantage of an accurate analysis of 

the documents which result in improved classification and retrieval performance. 

The main contribution of this chapter is proposing an efficient language-based 

classification and retrieval system using multi-resolution HOG features for printed 

document images of five different languages namely Kannada, Marathi, Telugu, Hindi 

and English. Fig. 6.2 shows an example of document images belonging to these five 

languages. 

 

Fig. 6.2 Sample Documents of Kannada, Marathi, Telugu, Hindi and English 
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The Kannada, Marathi, Telugu and Hindi are official languages of India. The Kannada 

and Telugu are originated from Brahmi alphabets and they are separated into two 

different sets between 12th and 15th century. There are 16 vowels and 34 consonants with 

more than 250 shapes. Telugu has 16 vowels, 3 vowel modifiers with 41 consonants. 

Hindi and Marathi language are originated from the Devanagari script. The Hindi 

includes 12 vowels and 34 consonants however Marathi has 16 vowels with 36 

consonants. The horizontal line that connects the letters of a word is an important feature 

of Hindi and Marathi language scripts. English is a Latin-based language with 5 vowels 

and 21 consonants. Fig. 6.3 depicts vowels and consonants of all the five languages used 

for testing. 

 

 

(a) Kannada Vowels and Consonants 

 

 

  (b)    Telugu Vowels and Consonants 
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(c) Marathi Vowels and Consonants 

 

 

(d) Hindi Vowels and Consonants 

 

 
(e) English Vowels and Consonants 

Fig. 6.3 Vowels and Consonants of Kannada, Telugu, Marathi, Hindi and English 
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The main contribution of this chapter is that it proposes a multi-resolution HOG features 

for language-based classification and retrieval of the document images. The proposed 

feature extraction schemes are found superior compared with the features used in [38], [39] 

and [40].  

6.2 Problem Statement 

The objective of this research work is to propose an efficient language-based 

classification and retrieval system. The language-based classification system aims to 

classify the document image automatically depending on the language used. However, the 

language-based retrieval aims to provide an easier and faster way of searching the 

documents based on the language used in the query document. 

6.3 Related Work 

Chaudhury et al. [107] developed a system for script identification of Indian languages. 

They employed Gabor filter-based features obtained from the connected components. The 

combination of different classifiers is suggested for the improvement of the results. 

Kulkarni et al. [108] presented the script identification technique based on visual features. 

A total of 8 visible features are used in combination with the Probabilistic Neural 

Network (PNN) in the proposed system. Padma and Vijaya [109] proposed the profile-

based features and k-nearest neighbor classifier in their work of script identification for 

tri-lingual document images.  

Pal and Chaudhuri [110] presented the method for recognition of English, Bangla, Arabic, 

Chinese and Devanagari script lines of a document image. They used the combination of 

shape, statistics and the water reservoir features. Rajput et al. [111] proposed the scheme 

for handwritten text identification with the help of DCT and the wavelet-based features. 

They employed global analysis with K-NN classifier. Mathematical and structure-based 

features along with a sequence of classifiers are applied for improving the results of script 

identification for Indian languages in [112].  

Pardeshi et al. [113] employed multi-resolution spatial features for identification of the 

Indian scripts. The features are constructed using radon transform, DWT and DCT of the 

segmented words in their method.  Tan et al. [114] proposed the use of word shape 

analysis for retrieving the text from the document images. Arani et al. [115] employed the 

Hidden Markov Model (HMM) for recognition of handwritten Farsi words. They used 
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Multi-Layer Perception (MLP) with an input of features obtained from image gradient, 

contour chain code and black-white transitions.  

Djeddi et al. [116] proposed a method for writer recognition for handwritten document 

images of Greek and English languages. The run-length features with k-NN and SVM 

classifiers are used at the recognition phase. Roy et al. [117] presented HMM-based script 

identification for handwritten words of Indian languages. They employed the zone-wise 

segmentation of words to extract the features.  

The method for document language detection was proposed by Spitz [118]. Initially, the 

script is categorized as Han-based or Latin-based employing upward concavities and later 

the shape-based features of the characters are used for deciding the language. Thanuja and 

Shreedevi [119] proposed the use of visual features obtained at word-level for recognition 

and retrieval of Kannada document images. Lakshmi [120] proposed a technique to 

identify the Telugu Palm Leaf characters. The 3D features of the characters are employed 

in their proposed method. Chandrakala [121] presented the recognition-free content-based 

document image retrieval for Kannada documents. They used a correlation technique for 

matching retrieval.  

From the literature, it is learned that most of the language/script identification or retrieval 

systems focus on document analysis at word-level and line-level. The word-level and line-

level analysis of the document images require segmentation of the document and provide 

better performance. The block-level analysis is segmentation free technique however 

provides little lower performance compared to word-level and line-level analysis 

techniques. But the carefully designed feature extraction scheme can improve the 

performance of document classification and retrieval system by adopting block-level 

processing. The main contribution of this work is presenting the use of multi-resolution 

HOG features for language-based classification and retrieval of the document images. 

Since these features are adopted at block level the system is computationally cheap and 

faster. 

6.4 Proposed Language-based Classification System 

Fig. 6.4 shows the proposed language-based classification system for document images 

with training and the testing phase. Preprocessing of the document, feature extraction and 

SVM classifier are the important blocks in the system architecture. These blocks are 

explained in the subsequent sections.  
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Fig. 6.4 Proposed Language-based Document Classification System 

6.4.1 Preprocessing 

The goal of this step is making the document image suitable for feature extraction. 

Initially, the documents are checked whether they are in color or grayscale and converted 

into grayscale if found in color. The equation (6.1) is used for conversion of RGB color 

image into the grayscale format. Let ‘I’ is the converted grayscale image. 

𝐼 = 0.2989 × 𝑅 + 0.5870 × 𝐺 + 0.114 × 𝐵                             (6.1) 

The ‘R’, ‘G’ and ‘B’ in the equation are intensity values of red, green and blue colors of 

pixels. The low contrast images cause poor classification performance due to the loss of 

some important features. Hence in the proposed method, to improve the quality of the 

image, it is passed through a low-pass filter followed by un-sharp masking with the help 

of a 3×3 mask shown in Fig. 6.5.  
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Fig. 6.5 Un-sharp Mask 

The algorithm 6.1 shows all the steps used for preprocessing of the document image in the 

proposed method. 

 

 

 

6.4.2 SWT based Multi-resolution HOG Feature Extraction  

The proposed system employs SWT based multi-resolution HOG features for language-

based classification of documents. These features are obtained by computing HOG of the 

four decomposed coefficient matrices generated by applying SWT. Algorithm 6.2 

provides the steps used for obtaining SWT based multi-resolution HOG features. To 

exploit the translation invariance property of the SWT, the proposed method employs 

SWT based multi-resolution HOG features. Let D(x,y) is a resized version of the 

preprocessed document with a dimension of 256×256 pixels. The application of SWT on 

the image D(x,y) results into four coefficient matrices namely DLL, DLH, DHL and DHH as 

given by equation (6.2). 

𝑆𝑊𝑇{𝐷(𝑥, 𝑦)} = {𝐷𝐿𝐿 , 𝐷𝐿𝐻 , 𝐷𝐻𝐿 , 𝐷𝐻𝐻}                                (6.2) 
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The matrix DLL represents approximation, DLH horizontal, DHL vertical and DHH represent 

diagonal coefficient matrices. These four matrices are used for obtaining HOG features. 

The use of HOG features was first proposed for detecting human faces by Dalal and 

Triggs [38]. The HOG with its various flavors is used in many applications such as hand 

detection, Pedestrian detection, face recognition, etc. In the proposed algorithm, the four 

coefficient matrices obtained using SWT are sub-divided into blocks with 2×2 cells. A 

total of 16 cells are formed out of four coefficient matrices. The dimension of the cells 

influences the performance of HOG features. Therefore the proposed system uses cells 

with a dimension of 128×128 pixels as well as 64×64 pixels for testing. The cells of size 

128×128 yield 144 features whereas 64×64 yields 1296 features. After sub-dividing the 

blocks into cells, their gradient and the orientation are computed. Mathematically, the 

gradient of a 2D function f(x,y) is given by equation (6.3). 

[
∇𝑥
∇𝑦

] =  [

∂f

∂x
∂f

∂y

] =  [
𝐻𝐺(𝑥, 𝑦) 
VG(x, y)

]                                       (6.3)                                 

Where ∇𝑥 is horizontal gradient and ∇𝑦 is vertical gradient values represented as HG(x,y) 

and VG(x,y) respectively. However, the gradient values in the image analysis applications 

are approximated to the difference between two successive pixels. The difference of 
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successive pixel intensities in a row provide horizontal gradient and the difference of 

pixel intensities in a column provide vertical gradient. Equations (6.4) and (6.5) are used 

for computation of horizontal and vertical gradient values in the proposed system.  

𝐻𝐺 (𝑥, 𝑦) = 𝐷𝑖(𝑥 + 1, 𝑦) − 𝐷𝑖(𝑥 − 1, 𝑦)                                   (6.4) 

𝑉𝐺(𝑥, 𝑦) = 𝐷𝑖(𝑥, 𝑦 + 1) − 𝐷𝑖(𝑥, 𝑦 − 1)                                   (6.5) 

Equations (6.6) and (6.7) are used to compute magnitude M(x,y) and the direction of 

gradients Ɵ(x,y).   

𝑀𝑎𝑔(𝑥, 𝑦) =  √𝐻𝐺 (𝑥, 𝑦)2 + 𝑉𝐺(𝑥, 𝑦)2                                    (6.6) 

Ɵ(𝑥, 𝑦) = 𝑡𝑎𝑛−1
𝐺𝐻(𝑥, 𝑦)

𝐺𝑉(𝑥, 𝑦)
                                                 (6.7) 

The orientation of gradient values computed for pixels of all the cells is used to construct 

the histograms. Let the H1, H2, H3 and H4 represent the histogram of oriented gradients of 

the four coefficient matrices DLL, DLH, DHL and DHH respectively. The final feature vector 

is obtained by merging the four histograms H1, H2, H3 and H4 by performing union 

operation as shown in equation (6.8). 

𝐹𝑉 = {𝐻1𝑈 𝐻2 𝑈 𝐻3 𝑈 𝐻4}                                                (6.8) 

Every histogram requires a range of distinct values known as bins. The proposed system 

uses histogram with 9 bins per cell to hold gradients values. As each coefficient matrix is 

sub-divided into four cells, 9×4 = 36 number of features is generated per matrix of 

coefficients. Thus a total of 36×4 = 144 number of features for each image is obtained for 

classification. Fig. 6.6 depicts a plot of SWT based multi-resolution HOG features 

obtained for a sample document image. 

 

 

 

 

 

 

Fig. 6.6 SWT based Multi-resolution HOG Features of a Sample Document Image 
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6.4.3 SVM Classifier 

As SVM provides high accuracy even for small training data set, the proposed system 

employed SVM for classification. It is trained using multi-resolution HOG features of 

30% of the documents and the remaining 70% of the documents are used for testing.   

6.5 Experimental Results of Language-based Classification 

The proposed database used for language-based classification is discussed below and the 

performance of the system is provided in the subsequent section. 

6.5.1 Image Database 

The proposed language-based classification system is tested on a database of 1006 

document images belonging to Kannada, Marathi, Telugu, Hindi and English languages. 

The documents are collected from the textbook, newspapers and the internet. The 

documents in the database comprise of printed text and a variety of graphics with varying 

resolution as well as size. Table 6.1 provides the details of the number of documents used 

from different languages.  

Table 6.1 Details of the Database 

 

6.5.2 Performance of Language-based Classification System  

Language detection rate is used as an assessment parameter for evaluating the 

performance of classification. It is computed as the ratio of a number of documents 

correctly classified to the total number of documents used for evaluation. Equation (6.9) 

is used for computing the language detection rate. 

𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
            (6.9) 
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The average detection rate is also used for comparing the overall performance of the 

methods and is computed using equation (6.10).  

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =
1

𝑁
∑ 𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒              (6.10) 

The ‘N’ in the above equation represents the number of languages considered for 

evaluation of the system. The results obtained using the proposed algorithm is compared 

with feature extraction techniques used in [38], [39] and [40]. Table 6.2 provides the 

details of feature extractions schemes with the length of the feature vector used for 

comparison of the language-based classification system. 

Table 6.2 Details of Feature Extraction Schemes 

 

Table 6.3 and 6.4 provide the results of classification using k-NN and SVM classifier 

respectively. The tabulated results show that the proposed feature extraction method 

provides promising results using both the classifiers. In particular, the proposed algorithm 

using cells with size 128×128 provided better results compared with 64×64 size.  

Table 6.3 Comparison of Results using K-NN Classifier 
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Table 6.4 Comparison of Results using SVM Classifier 

 

Fig. 6.7 depicts a graphical comparison of the results obtained using various feature 

extraction methods with K-NN and SVM classifiers. Graphs are plotted considering 

average detection rate versus feature extraction techniques.  

 

Fig. 6.7 Graphical Comparison of Results 

The comparison of language-based classification results shows that, 

 Proposed feature extraction scheme outperform with existing feature extraction 

schemes.  
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 The multi-resolution HOG features extracted using cells of the size of 128×128 

(144 features) provided higher performance.  

 SVM classifier outperforms in comparison with k-NN classifier irrespective of the 

features used for this particular application. 

6.6  Proposed Language-based Document Image Retrieval System 

The proposed language-based document retrieval employs the global approach for feature 

extraction. The scripts used by different languages are unique in nature and form visually 

distinctive features. The texture features obtained using multi-resolution HOG features are 

proposed for document image matching and retrieval. Fig. 6.8 depicts the building blocks 

such as preprocessing, feature extraction and similarity matching for language-based 

document retrieval system. The preprocessing operations used here are the same as that of 

the proposed language-based classification system explained in section 6.5.1. The 

remaining blocks feature extraction and similarity matching are explained in the following 

sub-sections.  

 

Fig. 6.8 Building Blocks of Proposed Language-based Document Retrieval System 

6.6.1 Feature Extraction 

The DWT based multi-resolution HOG features are used for language-based document 

image retrieval. Fig. 6.9 shows the conceptual view of feature extraction scheme used in 

the proposed method. 
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Fig. 6.9 Proposed DWT based Multi-resolution HOG Feature Extraction 

The general method for obtaining HOG features includes division of the image into cells 

of suitable size, arranging these cells into blocks, computing the histogram of oriented 

gradients of the blocks and merging of the histograms to construct a feature vector. The 

size of the HOG feature vector is given by equation (6.11).  In the equation, ‘BS’ 

represents block size, ‘NBPI’ is a number of overlapping blocks of the image and 

‘NBINS’ represents the number of bins of the histogram.  
 

𝑆𝑖𝑧𝑒 𝑜𝑓 𝐻𝑂𝐺 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑣𝑒𝑐𝑡𝑜𝑟 = 𝐵𝑆 × 𝑁𝐵𝑃𝐼 × 𝑁𝐵𝐼𝑁𝑆                       (6.11) 

Algorithm 6.3 provides the details of the steps used in the proposed feature extraction 

scheme.  
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6.6.2 Similarity Matching 

The Canberra distance is found to provide better matching results when the texture 

features are used [122]. Hence the proposed system employed Canberra distance to 

compute the similarity between query document features ‘FVQ’ and features of 

documents ‘FDB’ that are stored in the database. Equation (6.17) is used for the 

computation of Canberra distance of ‘N’ features. 



  

 

 
91 

𝐶𝑎𝑛𝑏𝑒𝑟𝑟𝑎(𝐹𝑉𝑄, 𝐹𝐷𝐵) =  ∑
|𝐹𝑉𝑄𝑖 −  𝐹𝐷𝐵𝑖|

|𝐹𝑉𝑄𝑖| + |𝐹𝐷𝐵𝑖|

𝑁

𝑖=1

                                            (6.17) 

             

After computing the distance, the database documents are sorted based on the distance 

value such that documents with the lowest distance at the top and vice-versa. Finally, ‘K’ 

number of top matching documents are retrieved and displayed on the user console. 

6.7 Experimental Results of Language-based Document Retrieval 

A Core i3/4GB RAM/windows8 machine with MATLAB is used for the implementation 

of the proposed system. It took 0.5625 seconds of time for retrieving top 50 documents 

when the query is submitted. Every state of India has adopted a trilingual system which 

includes a local/regional language, national language Hindi and a global language 

English. Hence the proposed system is tested for a combination of three trilingual 

datasets. The details of the database are discussed in the following section and the 

performance of the retrieval is discussed in the subsequent section. 

6.7.1 Image Database 

Three datasets having a combination of Kannada-Hindi-English, Marathi-Hindi-English 

and Telugu-Hindi-English documents are used for testing of tri-lingual language-based 

document image retrieval. Table 6.5 provides the details of the test database. 

Table 6.5 Details of 3 Datasets 

 

 

 

 

6.7.2 Performance of Language-based Retrieval System 

The average precision is used for evaluating the performance of the proposed system. 

Average precision is computed for retrieval of top 10, top 20, top 30, top 40 and top 50 

documents from each dataset. 10 queries from each language leading to 30 queries per 

dataset are used for testing. Thus in total 90 queries for three datasets are executed to 
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evaluate the performance. Fig. 6.10 shows sample result of Kannada document image 

retrieval using dataset1. 

 

Fig. 6.10 Sample Result of Kannada Document Retrieval 

Table 6.6 shows the results obtained for dataset1 using Rotation Invariant Local Binary 

Pattern (RILBP), HOG and proposed features. Fig. 6.11 shows the graphical comparison 

of the results.  

Table 6.6 Average Precision for Dataset1 
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Fig. 6.11 Graphical Comparison of Results for Dataset1 

Table 6.7 shows the results obtained for dataset2 and Fig. 6.12 shows the graphical 

comparison of the results.  

Table 6.7 Average Precision for Dataset2 

 

 

 

 

 

Fig. 6.12 Graphical Comparison of Results for Dataset2 

Similarly Table 6.8 shows the results obtained for dataset3 and Fig. 6.13 depicts the 

graphical comparison of the results.  

.Table 6.8 Average Precision for Dataset3 
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Fig. 6.13 Graphical Comparison of Results for Dataset3 

The graphical comparison of results reveals that the proposed multi-resolution HOG 

features outperform compared to existing feature schemes for language-based document 

image retrieval system. 

6.8 Summary and Conclusion 

The language-based classification and retrieval system is an essential application for 

sorting and accessing the documents from a huge database consisting of multi-language 

documents. This chapter proposed the multi-resolution HOG features for classifying and 

retrieving the document images based on the language. The proposed method is tested for 

document images of Kannada, Marathi, Telugu, Hindi and English language. The 

proposed feature extraction scheme provided promising results compared to the existing 

state of art techniques. 
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Chapter 7 

Conclusions and Future Directions 

 

7.1 Conclusions 

Document image analysis and retrieval system is an essential application for the 

implementation of a paperless office. The conclusions drawn out of this research 

work are as follows. 

1. The document image analysis and retrieval is an interesting area of research 

and has many challenges. Chapter 1 provided an overview of the system, a 

detailed literature survey and the major contribution of the proposed research 

work. The survey carried out has been published in [123]. 

2. Logo-based document image retrieval is an essential tool for accessing and 

searching for the documents. Chapter 2 proposed an automatic logo-based 

document image retrieval using SVD based features. Automatic logo detection 

from the document is implemented based on the energy possessed by the 

connected components. The proposed logo detection algorithm provided a 

detection rate of 90.06%. Singular values of an image are found to be good set 

of features for logo-based document image retrieval. An average precision of 

84% is achieved using proposed system. The results obtained with the 

proposed method outperform compared with the DWT based features.  The 

results of this chapter have been published in [124], [125] and [126]. 

3. Logo-based document retrieval has the limitation of accessing documents 

which do contain logos and cannot be used for documents which contain 

signature only. To overcome this a signature-based document retrieval is 

proposed in Chapter 3. As the similarity metrics used for matching and 

retrieval of the signature play a vital role and influence on the performance, an 

experimental comparison of results using different similarity measures is 

presented. The seven distance metrics namely, Euclidean, Canberra, City-

block, Chebychev, Cosine, Hamming and Jaccard are investigated for single 

and multi-level DWT based features. The combination of multi-level DWT
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 based features with city block distance provided better performance. A result 

of this chapter has been published in [127].  

4. The document images such as identity cards, PAN cards, passports, 

certificates are embodied with photos. The logo and signature-based document 

retrieval techniques fail to access such documents. To overcome this Chapter 4 

presents the use of SVD based and GLCM based features for face/photo based 

document image retrieval. The proposed feature extraction schemes provided a 

mean average precision of 82.66% which is very promising compared with 

Haralick features. The results of this chapter have been published in [37] and 

[128].  

5. Recently the important documents in many organizations are embedded with 

fingerprint impression of the person for authentication to provide high 

security. Property registration, letters related to legal issues, bank transaction 

records are some of the examples. To retrieve such documents based on the 

fingerprint impression Chapter 5 proposed DWT/SWT based LBP features for 

fingerprint-detection and fingerprint-based document retrieval. Proposed 

fingerprint detection method has an accuracy of 98.87%. The fingerprint 

document retrieval with proposed features has provided a mean average 

precision of 73.08% for 1200 document images. Proposed feature extraction 

schemes provided promising results compared with existing schemes. Results 

of this chapter have been published in [40] and [129]. 

6. The acceptance for transaction in multiple languages creates a huge database 

of documents in different languages. This motivated us to propose the 

computationally cheap and faster techniques for language-based document 

classification and retrieval techniques using multi-resolution HOG features in 

Chapter 6. The proposed method is tested on document images of Kannada, 

Marathi, Telugu, Hindi and English languages. An average classification rate 

of 87.02% is achieved using the proposed system. The language-based 

retrieval system is tested for combination Kannada-English-Hindi, Marathi-

English-Hindi and Telugu-English-Hindi languages. The proposed system 

provided very promising results compared with existing methods. Results of 

this chapter have been communicated [130-131]. 
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7.2  Future Directions 

Document image analysis and retrieval is an open area for research. The modern 

technology has developed new opportunities for the researchers in this domain. The 

following are the observations and directions for upcoming research in this particular 

domain. 

1. The signature-based document retrieval presented in Chapter 2 employs a 

handwritten signature with printed documents. However, the detection of the 

signature from handwritten documents can be considered in future research. The 

language-based classification and retrieval of document images proposed in 

Chapter 6 can be further extended for handwritten documents. 

2. Since document images captured nowadays are of high resolution, they require 

more processing time. Hence, there is a need for the development of 

computationally cheap and efficient feature extraction schemes to improve the 

speed of document image analysis and retrieval. 

3. The retrieval time for searching the documents must be optimal. As the retrieval 

time is directly proportional to the dimension of the features used, the new and 

efficient feature reduction techniques can be developed. 

4. The computerization of medical diagnosis has lead to a huge number of 

document images. This gives an opportunity for developing a document search 

engine for searching document images based on disease identified, patient 

details, symptoms identified, etc. 

5. Digitization of documents in every field may require proper classification 

techniques for sorting and searching of the document images. The development 

of efficient sorting and searching of the document images that suit for a 

particular application is an open area of research. 

6. The developments in image processing and artificial intelligence have given rise 

to many deep learning and machine learning algorithms. Use of deep learning 

and new machine learning algorithms can be investigated on document image 

analysis and retrieval. 
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