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Abstract

Analyzing the client’s reviews from various online platform helps to improvise the busi-
ness to higher levels. These User’s opinions can be analyzed using Sentiment Analysis.
Sentimental analysis on Indian languages is a tedious work as there is a wide diversity in
different languages of the India. Kannada is one of the prominent languages in India as
43 million of Indian population use Kannada as their native language for communication
and it holds 27" rank among top 30 languages across the world, as there is very less work
carried out on Indian languages, especially in Kannada language, more work is required
to process the Kannada language across different domains. The sentimental analysis on
the Kannada language has the accuracy about 72% from the previous work. So, in this
work, we have made comparative study of various machine learning algorithms for Kan-
nada Twitter sentimental analysis. It is experimented on live Twitter data and found that
Multinomial Naive Bayes Classifier has performed better with accuracy of 75%.
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Multimedia Tools and Applications

1 Introduction

In the last few years, there has been an exponential growth in usage of information tech-
nology. Digital technology has changed the life of human beings by providing faster
way of communication with the help of internet community for instance Twitter, Face-
book, WhatsApp etc. Currently almost there are more than billion active internet users.
As information technology has advanced, all business has moved online such as E-com-
merce, Movie ticket booking and Education. So, it has become crucial thing to analyze
the public’s opinions in the social media to get business to higher levels. These User’s
opinions can be analyzed using Sentiment Analysis.

Natural Language Processing (NLP) [2] involves different steps to break the sentences and
analyze the structure of a language. Sentiment analysis [1] can be achieved by using various
natural language steps like tokenization, stemming, parts of speech tagging and many more.

Sentiment Analysis [1] is a Natural Language Processing [2] technique which is used
to identify and classify the meaning of a writer’s views such as positive or negative
and can be applied on several documents. On an overview sentimental analysis helps to
identify the judgement of a writer/user in terms of negative and positive reviews.

Due to the wide range of dependency on online platforms for every other requirement
of people, the sentimental analysis has become the most prominent application of NLP
through which the public will be able to understand the reviews given by other people.
Most importantly it has become necessary to develop the system for Indian languages
like Kannada. The sentimental analysis can be categorized as document-based analysis
in which the whole document of text is processed and summarized to extract the mean-
ing of document as positive or negative, sentence based in which analysis is made with
every sentence and it can be phrase based in which polarity of words will be considered
and identified as positive or negative. Sentiments are labeled with various human feel-
ings with different emotions such as happiness and satisfaction are considered as posi-
tive, disappointment and feeling of low are considered as negative.

1.1 Related work

In 2021 Mandalam and Sharma [1] proposed a model for sentiment analysis on code
mixed data. This approach is experimented on Tamil and Malayalam code mixed data.
The proposed approach uses three methods namely sub-word level model, a word embed-
ding based model and Machine learning based architecture. Long Short-Term Memory
(LSTM) network is used by both sub-word level model and word embedding based model.
Machine learning model uses term frequency-inverse document frequency (TF-IDF). The
model attained final weighted F1 scores of 0.65 for Tamil and 0.68 for Malayalam.

In 2021 Madan and Ghose [2] proposed a model for sentiment analysis for twitter data
in the Hindi Language. The proposed system uses two approaches of sentiment analy-
sis. At first it uses the Lexicon Based Approach (LBA) which is based on SentiWordNet
for resource. This dictionary consists of positive and negative sentiment scores attached
to it through which polarity is decided for each word and based on this the sentiment is
finalized. The second approach is hybrid approach which is based on both unigram and
Tf-Idf model and then experimented with supervised machine learning algorithm. The
first approach attained accuracy of 60.3%1 for positive text and 62.78% for negative text
whereas second approach attained accuracy of 92.97% with Decision Tree algorithm.
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In 2021 Kakuthota et al. [3] had developed model for sentiment analysis of tweets in
Kannada, Hindi, Tamil, Telugu and Malayalam languages. The proposed system uses Text-
Blob package from python in which the predefined categorized words are stored based on
these words the polarity of input text is calculated and through which the sentiment is clas-
sified. The system had attained accuracy of 98%.

In 2021 Kannadaguli [4] had discussed the sentiment analysis using code diverse Kan-
nada-English dataset. The author had developed text-based Kannada-English code diverse
dataset. The number of words restricted per sentence are 15 due to which the sentence is
counted for first 15 words and rest words are deleted. This datafile is experimented and
analyzed for sentiments with different Machine Learning algorithms methods. The algo-
rithms used are Decision Tree, K-Nearest Neighbors, Logistic Regression, Naive Bayes,
Random Forest and Support Vector Machine. Bi-LSTM depicts better ratings with average
precision of 0.54, average recall of 0.51 and average F1-score of 0.54"

In 2021 Ranjitha and Bhanu [5] proposed a model for Kannada sentiment analysis using
Decision Tree Algorithm. The proposed model uses Kannada word dictionary of 500 positive
and negative words each. The system uses the Decision Tree algorithm to predict the senti-
ment of an input sentence based on the polarity calculation and attained the accuracy of 85%.

In 2017 Hegde and Padma [6] had proposed a system for sentiment analysis of Kannada
mobile product reviews using Random Forest Ensemble algorithm. The proposed approach
uses the data of mobile features with 4 labels such as bad, Okok, good and best for senti-
ment classification and sentiment is classified using Random Forest Ensemble algorithm.
The system attained the accuracy of 72%.

In 2016 Phani et al. [7] discussed the sentiment analysis approach for three Indian lan-
guages namely Hindi, Bengali and Tamil. The proposed approach used the six algorithms
for sentiment analysis namely Multinominal Naive Bayes, Logistic Regression, Decision
Tree, Random Forest, Support Vector Machine (SVC) and Linear SVC. The system had
used 277 positive, 354 negative and 368 neutral training tweets in Bengali language. 168
positive, 559 negative and 495 neutral tweets in Hindi language. 387 positive, 316 negative
and 400 neutral training tweets in Tamil language. The development data used for Ben-
gali language is 53 tweets, Hindi language is 56 and no data is used for Tamil language.
The system attained accuracy of 67% in Bengali language, 81.57% in Hindi language and
62.16% in Tamil language.

In 2016 Rohini et al. [8] proposed a model for sentiment analysis in Kannada lan-
guage using Decision Tree algorithm. The proposed approach is carried out on 100 movie
reviews. The algorithm is implemented on English translated text.

In 2015 Kumar et al. [9] proposed an approach for analysis of user’s sentiments from
Kannada web documents. This model uses Turney’s algorithm for translating Kannada
reviews to English. This datafile is then experimented with sentence level approaches for
analysis. Sentiment is analyzed with different machine learning methods such as J48, Ran-
dom Tree, ADT Tree, Breadth First, Naive Bayes and support Vector Machine. The algo-
rithms are experimented on translated English reviews. The dataset consists of 182 posi-
tive and 105 negative reviews. The model achieved the average precision of 7.22% with
machine learning approach.

In 2015 Hegde and Padma [10] proposed a model for sentiment analysis in Kannada
language using Naive Bayes Algorithm. The research work does not cover any information
regarding size of dataset. The system attained accuracy of 65%.

In 2021 Bera et al. [11] developed a model for tweets sentiment analysis of multilingual
languages. The proposed work is experimented with three algorithms such as simple neural
network, convolutional neural network and long short-term memory neural network. The
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approach is experimented with 4,000 sample of reviews in English, Hindi and Bengali lan-
guages together and attained the accuracy of 84.1% with a model built with both long-short
term neural network and convolutional neural network.

In 2020 Sharma and Ghose [12] proposed a model of twitter data sentiment analysis for
general elections in India. This approach is experimented on English language. The tweeter
data is considered for two candidates from January 2019 to March 2019 which consists
1967 positive words and 783 negative words. The model uses the AYLIEN package for
named entity extraction and R, Rapid-Miner AYLIEN package for sentiment analysis.

In 2017 Impana and Kallimani [13] proposed an approach for sentiment analysis in
Indian regional languages based on cross-Lingual method. The model uses Bilingually
constrained recursive auto encoder (BRAE) for sentiment analysis of two languages. Eng-
lish and Kannada are the two languages considered for this work. English is resource rich
language as compared to Kannada. The model had focused on construction of supervised
classifier for cross lingual languages. The sentiment analysis is dominated by English lan-
guage as it is the rich resource language over the Kannada language.

In 2017 Naidu et al. [14] proposed a sentiment analysis for Telugu language. The proposed
model is experimented in two phases, at first it focuses to classify the sentences as subjective
or objective and later it classifies the subjective sentences as positive or negative. 1400 Telugu
sentences from various news papers are used for dataset. The model achieved 81% accuracy.

The system [1] was developed with an intention to improve the F1-scores as compared to
existing work and it was able to achieve the improvement by a marginal value. The proposed
system [2] had attained the accuracy of 92.97%, it would have been more helpful if the work
mentioned regarding the data set size considered for experimentation and accuracy calcula-
tion. The proposed work [3] has used the Twitter Search API for collecting data, but this API
would produce very limited number of tweets, which means the system is experimented on
a limited data size. The author had mentioned the comparison of various work along with
different classifiers with their respective accuracies, it would be more explanatory if the pro-
posed work discussed regarding the classifier used and proof of accuracy calculation. The
proposed model [4] contains the data set which is a combination of both Kannada and Eng-
lish language due to which it is hard to judge the language used for sentiment analysis, this
approach has the restriction of 15 words per sentence, only first 15 words are considered and
rest are deleted from a sentence which may lead to incorrect sentiment analysis and it would
have been more supportive if work discusses the accuracy of the system. The system ana-
lyzes [5] sentiments of words and the accuracy of system is calculated with 1000 words. The
proposed work [6] achieved the accuracy of 72% with 4 classification words. [7] The accu-
racy calculated includes the tweets with stop words. Most of the stop words does not con-
tribute any meaning to the sentences, since it is always suggested to remove the stop words
[8] before sentiment analysis, this system also includes the character frequency count but it
would have been more convenient if the work discussed regarding the contribution of char-
acter frequency in sentiment analysis. The overall accuracy calculated is on small data set. In
[8] and [9] the algorithms are experimented on translated English reviews with 100 movie
reviews in [8] and the dataset consists of 182 positive and 105 negative reviews in [9]. The
research work [10] would have been more favorable if the dataset size is discussed. [11] The
proposed work consists the dataset of all three languages together and the accuracy calculated
is also considered with all three languages together. [12] The dataset with which the model is
experimented is primary and adequate. As per author the limitation is the length of text. [13]
The sentiment analysis is dominated by English language as it is the rich resource language
over the Kannada language.

Drawbacks of existing works:
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1. The existing systems which had achieved better accuracy are experimented with small
data set.
II.  In most of the work the processing of language is carried on English translated lan-
guage instead of Indian regional language.

III. The sentiment is predicted by considering first 15 words only from each sentence
and deleting the rest of words. This makes sentence to lose the actual meaning and
in turn results in incorrect sentiment analysis.

IV. The system judges the sentiment of a sentence which includes the stop words. The
sentiment of such sentences may be incorrect.

V. The system is developed with 3 to 4 Regional language classification words for senti-
ment analysis.

2 Methodology

Figure 1 shows the procedural steps of Sentiment Analysis of Twitter Feeds in Kannada.
From twitter the reviews will be extracted. After fetching review from twitter, it will be
tokenized i.e., review will be separated in smaller words. Data cleaning is the process of
removing unwanted information from the reviews that doesn’t give any meaning to the
review such as punctuation, comma, etc. Stop words are the words in languages that do not
give any meaning to the sentence such as the, which, and, etc. The process of breaking a
word and extracting the root word is known as stemming. Classification is also called Text
Tagging which is the process of organizing groups of text into its categories. Last step is
calculation, where the polarity of review will be calculated.

2.1 Data collection

An activity of identifying, calculating and collecting the details on targeted data is known
as data collection. It enables to answer useful questions and to calculate approximate out-
comes. Data collection is useful component in many fields such as physical and social
sciences, also in mankind and occupation. In data collection it is important to define and
assemble the data in a proper way to maintain the honesty of investigation.

2.2 Tokenization

Tokenization is an action of dividing a sentence, paragraph or text document into small
parts called tokens. Tokens involves characters, terms, phrases or words. For example, let
us consider an example: "It is a pen". Creating a token by considering the space is the basic
way of tokenization. After undergoing tokenization process the above sentence is reduced

to tokens— "It", "is", "a", “pen”. Here each reduced tokens are words. We can perform
tokenization on documents and sentences.

2.3 Data cleaning

Data cleaning is a salient step in NLP. Without cleaning of data, the dataset is like a collec-
tion of words which will not be understood by the computer. This step involves identifying
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Data collection
from twitter

Tokenization

1

Data
cleaning

—

Removing
stop words

-

Stemming

i

! | !

Logistic Stochastic Support Vector Multinomial
. : i . R
Regression Gradient Classifier K Neighbors Naive Gaussian Fs:fs?m
Classifier Descent Classifier Bayes Naive Bayes Classifier
Classifier Classifier Classifier

Classification Result
and
Accuracy calculation

Fig. 1 Steps involved in Sentiment Analysis of Twitter Feeds in Kannada. Tokenization is the breaking of
sentences to words and stemming is to extract the root word which helps to classify the sentences

duplicate, erroneous, peripheral parts of the data and then modifying, replacing or deleting
the unwanted data. In NLP, data cleaning involves removing various punctuation marks
which include comma *;’, colon ‘:’, exclamation mark ‘!’, hyphen °-’, question mark ‘?’,
apostrophe *’°, dash ‘-’, brackets ‘{}, [], ()’, semicolon ‘;’, quotation marks © “°”’, ellipsis
(***)or (...).

2.4 Removing stop words

The words or terms that do not contribute any sense of weightage to the sentence in any lan-
guage are called stop words. Removing of these stop words will not affect the actual meaning
of sentence. Removing of these stop words will leads to decrease in the data size and time to
train the model, with increase in performance and accuracy. In Natural Language Processing
the NLTK library is one of the python libraries which is the oldest and most commonly used.
NLTK library facilitates wide range of modules to support NLP process, corpus module is one
among them which consists of list of stop words and helps to use these words to be excluded
from input text and it also facilitates to extend this list if required by developer.
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2.5 Stemming

The technology of breaking a locution to extract the base word from it is called stemming.
Consider the example of words “sleeping” and “eating” are reduced to “sleep” and “‘eat” using
stemming algorithm.

2.6 Classification

Classification process involves classifying the things into different groups based on their fea-
tures or characters. Before Classification we use TF-IDF technique for feature extraction.

This work has been experimented with various classification algorithms such as Logistic
Regression which is a supervised method that classifies based on probability of a word to be
predicted, SGD classifier which establish a plain SGD learning routine supporting different loss
function and penalty for classification, K-Neighbors classifier which is also a supervised learning
method that makes the comparison between the new data and the available data and identifies
the resemblance between them, later categorizes the data to the nearest matched class. Multino-
mial Naive Bayes is also tested which works by using selective learning method. Gaussian Naive
Bayes classifier supports continuous data and follow gaussian normal distribution.

2.6.1 TF-IDF

To extract feature, TF-IDF (Term Frequency Inverse Document Frequency) [8] technique has
been applied.
TF-IDF is computed by using two components:

Term Frequency (TF) is computed by calculating number of repetitions of each word with
respect to sum of all of words from a document.

Inverse Document Frequency (IDF), computed by considering the sum of all documents in
a database with respect to count of documents consisting of specific word.

After TF-IDF feature extraction, a sparse matrix is formed. This matrix is used for clas-
sification. We have used In-language classification to train the machine. The method is based
on training the classifiers on the language for which analysis has to be done, and for this it is
required to have an enough resource of the language. Thus, all training data and testing data
are in the form of text in Kannada language. We used a variety of classifiers to train and test
the data i.e., Linear SVC [1], Logistic Regression [7], SGD Classifier, SVC [7], K Neighbors
Classifier, Multinomial NB [7], Gaussian NB and Random Forest Classifier [15].

3 Results and discussions

Figure 2 shows the data that has been collected from twitter feeds for sentiment analy-
sis. Data set is prepared by collecting 1000 tweets. Tweets were divided into two classes
namely positive and negative labelled respectively. These are stored as data in Comma-
separated values (CSV) format.

The following figures illustrates the outcome of each intermediate steps of
classification.
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Figure 3 shows an example of tweets before applying tokenization. Figure 4 shows tweets
after application of tokenization process. In tokenization the sentences are broken into cer-
tain tokens or words. These tokens are taken as input for data cleaning process. For example,
the sentence “zHQez° 2, Wm0, BTN AW, 3.7 This sentence is broken
down into tokens like “z2e55”, “Fw.”, “TOZHR,”, “Wmo N7, “AWFLATLT, “

Figure 5 shows an example of tweet before applying cleaning process. Figure 6 shows
an example after applying data cleaning process. Data cleaning process involves removing
of unwanted data such as punctuation marks which do not help for sentiment analysis. In
the above example punctuation marks like comma, full stop and dollar are removed.

Figure 7 shows examples of tweets before removing stop words and Fig. 8 shows exam-
ples of Kannada tweets after eliminating stop words. The words that do not contribute any
meaning to the sentence are categorized as stop words. Due to the removal of stop words,

1 |Reviews Sentiment
2 Stz 3ah, TIFW, BN JaFAmS. pos
3 smir w0 RRBATIO0, 3D ™), BorS 3AB RAT TINYE), FEIAWD. pos
4 (52330 Hdgom Faw SeohFons S0 ;709 003TTN stmScS pos
5 Szoew B,00¢ 550 30,3 RBA0D. pos
6 152330 RONe3 Do ah3d), DI A, Lo0iRN. pos
7 1565530 ROOIRT AHod sH3Y, m~,ax>(m AP BOVBIT, 3,0, SRLPODTTNDIT. pos
8 [SEoR3 3 KOVRNGY, TRBC AEtR; SYEFON SO Roseraih, 30K, pos
9 37,0 3300NT DEFE OEERChAT 90,3 33 pos
10 SB0ea SRFT ALPIOD. pos
11 [SROc30me), amh 93,3 5h S&TRNG pos
12 $37,3 "ASQRTI0) 340 37,8 B3NN, Yoy RONTRE 83 . pos

13 |SA%FT ermnenton o3, 300R) ¢4, 3 TAN AQE, SaETT A6E, B33, 200 AR TIT 230 OFsS Jey¥s pos
14 158 200N, 21 % FIARIR BOA "I O JGFORSRNE THA), BT YRS R AFINTF, BIRF-TIF 09,7 pos
15 /5239030 5392 FOrE) Tore FUFETH 928 SN;H0SvRE Bk, B.etooéimd hed, Tahnt ckarPrEdN 27,05 pos
16 Sriarier F03% F0BI%h 2T 20T a8 & ROmEBrER, 37, aaé mmsmcb B33, 10N 3TN pos
1752000 Co2s503, ITRRRLION Tl A $30¢ 3 6507 33 3, O maaoam 0, $0T 8653 BTWNG. Toty; Tt pos
18 /Sz30need 2.8 07 Shozer wek "e) SRJIT APOY; BRODTE .43, 383 A ﬁrw BRALITF FEO* AOEIT* &5, €5 pos
19 |STROT ATHE, 23N BFoD J $0b0 FTFROT TRFT DRIV, ©93;03 NONYITTE & HITOW AeHA, 3 pos

20 ST & BOTRITN, B, WEILER pos
21 _Sé £, OXFIFOOR I 83 pos
22 |$05530) 30wR TWIT ;3. pos
23| [Sea¢) ARIF DILLRTRN, BYIRAZRY RN, pos
24595, RITIIR 60, Ty SRR, pos
2557 2330 Rodata 3, X0AEAOT RS, pos
2 ST IR ToRTR, T STODDATSS. pos
27 |$2:730) I, IR FRT HI), POIRT]Y ahA), I, FOTIODI), BIODRITRTY. pos
28 Sc'\Ec'\b olraRrios A03LtE ), 8RTDONTL LRI, ﬁoaawa%,é‘d pos
29| 1SV, B0V, AL03I0) THJ) ~a&;a'd,e,:rn%obﬁ IR eI H aouoaod pos
30 53, UTRE0CN0R S5 20 K03 ST pos
31 sdeam 2.oNGR, wnad. pos
32 |SGIN; RGN ROY. A, 2RJF BFF0 H3), TR DETON 0w EVTONT FPRS L.ENRIT NN pos
33 |S02R VBONTTT BT §01P0~d&$0ﬁ [ Elal AN pos
3% 53, & 59,3 e BYasii 5,00A% ot €2R00IRNGSN Fu;mREnw pos
35 |SROTVRL A0 513, ITNG . pos
36 |$31,3 D2Ione), 10300 IoNS e, Rener & SFz0ondn ORayY, TONFFINeh ST, IToN HARWDNES. pos

375363, 0907 o 660 AVH,W,0 303,0 10K Bel, HIAK 6 o3 A 3WA, 23, AT0H SR 3 3£p0s
38|S2RI5R0R Md,T S 30N &7, KT, b, FNT, 37, TTT WP FOTAAN;L) BA FRAT evERah 3ANCpos
39 saeedolet acndad 2o3 ATED O B0 wRVE), BYH NORAT RODE.| FIEARN TR TN BORIpos

40 |$30023 TGN A0¢ 80 & FORE, O AORET. pos
41530 ande JR00 SRS, amm 83 OB §,3; 303R, TS, ek wowenl. pos
42|50t 3R,3. wRaon. dne 'aé.! 05 )ERTE TF,3000 BYTONTARFT VAT SHONT. 37,88 RaoRipos
43 |$0903% A)000 OF. pos
4] |SROTOTRT A Y. pos
45 SHRF 2OTTE F3ENP0R 2023y, pos
AL C==in vl ATt =] oy e _H‘,I-V‘A—. -

Fig.2 Sample data from twitter. Few Kannada tweets from data collected from twitter
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Before Tokenization

[ ] df['Reviews'].head()

$ai><®€3“ 3, DIun), By VesroADRT.
$T00T° 5830 Nmmddo FOD 3 BOBS TR A3 ..
$2333 eH3R0W) eI SROWHORT 50 F05e00. . v
$00F T,B0° 930 FOR TR,
$333 AONCS BOR NB), BXTT ALOING.

Fig.3 Screenshot of Kannada tweets before processing tokenization

E- VSN S

After Tokenization

[ ] df'Reviens'].apply(lanbda x: tokenization(x))
df head()

[y, ‘D, ‘G, ‘DY, dR), SEAmY, ]

[ me, ‘e, RReTO, ', aay, ‘Ba), 'RonY, 'ted, Ret', ‘med), 'Whmg, ]
' a3, daory, ‘gibe, RoEond, ", mae', Soskm, ‘R, ]

'y, ‘Bwer, ‘BE¥, ‘w0, 07, mPIA, ]

[, ‘B3, AohE, BeR, B, B, Ao, ]

Fig.4 Screenshot of Kannada tweets after processing tokenization

the dataset size is reduced in turn which decreases the training period without affecting the
accuracy of a system.

Figure 9 shows the sentences before stemming and Fig. 10 shows an example after
application of stemming process. The technique of minimizing a word to its base word by
excluding the suffix of a word is called stemming. In this above example in first sentence
the word “z23,=535,” is reduced to “z3g,”.

Figure 11 shows an example of Custom Input where users can give sentences manu-
ally in order to classify it as positive or negative. Figure 12 shows an example of tweet
after application of cleaning and stemming process. Figure 13 shows an example after
applying classification method. This classification method will classify a tweet as posi-
tive or negative tweet. If it is a positive sentence it will print “It is a positive sentence”
else it will print “It is a negative sentence”.

3.1 Comparitive analysis of algorithms

As discussed in earlier sections, the tweet will be preprocessed before classification.
Classification is the very important step in Sentiment Analysis in which tweets are clas-
sified into either of two classes i.e., positive or negative. In order to classify tweets, we
use classification algorithms. In our model, we have used Logistic Regression, SGD
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Before cleaning

[ ] df[ Reviens'].head()

$EDT 3a), 0IER, BN e oAMRD.
$TR00 a0 ABLTID), FA) I, BOBS KA AT ..
$2390 eN3RAOM DIV RONROTT HTT TseT. ..
$00% 3,530° 9230 FO Fgom.
$23373 AONS Mo ah3), BXED ALcooiionss.

Fig.5 Screenshot of Kannada tweets before processing cleaning step

N UE I S I S o )

After Cleaning

[ ] df['Reviews'].apply(lambda x: dataClean(x))

DT I, TOIW, BN VeFLADT

PO G0 ABAKREOD FA) T3), VORI FAR 76T 2N, IEBAMT
B3R RD3R0D) BTENY DRODEORT STT Foszn00 T03Tevon BORITI
00t BRO® 09530 FOFT Tgeod

B3R AONCS BeA a3, BR® A.£co03 NG

Fig.6 Screenshot of Kannada tweets after processing cleaning step. Cleaning process involves removal of
punctuation marks

Before Removing Stopwords

[ ] df['Reviews'].apply(lambda x: dataClean(x))

AT 3, IR, BN JaroAne]

T 9230 ARLEOT) F00D R3), BORS FAR ART @INYE), FEAMT
33T D3RR TENY IRONFORT STO TedTe JT03Taen FORIT
HONF TR0 0930 TOT TN

B33 AONS Bom D), BERT A0

9530 AOORE AROD ), TRFOD IR BOTBITR, A, SRHEHONTHNNIT
BORNBINY) A0YaRND), BIT Wa; FION S0 AoTFER, 3O,
IR BI0ONT DBRE WBRONAE B3 33

BoR SR IO

ROBODE), YT 930,35 38N

3,0 MASQRH0) Z0B TR BINCINYR, T F0eINT 33,

Fig.7 Screenshot of Kannada tweets before removing stop words
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After Removing Stopwords

[ 1 df['Reviews'] = df['Reviews'].apply(lambda x: removeStopWord(x))
df .head()

RDNT® TOF), oD OIS

TOHT® ABAEOT) FoC) TOBRE ReT HINYE), JE3RTT
DIROT FENY RONFOTT 9T Tz T03TeoN BFORIT
POV BEO® TORN TRFIILOD

AONES BERT X,£3035NTS

ADOIRE RFeNOD TN POy BOVBIEN, &0, BRID0NTERNAIT

BOTBINY) ACTDOND), B AR BLFION S0 ROBIER, 76,733
BIVONT TR WBSIONAT 93,3
DVRET AIeTOD

ROB0DE), 9335 3TN

RRIOTID BINCINTR, TP TR

Fig.8 Screenshot of Kannada tweets after removing stop words. Stop words are the conjunctions in any

language

Before Stemming
[ 1 df['Reviews’].head()

AT BIedn), FooN a3 oAT00
T ABATTT) I BOBS AT, @INYE). ...
3RO TN dRONBOWT IWT FosenTo DTOIT. . .
FOVF TB;BT® TR TQFFILOD
RONC3 BEEY® A,¢30INTS

hPwWNEO

Fig.9 Screenshot of Kannada tweets before applying stemming procedure

After Stemming

[ ] df['Reviews'] = df['Reviews’].apply(lambda x: stemming(x))

df.head()
Reviews Sentiment
0 AT TF) eI, N DeIE R pos
1 T ABRCTBTTY Io)) BORS AT, ToF) B3R pos
2 DIROT WY ITWODNTIOTT 9T TO5eTO DTOIT... pos
3 FTOLF TTI0° TOR T30 pos
4 FONECS B A3 pos

Fig. 10 Screenshot of Kannada tweets after applying stemming procedure. Stemming is the procedure of

deriving the root words
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i 0= el et i u,\oq -A. Jond
A 40 8 '}ﬂ?.)\. Ty #No QAW 708) &

i martd oy et el g !
R DRHODEY Y

[231] Yz ‘@5 e i iR R ¢ Je 900 O, A Y8 98

) Y

A

Fig. 11 Screenshot of one sample Kannada tweet considered for demonstration

After (leaning
o) uAnY 38, REsF HIC st DR, B 430 HET Jdie 78, it SetR Fod T W0 Jan wvd

¢4

After Stemning
o) &3 98, Rar mRe* v RN, u% 4I0 Mk Jd% 98, 8N detv F0d) stlE 9n0 Jar wvd

Fig. 12 Screenshot of result of cleaning and stemming procedures for sample tweet

~ Result

~ [255] if(result8=="pos’):
print(T"It is a Positive Sentence™)
else:

print(T"It is a negative Sentence™)

It is a negative Sentence

Fig. 13 Screen shot of result of classification for sample tweet which categorizes it as negative

Classifier, SVC, K-Neighbors Classifier, Multinomial NB, Gaussian NB and Random
Forest Classifier. The goal is to classify tweets using these algorithms and measure
efficiency.

3.1.1 Performance measures

We have used the following performance measures to measure the efficiency of the various
machine learning algorithms and found that proposed Multinominal Naive Bayes algorithm
has performed better as compared to other machine learning algorithms with the accuracy
of 75%.

Precision Percentage of correct predictions. This parameter of algorithm depicts the num-
ber true predictions for true data. It is expressed with the proportion of true positive (TP)
values and the addition of true and false positive (FP) values.

Precision = TP/(TP + FP)

Recall Percentage of positive cases. This parameter of algorithm Recall depicts the posi-
tive instances. It is expressed with the proportion of true positive values and the addition of
true and false negative (FN) values.

Recall = TP/(TP + FN)
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Table 1 Accuracy of classifiers SL.NO

Classifier Accuracy

1 Logistic Regression 69.44%
2 SGD Classifier 68.06%
3 SvC 72.22%
4 K Neighbors Classifiers 48.61%
5 Multinominal NB 75.0%

6 Gaussian NB 62.5%

7 Random Forest Classifier 65.28%

F1 score It represents correct positive prediction percentage. Mathematically F1 score is a
valued harmonic mean in which predictions average ratio is calculated and best score 1.0
will be given to high data as compared to low data. Generally, F1 score is used to differen-
tiate among classifier models and cannot be used for accuracy measurement.

Support The parameter which decides the count of each class within the dataset is called
as support. If the training data has imbalance support, then it depicts the resulted scores of
classifiers has the structural weakness and may require stratified sampling or rebalancing.
There is no change in support among the different models, instead it does the interpretation
on the evaluation process.

Accuracy True positive values are added to true negative values and result is divided by
sample count from a document which leads to the accuracy. This calculation is justifiable if
the model is balanced and not appropriate if there is a class imbalance.

Macro average Macro Average is the average of precisions of classes without considering
the proportion.

precision_positive = X
precision_negative = Y
Macro Average Precision = (X + Y)/2

Weighted average Weighted Average is the average considering the proportion.
precision_positive=0.35

precision_negative = 0.24

samples_positive = 39

samples_negative = 27

total_samples = 100 proportion_class_0 = 39/100 = 0.39 proportion_class_1 =27/100 = 0.27

Weighted Average Precision = ((0.35 * 0.39) + (0.24 * 0.27)

3.1.2 Performance analysis of algorithms

Table 1 depicts the calculated accuracy of different algorithms over the dataset and the
Fig. 14 shows the accuracy comparison of all the algorithms used in our model. Our model
was trained with 1000 Kannada Sentences. Training and testing are two categories of data-
sets considered. Testing data was 0.2 of all data set.

From the comparison, we found that Multinomial NB performed better among all the
classifiers. It had an accuracy score of 75.0%. SVC showed accuracy of 72.22% whereas
Linear SVC showed 70.83% accuracy. Logistic Regression had an accuracy of 69.44%.
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SGD Classifier showed accuracy of 68.06%. Random Forest Classifier showed 65.28%
accuracy. Gaussian NB had 62.5% accuracy. K Neighbors Classifier had least accuracy of
48.61% and it did not perform well.

Table 2 depicts the comparison of various algorithms defined by various parameters
namely precision, recall and f1-score. The parameters are computed based on true and false
positives, true and false negatives. Following are the cases to predict the result:

If the sample input data is negative then it is considered as True Negative (TN) provided
if expected result is also negative.

If the sample input data is positive then it is considered as True Positive (TP) provided
if expected result is also positive.

If the sample input data is positive then it is considered as False Negative (FN) provided
if expected result is negative.

If the sample input data is negative then it is considered as False Positive (FP) provided
if expected result is positive.

Multinomial Naive Bayes The one of the algorithms from NLP which is based on prob-
abilistic learning method is Multinomial Naive Bayes algorithm. The algorithm is influ-
enced by the Bayes theorem and predicts the label of considered textual data. The probabil-
ity of each label is calculated and the one which has the highest value is given as a result.
This algorithm is a cluster of many algorithms in which all algorithms follow one standard
rule that feature being classified is independent of other features because of which the pres-
ence/absence does not make any difference with presence/absence of other features.

The Table 3 shows the confusion matrix of Multinomial NB classifier. It showed True
Positive as 15, True Negative as 39, False Positive as 13 and False Negative as 5. Hence
Multinomial Naive Bayes algorithm outperforms all other algorithms.

Accuracy
9 75.00%
80.00% 69.44% 68.06% 72.22% .
70.00% 62.50% 65.28%
60.00%
48.61%
50.00%
40.00%
30.00%
20.00%
10.00%
0.00%
Logistic SGD Classifier NYe K Neighbors Multinominal Gaussian NB Random
Regression Classifier NB Forest

Classifier

Fig. 14 Performance analysis of Machine Learning Algorithms on the collection of Kannada tweets. The
algorithms that are considered here are Logistic Regression, SGD Classifier, SVC, K Neighbors Classifier,
Multinominal NB, Gaussian NB, Random Forest Classifier
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Table 2 Classification report of classifiers

SL.NO Classifiers

Classification report

1

Logistic Regression Classifier

Stochastic Gradient Descent Classifier

Support Vector Classifier

K Neighbors Classifier

Multinomial Naive Bayes Classifier

Gaussian Naive Bayes Classifier

Logistic Regression
Precision Recall Fl-score

Neg 0.62 0.54  0.58
Pos 0.73 0.80 0.76
Accuracy - - 0.69
Macro avg 0.68 0.67  0.67
Weighted avg  0.69 0.69  0.69

Stochastic Gradient Descent Classifier
Precision Recall Fl-score

Neg 0.61 0.71 0.66
Pos 0.79 0.70  0.75
Accuracy - - 0.71
Macro avg 0.70 0.71 0.70
Weighted avg  0.72 0.71 0.71

Support Vector Classifier
Precision Recall Fl-score

Neg 0.65 0.61 0.63
Pos 0.76 0.80 0.78
Accuracy - - 0.72
Macro avg 0.71 0.72  0.70
Weighted avg  0.72 0.72  0.72
K Neighbors Classifier
Precision Recall Fl-score

Neg 0.42 0.79  0.54
Pos 0.68 030 041
Accuracy - - 0.49
Macro avg 0.55 0.54 048
Weighted avg 0.58 049 046

Multinomial Naive Bayes Classifier
Precision Recall Fl-score

Neg 0.75 054  0.63
Pos 0.75 089  0.81
Accuracy - - 0.75
Macro avg 0.75 0.71 0.72
Weighted avg  0.75 0.75  0.74

Gaussian Naive Bayes Classifier
Precision Recall Fl-score

Neg 0.52 043 047
Pos 0.67 0.75  0.71
Accuracy - - 0.62
Macro avg 0.60 0.59  0.59
Weighted avg 0.61 0.62  0.62

Support
28
44
72
72
72

Support
28
44
72
72
72

Support
28
44
72
72
72

Support
28
44
72
72
72

Support
28
44
72
72
72

Support
28
44
72
72
72
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Table 2 (continued)

SL.NO Classifiers Classification report

7 Random Forest Classifier Random Forest Classifier

Precision Recall Fl-score Support

Neg 0.59 0.68  0.63 28
Pos 0.78 070  0.74 44
Accuracy - - 0.69 72
Macro avg 0.68 0.69  0.69 72
Weighted avg  0.70 0.69  0.70 72

3.2 Comparison with existing work

Table 4 shows the comparison of proposed model with existing models. From 14 exist-
ing models 6 models are purely processed in Kannada language only. One model in
Tamil and Malayalam [1], another one in Hindi [2, 7] in Bengali, Hindi and Tamil, and
in [10] Kannada is translated to English and then analysis is done. [4] consists the data
in combination of both Kannada and English and sentiment analysis is done on both.
[11] in English, Hindi and Bengali languages. [13] in English and Kannada cross lan-
guages and [12] in only English. [14] in only Telugu.

As compared to above models with only Kannada language, though [3] and [5]
attained better accuracy, the data set with which they are experimented is very less. Our
proposed model is experimented with 1000 Kannada tweets with 7 different algorithms
such as Logistic Regression, Stochastic Gradient Descent Classifier, Support Vector
Classifier, K Neighbors Classifiers, Multinominal Naive Bayes, Gaussian Naive Bayes
and Random Forest Classifier and attained the accuracy of 75% with Multinomial Naive
Bayes Classifier.

4 Conclusions

In this work, a classification using Machine learning is proposed to Sentiment Analysis
of Twitter Feeds using Natural Language Processing in Kannada. In the modern days
use of internet has been grown tremendously. Everything has moved online from shop-
ping to education. Everyone is using social media for communication purpose. So, the
data that is generated from social media every day is huge. Hence Sentiment Analysis
plays an important role in determining the business insights and getting high finance
payoff.

Table 3 Confusion matrix

Positi Negati
of multinominal naive bayes i i
algorithm Positive 15 13
Negative 5 39
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There are very large sentimental analysis models for English Language. But Sentiment
Analysis in Kannada Language is very limited. Because of this we tried to give an efficient
model for classifying twitter feeds using various classification techniques.

In our work, we have collected 1000 Kannada tweets and manually tagged them as Posi-
tive or Negative Sentence and used these for training our model. Before Classification, the
preprocessing of data is very important. It reduces the dataset to greater level and increases
model efficiency. Preprocessing include Tokenization, Data Cleaning, Removing Stop
Words, Stemming. Once data is preprocessed the next step is feature extraction. We have
used TF-IDF technique for feature extraction. In classification, we have used many clas-
sification algorithms such as Linear SVC, Logistic Regression, SGD, SVC, K-Neighbors,
Multinomial NB, Gaussian Naive Bayes and Random Forest Classifier.

Among all algorithms, Multinomial NB performed well and attained an accuracy of 75%.
Gathering more data is still necessary because of model efficiency depends upon the data.
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