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ABSTRACT 

 
Diabetic Retinopathy (DR) is one of the most occurred diabetic eye diseases that cause 

serious complication to the eye even to vision loss. The risk of this problem can be 

completely prevented by means of two fundamental public health interventions such as early 

diagnosis and treatment. However, the effective screening and diagnosing the DR from the 

retinal fundus images is a major challenge. In this scenario, the experts and other professional 

diagnosis teams depend on analyzing the retinal fundus images using the Computer-Aided 

Diagnosis (CAD) system. The general processing stages of CAD system involves pre-

processing, segmentation and classification pertaining to retinal blood vessels or other 

abnormalities. Various machine learning methods have been developed. Further the recent 

contribution of deep learning models and its successful performance over the conventional 

techniques under medical applications have been motivated the researchers for adopting the 

deep learning models to diagnose the DR. This research work focuses to analyze the retinal 

fundus images for the effective diagnosis of DR using intelligent techniques.  It performs the 

DR detection in different phases. In the first phase the blood vessel analysis is performed by, 

image enhancement, filtering and morphological operation. In the filtering, Peak Signal-to-

Noise Ratio (PSNR) and Mean Squared Error (MSE) computation is performed on for 

DRIVE database. Blood vessels are segmented using morphology operation. Feature 

extraction by DWT and Gray-Level Co-Occurrence Matrix (GLCM) is done and 

classification by Support Vector Machine (SVM) and distance measures like city block, 

Spearman, and Minkowski are employed for CHASE_DBI and DRIVE databases. In the 

second phase, the examination of optic disc, exudates and blood vessels is done. Here, 

wavelet transform is used for detecting the optic disc using DIARETDB1 dataset, whereas 

morphological operation, grey level thresholding and Discrete Wavelet Transform (DWT) is 

used for detecting the exudates and classify the image into normal and abnormal. The third 

phase of the research work segments and analyses the blood vessels for detecting DR. 

Initially, the combination of Contrast Limited Adaptive Histogram Equalization (CLAHE) 

and average filter performs the pre-processing. Further, the optimized Gray level 

thresholding is used for the blood vessel segmentation and feature extraction techniques like 

Texture energy Measurement (TEM), Local Binary Pattern (LBP), Shanon’s entropy and 

Kapur’s entropy are utilized. The classification of the image is performed by the optimal 
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trained Neural Network (NN). The developmed new algorithm termed as Modified Levy 

Updated-Dragonfly Algorithm (MLU-DA) enhances the performance of both segmentation 

and classification to classify the image as normal and abnormal using the High Resolution 

Fundus (HRF) images. The fourth phase of this research work diagnoses the DR from the 

retinal fundus images by segmenting and analyzing the retinal abnormalities like 

haemorrhages, Microaneurysm, soft exudates and hard exudates. After enhancing the 

contrast of the image by CLAHE, open-close watershed transformation helps to remove the 

optic disc and Grey Level thresholding helps to remove the blood vessels. Further, the 

utilization of Top hat transformation followed by Gabor filtering segments the retinal 

abnormalities. From the segmented abnormalities, LBP, TEM, Shanon’s, and Kapur’s 

entropy are extracted as features and carried out the optimal feature selection by proposed 

Modified Gear and Steering-based Rider Optimization Algorithm (MGS-ROA). Further, the 

optimized Deep Belief Network (DBN) classifies the image into normal, severe, moderate, 

and earlier stages of DR, in which MGS-ROA updates the DBN weight. The experiment is 

carried out for DIARETDB1image datasets. The final contribution of this research work 

focuses on analyzing the optic disc, blood vessels and retinal abnormalities for diagnosing 

DR using DIARETDB1 image datasets The open-close watershed transform segments the 

optic disc, Grey level thresholding segments the blood vessels and top hat transform followed 

by Gabor filtering segments the abnormalities like haemorrhages, Microaneurysm, soft 

exudates and hard exudates. Here also, features like LBP, TEM, Shanon’s, and Kapur’s 

entropy are extracted from the segmented optic disc, blood vessels, and abnormalities and the 

proposed Trial-based Bypass Improved Dragonfly Algorithm (TB-DA) is used to carry out 

the optimal feature selection process The classification of images is done by the 

hybridization of DBN and NN, in which the TB-DA optimizes weight function of both 

classifies. 
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𝜂 𝑎𝑛𝑑 𝜉   Random values for rider that lies between 0 and rn 

 𝛿𝑟 𝑎𝑛𝑑𝛽𝑟   Random values associated with riders 

𝑝 , 𝑞   Two different riders 

𝑐𝑛   Count of coordinates of riders 

𝑐𝑠𝑙   Coordinate selector 

𝑆𝑇𝑅𝑝,𝑐𝑠
𝑡𝑠    Pth rider’s steering angle in Csth coordinator 

𝑑𝑠𝑡𝑟𝑃
𝑡𝑠   Distance traveled by Pth rider 

𝑜𝑓𝑓𝑡𝑠   Off time 

𝑣𝑙𝑟𝑃
𝑡𝑠   Velocity of rider 

𝑔𝑟𝑃
𝑡𝑠   Gear of the Pth rider at time step ts 

𝑆𝑝𝑑𝑃
𝑔𝑟

   Gear’s speed limit of Pth rider 

𝑠𝑝𝑑𝑚𝑎𝑥
𝑃    Maximum speed of Pth  rider 

𝑎𝑐𝑐𝑃
𝑡𝑠   Accelerator of Pth rider at ts time step 

𝑏𝑟𝑘𝑃
𝑡𝑠   Brake of Pth rider at ts time step 

𝐿𝑅𝑡𝑠+1
𝑜𝑣𝑡 (𝑃, 𝑐𝑠𝑙)   Location of Pth rider in csl coordinate selector 

𝑑𝑟𝑖𝑡𝑠(𝑃)   Direction indicator of Pth rider at time step ts 

𝐿𝑅𝑡𝑠
𝑟𝑠    Relative success rate of Pth rider at time step ts 

𝐿𝑅𝑙𝑒𝑟    Location of leading rider 

𝑠𝑟𝑡𝑡𝑠(𝑃)   Success rate of Pth rider at time step ts 

𝐿𝑅𝑙𝑒𝑟(𝑙𝑒𝑟, 𝑞)   Location of leading rider 

𝑆𝑇𝑐,𝑑
𝑡𝑠    Steering angle of Pth rider in qth coordinate 

𝐿𝑅𝑡𝑠+1
𝐴𝑡𝑘 (𝑝, 𝑞)   Best position of attacker 

𝐹𝑡𝑃    Fitness function of the present solution   

𝐹𝑡𝑚𝑎𝑥    Maximum fitness value 

𝐷𝑠𝑡𝑛𝑐   Distance function 

𝑆𝑇𝑅𝑡𝑠+1   Updated steering angle 

𝑆𝑇𝑅𝑡𝑠   Present steering angle 

𝐿𝑅𝑡𝑠   Present location of leader 



xxi  

𝐿𝑅𝑡𝑠+1
∗    Best position of leader 

𝜆   Noise level 

𝑃𝑏𝑡(𝜆)   Probability function of noise 

𝑝𝑠𝑡𝑚𝑝   Pseudo temperature 

𝑛𝑒𝑠𝑡𝑒    Impact of single unit state on global energy 

𝑀𝑒,𝑓   Weight among the neurons 

𝜃𝑒   Bias of neurons 

𝐸𝑛𝑔(𝑛𝑒𝑠𝑡)   Energy of Boltzman machine 

𝑅𝑃(𝑧𝑣𝑠 , 𝑧ℎ𝑠)  Probability using function 

𝑃𝑡  Partition function 

𝑊𝑚  Weight matrix 

∆𝑊𝑚  Update of weight matrix 

𝑅𝑃𝑧ℎ𝑠
  Probability for function for hidden layer neuron 

𝑁𝑓𝑝  Count of features 

𝑐 , 𝑑  Two different features 

𝑜𝑏𝑓1  Objective function 1 

𝐶𝑎  Actual result 

𝐷𝑎  Predicted result 

𝑀𝑅  Error function   

𝑛𝑓∗  Number of optimal features 

𝐷𝑑  The actual output vector of DBN and NN 

𝐸𝑑  Forecasted output vector of DBN and NN 

𝑀𝑛𝑒
𝑛𝑛   Weight function of NN 

𝑀𝑛𝑒
𝑑𝑏𝑛   Weight function of DBN 
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Chapter 1 

Introduction  

Recently all over the world diabetes has already affected many people's health. The impact of 

the rapid growth of diabetes leads to many complications. One of the major complications 

introduced by diabetes is Diabetic Retinopathy (DR). Diabetic Retinopathy is an eye disease 

that occurs due to the blood vessels associated with the retina are damaged and which results 

in vision loss [1]. Diabetic Retinopathy creates blindness and sight loss for the age group of 

18-65 years. 

The DR is categorized into three forms like Background DR (BDR), Profelerative DR (PDR) 

and Severe DR (SDR). In the BDR stage, the retina arteries may leak and get weakened that 

forms hemorrhages. The leakage in the normal vessels generally causes edema or swelling, 

which leads to reduced vision [2]. In the PDR phase, blood circulation difficulties in the 

retinal regions can cause ischemic or oxygen-deprived. New fragile vessels tend to form in 

the circulatory system that provides the required oxygen content to the retina and this is 

called neovascularization. Leakage of blood into the retina and vitreous may cause floaters or 

spots, besides reducing vision. In the case of the SDR disease phase, the scar tissue and the 

abnormal vessel growth are continued which leads to cause severe issues like glaucoma, 

retinal detachment and slowly causes vision loss. In the diabetic population, the screening 

program has estimated that the results of the population around 1 - 6% ranges have been 

shown as severe cases [3], though there are fewer available screening resources [4]. The 

number of cases may increase if screening resources are enhanced.  Therefore, an automatic 

screening scheme helps to solve this resource deficit. The blood vessels in the retina are 

vulnerable to abnormal glucose metabolism [5]. Recently this metabolic malfunction known 

as diabetes modifies the retinal vessel structure and functions. Due to these changes in the 

blood vessels, numerous lesions or injuries are triggered to the retina itself, which are 

together recognized as DR [6]. The diabetic injuries in the retina have undergone various 

processes like diagnosis [7], screening and monitoring that overcomes the recent optical 

health concern, sight loss and blindness. Generally, DR condition begins from diabetes that 

weakens the retinal blood vessels. These are vulnerable and predominantly considered when 

the blood vessels are small and delicate [8]. The structural changes in the retina and 

weakening of retinal blood vessels are also phrased as DR.  
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1.1 Motivation 

The screening of DR is a major problem in the ophthalmology field, for solving this issue the 

portable fundus cameras are combined with the telemedicine field that gives a bright 

perspective. Telemedicine is an emerging field for ophthalmologists for performing triage 

and creating accurate diagnoses in distantly situated patients. Nowadays, artificial 

intelligence is being used in the medical field for diagnosing many health issues by 

processing corresponding images. The major advantage obtained by these computer-aided 

diagnoses (CAD) methods is a decrease in the load of medical experts. For early DR 

diagnosis and to support specialists, an effective and efficient method is needed for the retinal 

fundus analysis that uses the computer-aided diagnosis method. However, to attain rapid and 

consistent computer-aided processing and diagnosis, machine learning applications are 

employed for the automatic diagnosis of DR fundus images, which is a required and vital 

task. Based on the recent studies about CAD systems, it is very helpful to enhance the 

accuracy of the diagnostics for experts that help in reducing the burden of growing workload.  

1.2 Retinal Disorders 

Abnormalities associated with the eye is categorized into two major classes, the initial one is 

the eye diseases like glaucoma, conjunctivitis, cataract and blepharitis. The second is 

classified based on the lifestyle of a person like diabetes, hypertension and arteriosclerosis. 

The DR condition arises due to diabetes and if it is not treated properly then it may eventually 

lead to vision loss. Ophthalmologists strongly suggest that early detection of the DR 

effectively gives the solution for getting the best treatment for this disease. The DR occurs in 

the population belongs to the three main categories as BDR, PDR, and SDR. These types are 

explained in the above section. These classes can arise in different forms like 

Microaneurysms, Haemorrhages and Exudates [9], which are explained below. 

Fig.1.1 shows the sample fundus image used for automatic diagnosis of diabetic retinopathy 

which also contains disease annotations. 
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Fig.1.1 Color Fundus image with anatomical structures and disease annotated 

1.2.1 Microaneurysms: This is the initial medical abnormality that is observed in the eye. It 

is visible in seclusion or groups like tiny or dark red spots or appears in the form of small 

hemorrhages inside the retina that is sensitive to light. The microaneurysms size is ranging 

from 10 to100 microns, which are circular in shape. Usually, these appear apart from the 

optic nerve, in which the blood vessels are placed above the complete retina 

1.2.2 Haemorrhages: Haemorrhages occur in the retinal deeper layers and these are in a 

round shape, thus it is called ‘blot’ or hemorrhages. Hemorrhage is caused because of the 

bleeding in the blood vessels during the blood flow to entire retinal tissues, which is located 

on the back portion of the eye. Retinal hemorrhages normally occur at the exterior of the 

macula that will be unnoticed for a long time.  

1.2.3 Exudates: These describe some light injuries found within the retina and they are 

considered as the exudates. These usually look like white patches and based on the patches, 

the level of diabetes is found in the person. At the beginning stage of diabetes, the white 

patches are present in the first quadrant of the image and very little. Therefore, the decisions 

are made based on the area occupied by the white patches, which is one of the important facts 

for finding the presence of diabetes. There exist two forms of exudates as hard and soft 

exudates. 

Hard exudate is one type of exudate and it is the major characteristics of DR. The hard 

exudates can differ in size ranging from small dots to big patches with clear edges. The eye 

contains blood and fluid, which is made of protein and fat. These proteins and fat will tend to 
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form the exudates. These deposited fats which formed as exudates cause harm to the visual 

power by avoiding light from reaching the retina. 

Soft exudate is the second type of exudate, which is often named as “cotton wool spots” and 

these exist usually in the advanced stage of retinopathy. These exudates are the significant 

features of retinal images along with the variations of blood vessels that are considered for 

the normal and abnormal retinal images classification process. 

1.2.4 Blood Vessels: These are the main components of the retinal structure whose function 

is to supply nutrients to retinal cells. The blood vessels get weakened and thickened later split 

into small new vessels like structures because of the diabetes effect. 

1.3 Problem Statement 

The computational practices play a main role in real-time applications. In recent years, 

numerous researches on medical-related applications are extremely dependent on computing 

approaches. Ophthalmology is an important field of the biomedical sector that needs 

computer-based automated methods for disease identification in individual eyes. Moreover, 

these automated methods are giving accurate results in less time. Therefore, for various 

issues, several automated methods have been implemented, which are used in real-time 

experiments, however, it is complex to attain the universal technique between them. All over 

the world or mainly in the developed countries, there is a shortage in medical staff due to the 

huge population, thus the development of an automated method can drastically decrease the 

physical work concerned in diagnosing retinal images in large quantities. In rural places, an 

automated system is necessary for the instant diagnosis of retinal images. By using automated 

diagnosis system results, the ophthalmologist can simply alert the patient concerning the 

effects of DR difficulty even at a single appointment. Hence, it is absolutely useful to the 

patient for avoiding the loss of vision. 

The diabetes causes many health problems to human being including eye which is one the 

important organ of human body. So our problem of research looks like this “Analysis of 

Retinopathy Images to Detect the Effect of Diabetes on Eye” 
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1.4 Research Objectives 

The major objective behind this research is to ensure the diagnosis of DR from retinal fundus 

images of publicly available and live datasets. To accomplish this, the analysis of blood 

vessels, optic disc and retinal abnormalities play a key role. Even though diverse 

advancements were there using CAD system for diagnosing DR, more effective contributions 

have to be developed and this research follows the below objectives as most significant. 

1. To develop suitable techniques for “pre-processing and segmentation” methods that 

help in the classification of retina images accurately. 

2. To identify the best approaches for “blood vessel, optic disc and exudates” 

segmentation that could identify the region of interest correctly. 

3. To identify the best approaches for retinal abnormality segmentation from which good 

features can be extracted that help in getting high classification accuracy 

4. To focus on the concept of abnormality segmentation, feature extraction and optimal 

feature selection to offer better performance in DR detection. 

5. To introduce diverse enhancements on meta-heuristic optimization techniques to 

enhance the “segmentation, optimal feature selection and classification” for DR 

diagnosis. 

1.5 General Architecture of the Proposed System 

This section provides a brief discussion about the general architecture for the detection of 

diabetes' effect on the functioning of the eye. Fig. 1.2 shows the general architecture of 

detecting the impact of diabetes, which is popularly known as DR. 

1.5.1 Databases of Retinal Images 

For Diabetic Retinopathy detection there are several standard databases available online, 

namely DRIVE, STARE, Chase_DB, DIARETDB1, DIARETDB2 and MESSIDOR. Each of 

these databases has the different number of images including normal case and diseased cases 

along with the ground truth of the images. 
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1.5.2 Segmentation 

Blood veins segmentation from the retinal images is helpful for early diagnosis of disease 

progress like hemorrhage, microaneurysm and exudates formation. In the segmentation 

process, the pre-processed images help to differentiate various retinal parameters. Image 

segmentation is achieved to extract bright objects that are necessary for the characterization 

of the images using the optimal grey-level thresholding, statistical morphology procedure, 

Discrete Wavelet Transform (DWT), watershed transform and Top hat transform are applied. 

Numerous techniques are available for the segmentation process like the K-means clustering 

algorithm, simple threshold method, and the “morphological operations such as dilation, 

erosion, opening, closing, and skeletonization”, etc. 

 

 

 

 

 

 

 

 

 

Fig. 1.2: Block diagram for detecting the effect of diabetes on eye 

1.5.3 Feature Extraction 

Feature extraction is used to gather meaningful information from the retina images. The local 

or global features may be extracted during this step. The proposed research work employs the 

properties of “connected components, texture energy measures(TEM), local binary patterns 

(LBP), entropy, Gray Level Co-occurrence Matrix (GLCM) and Histogram of Oriented 

Gradients (HOG)” as features for the diabetic detection from retinal forms of images. 
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1.5.4 Image Classification 

The recognition of DR is a complicated multi-class classification issue, in which the decision 

boundaries are highly nonlinear between normal and abnormal images. Some retinal images 

are partially overlapped with the other images and the decision boundaries are to be 

accurately estimated. Based on this estimation, various retinal images are differentiated, 

which cannot be done by some traditional numerical classification methods. The retinal 

images of diabetes are classified by machine learning classifiers, however many classifiers 

need the set of training images, which includes the entire details about all types of the 

diseased images, but it is complex to contain entire disease cases. Various techniques are 

used for the classification of images such as random forest, support vector machine, artificial 

neural network, k-nearest neighbor, deep learning classifiers and hybrid classifiers.  

1.6 Challenges in Diabetic Retinopathy 

The researchers are showing more interest in automatic DR detection in the medical industry 

from the retinal fundus images. In the medical field, the research interest is justified by 

reducing the costs and high potential for new products. Here, there are some challenges. 

 Optic disc boundary detection: In many of the cases of retina images have exudates 

whose size and color is closely equal to optic disc size and color, which require 

enhancement in resolving the optic disc boundaries and it is complex in 2D retinal images 

due to blurred edges.  

 Varying patterns of blood vessels: The directions of blood vessels in the retinal structure 

vary from person to person, it is an anatomical feature. The varying patterns make the 

extraction of blood vessels a complex task. Each image consists of a varied optic 

nerve head (ONH) structure. To overcome all these difficulties, there is not a unique 

technique. Thus, there is a requirement of introducing various effective algorithms for 

recognizing DR detection and associated structural variations in retinal images.  

 Negligible signs at the mild stage: At the beginning of diabetes almost no sign of its 

effect is observed on the retina as microaneurysms start developing at this stage whose 

appearance is very similar to the background color of the retina.  As there is the growth of 

diabetes mellitus, there will be more demand for screening phases in detecting DR. In 

public health intercessions, proper treatment is required for reducing the probability of loss 

of vision.  
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 Inconsistency in the result: The present manual DR screening programs make use of 

retinal images that relied on talented readers. However, it suffers from inconsistency over 

sites and is labor-intensive. Therefore, there has been growth in the computerized 

evaluation of retinal fundus image programming, which mitigates the feasibility of cost. 

The automated DR diagnosis is an interesting area of research for a longer duration. This 

is described by minimizing the time as well as the health care costs for the novel solutions 

in the medical field.  

 Need for good algorithms: Various effective algorithms must be proposed for the DR 

identification that is associated with the retinal variations and associated structures. Owing 

to the increasing growth of diabetes mellitus, the need for the DR screening stages is 

growing in a very fast manner. The treatment, as well as the early DR detection, is needed 

for the health intercessions that can avoid the vision loss probabilities.  

1.7 Contributions of the Research Work 

The main contributions of this thesis are listed below.  

 The first contribution of this research is the blood vessels are analyzed based on three 

steps. From the DIARETDB1 database, the removal of noise, as well as the extraction of 

blood vessels, is performed. The performance is evaluated with the DRIVE database to 

reveal the effectiveness of the proposed method. After the segmentation process, feature 

extraction is accomplished by the DWT and GLCM and the classification is done using the 

SVM. The developed technique produces better results for CHASE_DBI and DRIVE 

databases. 

In another approach which is based on the blood vessel, the segmentation and 

classification are executed by the wavelet transforms and distance measure. The image 

segmentation is done using two-level DWT with mathematical morphology. The images 

are classified based on the distance measures values obtained using “city block, Spearman 

and Minkowski” distance measures using GLCM features. 

 The second contribution of this research is the segmentation and examination of the “optic 

disc, exudates and blood vessels”. The detection of the optic disc is done by the wavelet 

transform and windowing method that divides the segmented image into multiple 

windows. Standard deviation and energy are computed from each window and the window 

having the highest energy is detected as optic disc. The detection of exudates is done by 
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morphological operation and DWT. The method is tested on the DIARETDB1 dataset and 

it provided better performance 

 The third contribution of this research includes the segmentation of blood vessels and 

other abnormalities to analyze the detection of DR. The images are pre-processed by the 

combination of “Contrast Limited Adaptive Histogram Equalization (CLAHE)” and 

average filter. Later the blood vessels are segmented using the optimized gray-level 

thresholding and the features are extracted by Texture Energy Measure (TEM), Local 

Binary Pattern (LBP), Shanon’s entropy and Kapur’s entropy. Later the classification of 

the images is performed by the optimally trained Neural Network (NN). The proposed 

algorithm called “Modified Leavy Updated-Dragonfly Algorithm (MLU-DA)” is applied 

for enhancing the performance of segmentation. Using the DIARETDB1 dataset, the 

images are classified into abnormal and normal images. 

 The fourth contribution of this research is the segmentation of retinal abnormalities from 

the retinal fundus images. The retinal abnormalities such as hard exudates, soft exudates, 

hemorrhages and Microaneurysm are segmented for analysis of DR condition. The images 

are enhanced using CLAHE and the optic disc is eliminated using the open-close 

watershed transformation and the blood vessels are removed by the grey level 

thresholding. In the next step, the retinal abnormalities are segmented with the Top hat 

transformation and Gabor filtering. The features are extracted from the segmented 

abnormalities using LBP, TEM, Shanon’s, and Kapur’s entropy. Then the proposed 

“Modified Gear Steering based Rider Optimization Algorithm (MGS-ROA)” is used for 

the selection of optimal features. Finally, the classification is done by Deep Belief 

Network (DBN) for classifying the images into moderate, normal, earlier and severe 

phases of DR, where the weight function of the DBN is updated by the proposed MGS-

ROA. Here, the images from the DIARETDB1 databases are used for experimental 

evaluation.  

 The fifth contribution of this research focuses on the analysis of the optic disc, blood 

vessels and retinal abnormalities like hard exudates, soft exudates, hemorrhages and 

Microaneurysm from the DIARETDB1 databases. The segmentation of the optic disc, 

blood vessels and retinal abnormalities are carried out using the open-close watershed 

transform, grey-level thresholding and top hat transform with Gabor filtering, respectively. 

The features are extracted from the segmented blood vessels, optic disc and abnormalities 

using LBP, Shanon’s, and Kapur’s entropy and TEM. A new algorithm developed called 
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“Trial Based Dragonfly Algorithm (TB-DA)” is adopted for the selection of optimal 

features. The images are classified into four classes by the hybridization of Neural 

Network (NN) and DBN, where the TB-DA performs optimization in training the 

classifier. In this work, the performance of the developed method is tested using the 

DIARETDB1 dataset. 

1.8 Organization of the Thesis  

The chapters of the thesis are ordered as mentioned below.  

Chapter 1 explains the introduction of DR, motivation for this research work, problem 

statement, objectives of this research, the general architecture of proposed research, 

challenges in DR detection, thesis contributions and the thesis organizations. 

Chapter 2 describes DR detection by Blood vessels segmentation, feature extraction and 

classification, data sets used, performance measures, their experimental analysis and the 

summary. 

Chapter 3 explains DR detection by Optic Disc and Exudates segmentation and classification 

based density of exudates as moderate or severe case, their experimental analysis and the 

summary.  

Chapter 4 describes the Modified Levy Updated-Dragonfly Algorithm for optimal 

thresholding merged with the neural network-based method to the detection of DR, its 

experimental analysis and the summary. 

Chapter 5 discusses the Modified Gear Steering-based Rider Optimization Algorithm for DR 

detection with optimal feature selection based deep learning classifier, its experimental 

analysis and the summary. 

Chapter 6 analyzes Trial Based-Dragonfly Algorithm on diagnosing DR by “segmenting 

blood vessels, optic disc and retinal abnormalities”, its experimental analysis and the 

summary. 

Chapter 7 concludes the thesis with the summary, major findings of this research and future 

scope 
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Chapter 2 

Blood Vessel Segmentation and Classification based Approach 

In chapter 1 the general technique for DR detection and its complications on the eyes is 

provided but there is no universal method that gives consistently good results over all the 

retina images. So for several decades, the diagnosis of DR has always been remaining as a 

major challenge in the research.  The key features used to detect diabetes include optic disc, 

blood vessels, exudates, microaneurysms and hemorrhages, etc.  

2.1 Introduction 

In this chapter segmentation of blood vessels is addressed which are the main signs of 

diabetic retinopathy at the beginning stage. Blood vessels carry nutrients to the retina and 

transfer the waste generated back but because of diabetic retinopathy swelling of blood 

vessels begins so segmenting these will have significant information about diabetic 

retinopathy. Here three approaches have been used to detect DR based on blood vessels 

changes in the retina images.  

The first approach [10] proposed method is composed of three steps. In the first step, the 

enhancement operation removes the noise and increases the retinal blood vessel’s contrast. In 

the second step, blood vessels are separated by morphological operations. The final step 

classifies the input images as “normal or abnormal”. The experiments are performed on the 

DRIVE database.  

In the second approach [11], three major steps are used. In the first step, pre-processing 

removes the noises from the retinal images. In the second step known as the filtering step, 

several filters are applied to retina images and the corresponding PSNR and MSE are 

calculated. The median filter is effective in removing noise from retina images of DRIVE 

data set. In the final step, the segmentation is performed with the morphological operation 

and DWT for the blood vessel extraction. The performance measure is evaluated using 

DRIVE database to estimate the efficiency of the developed technique.  

The third proposed approach [12] uses three steps. In the first step, pre-processing is 

performed in which the filtering technique improves the appearance of the blood vessels later 

segmentation of blood vessels is done using morphological operation. The second step 

involves feature extraction, in which a feature vector is formed by DWT and GLCM features. 
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In the last step, the SVM classifier is used for classifying the retina image as abnormal or 

normal. The performance is tested on CHASE_DBI and DRIVE databases concerning 

sensitivity, specificity and accuracy that yield better results.  

2.2 Related Work 

In 2019, Xu et al. [13] have recommended a new technique that included two discrete 

procedures from the microaneurysms turnover and the pathological risk factors for the DR 

detection. To categorize the new, resolved and unchanged microaneurysms, seven 

pathological features related to the microaneurysms were explored by performing the pattern 

classification and statistical analysis models. By using Grampian Diabetes Database, the 

proposed model was evaluated. The outcomes demonstrated that it has achieved the best 

accuracy. For early detection of DR, a new and non-invasive detection approach was 

introduced. In 2013, Sopharak et al. [14] have introduced effective approaches for detecting 

fine microaneurysms, specifically from non-dilated pupils. By using mathematical 

morphology, they are coarsely segmented and with Naive Bayes classifier, fine segmentation 

was done at the pixel level. Here, a total of 18 microaneurysm features was considered and 

those were extracted for Naive Bayes classifier. The method is performed well compared to 

other methods but fails to identify mild cases   

In 2019, Li et al. [15] have developed automatic deep learning-based models for diagnosing 

DR. The authors have gathered 13,673 retinal images from 9,598 patients for analyzing these 

deep learning models in clinical laboratories. By using seven graders as per the quality of the 

image and DR level, these retinal fundus images were split into six classes. To annotate four 

types of DR lesions, 757 images with DR were chosen. Therefore, existing deep learning 

techniques were analyzed using the gathered images based on image classification, object 

detection and semantic segmentation. Yet, these models performed worst on segmentation 

and detection of lesions and this was the most challenging thing.  

In 2018, Ramos et al. [16] have determined a novel approach for the blood vessel detection 

from the retinal images. With the help of the Low-Pass Radius filter, the noise available in 

the green channel of RGB image was decreased. On the other hand, for consistent 

enhancement of both structure and contours of blood vessels, 30-element Gabor filter and 

Gaussian fractional derivative were employed. Thus, a threshold and a sequence of 

morphology-based decision rules were subjected to blood vessel isolation and decreased the 
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occurrence of false-positive pixels. For optic disc detection from the original image, the 

proposed model has been employed and eliminated it from the result of the threshold. By 

using the freely accessible DRIVE dataset, the developed model was analyzed for the first 

manual delineations and test image set. The proposed model provided the best results 

concerning accuracy and specificity. 

In 2019, Wang et al. [17] have estimated the possibility of DR diagnosis and the existence of 

DR-associated features using a two-step process. Initially, the annotation quality was 

analyzed in the grading of DR by measuring the variability of inter-grader. The cosine 

similarity was considered for assessing the inter-grader variability of DR. For this, quadratic 

weighted Cohen’s kappa was utilized. Further, various annotation models such as “single 

annotations by single grader” (SASG), “single annotations from multiple graders” (SAMG), 

“multiple annotations by voting” (MAV) and “double annotations with adjudication of 

disagreement (DAAD)” were compared over the performance of severity prediction using 

logistic regression. Both severity and features of DR have explored the feasibility of detection 

based on these comparison outcomes. Hence, a total of 1589 retinal fundus images were 

graded in the tests. The outcomes have shown that retinal specialists were reliable when 

compared to normal ophthalmologists during the gradation of both the existence of severity 

and features of DR. 

In 2017, Zhou et al. [18] have presented a novel unsupervised classification technique based 

on sparse Principle Component Analysis (PCA) for microaneurysms detection. The class 

imbalance problem was avoided as it has not considered the non-microaneurysms training 

set. Later, the effective features were chosen because of sparse PCA features that merged the 

elastic net penalty using PCA together. Consequently, for determining the true 

microaneurysms from spurious candidates, a single 2T statistic was suggested. The tests were 

performed on Retinopathy Online Challange (ROC) competition dataset. In 2019, Kumar et 

al. [19] have addressed a novel interpretable CAD model based on “Class-Enhanced 

Attentive Respo Discovery Radiomics” (CLEAR-DR) for aiming the clinical decision 

support for DR. The system has provided a visual interpretation of the decision making 

procedure for producing best results for grading the disease using the discovered deep 

radiomic sequencer. The efficiency of the developed CLEAR-DR has been demonstrated that 

the interpretability of diagnostic grading outcomes was better for DR grading application. 
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In 2016, Shaik et al. [20] have observed the improvement of blood capillary segmentation of 

the patient who was suffering from diabetes. By using the hybrid morphological 

reconstruction approach, a hybrid model was introduced as the pre-processing model, 

whereas the watershed segmentation algorithm was considered post-processing. In 2010, 

Agurto et al. [21] have labeled the usage of “Multidimensional Amplitude Modulation - 

Frequency Modulation” (AM-FM) techniques in differentiating between pathological and 

normal retinal fundus images. With the standard images, the proposed model was tested. 

Exudates, hemorrhages, microaneurysms, normal vessel patterns, neovascularisation on the 

retina and normal retinal background are the region types. From many scales, “the cumulative 

distribution functions of instantaneous amplitude, relative instantaneous frequency angle and 

instantaneous frequency magnitude” were employed as texture feature vectors. To measure 

the inter structure similarity, distance metrics were employed. The outcomes have proved that 

a statistical variation based on AM-FM features gives good results. 

In 2018, Zhou et al. [22] have presented a Deep Multiple Instance Learning (MIL) approach 

for automatic diagnosis of DR and it achieved a constant enhancement in the DR detection 

with its lesions. The estimation of patch-level DR estimation was done by a pre-trained CNN. 

Further, global aggregation performed the classification. Next, an end-to-end multi-scale 

model was introduced for tackling irregular DR lesions. The datasets such as Messidor and 

Kaggle were used for analyzing the efficiency of the proposed model to detect DR images. 

By using connected component-level validation, the proposed model attained the best results 

in detecting DR lesions on the DIARETDB1 dataset. In 2018, Costa et al. [23] have 

addressed MIL technique for dealing with the leverage of implicit data. The main intuition of 

the developed model was “joint optimization of the instance encoding and the classification 

phases of image”. Likewise, many pathological images were acquired. The developed model 

achieved optimal outcomes when differentiated over conventional approaches. 

In 2018, Dashtbozorg et al. [24] have introduced a novel and reliable approach for 

microaneurysm detection from retinal images. By using gradient weighting and iterative 

thresholding approaches, many preliminary microaneurysm candidates were extracted. Later, 

a new feature set based on local convergence index filters was extracted for shape descriptors 

and intensity. To discriminate microaneurysms from non-microaneurysm candidates, the 

collective feature set was given to the “hybrid sampling or boosting classifier”. With the help 

of 6 public datasets that include in the Retinopathy Online Challenge (ROC), the proposed 

model was evaluated on images using various resolutions and modalities. The results showed 
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that the developed model achieved optimal outcomes than the other models. In 2016, Seoud 

et al. [25] have suggested a novel model for automatic detection of both “hemorrhages and 

microaneurysms”. The proposed model has intended a novel group of shape features named 

“dynamic shape features”, which doesn’t need accurate region segmentation for categorizing 

the images. To discriminate among the vessel segmentation and lesions, these features 

denoted the shape growth in image flooding. The proposed model was evaluated for each 

image and for each lesion with six datasets, which were freely accessible. The outcomes 

have demonstrated that the suggested model achieved the optimal performance concerning 

the variability in image resolution, acquisition and quality of the system. Advanced medical 

imaging techniques enhanced the recognition of different diseases through image analysis by 

artificial intelligence techinues [113][114] 

2.3 Proposed Methodology 

In this section approaches for “segmentation and classification” of retinal images based on 

blood vessels are described. 

The variations in the blood vessel structure can be recognized [26][27] by the precise blood 

vessel extraction from the retinal fundus images. The proposed system of automatic blood 

vessel segmentation and analysis for the retinal fundus images is shown in Fig. 2.1. This 

model is used for computing the blood vessel area by segmenting the retinal blood vessels 

and monitoring the blood vessel variations caused by diabetes. 

 

 

 

 

 

 

 

 

Figure 2.1: Block diagram of the proposed blood vessel analysis 
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2.3.1 Pre-processing 

 RGB to Gray Conversion: The conversion of RGB image to the grayscale image is used 

for minimizing the computational time and the size of the data. The areas are considered to 

be uniform by resizing the images to some size like 256×256 pixels.  

 Contrast Enhancement: Low contrast images happen due to non-uniform illumination or 

poor condition as well as small active range or nonlinearity of the imaging sensor. A good 

representation of the transformed images is obtained by improving the contrast associated 

with the images. Here, the contrast enhancement is accomplished by the “Contrast Limited 

Adaptive Histogram Equalization (CLAHE)”.  

2.3.2 Segmentation 

The number of pixels in the segmented image is affected by the shape and size of the 

structuring element that is excluded or included from the object in the image. The closing 

operation is performed by dilation and accompanied by erosion. Dilation thickens or grows 

the binary image. The dilation operation in the grayscale is used to close the small dark 

regions and maximize the brighter regions. The dilated objects are minimized to their original 

shape and size using erosion. The erosion does not react to the dark regions that are closed 

with the dilation. The closing operation closes the thin dark segmented vessels on a brighter 

background.  The edge detection method receives the input image via a smoothing filter. The 

outcomes obtained are compared with the image that passes after and before the smoothing 

filter.  

 Background Exclusion and Thresholding: This step removes the background from an 

image such that the foreground objects are viewed clearly. A binary image is produced that 

contains the pixel value as either 1 or 0.  

 Morphological Closing: The term DC  represents the closing of the image C using the 

structuring element D  and it is given in Eq. (2.1). 

                                  
  DDCDC                                              (2.1) 

The morphological closing technique is applied in this step by keeping the disk as the 

structuring element. The structure element square’s size is selected as 10 to transfer small 

shapes and characters from the foreground to the background color.  

In another approach segmentation is accomplished using “discrete wavelet transform and 

mathematical morphology”. 
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Eq. (2.2) gives coefficients of Discrete Wavelet Transform (DWT). 
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Here, m=0, 1, 2, 3....n , and an arbitrary starting scale is denoted by k. Eq. (2.3) describes the 

approximate coefficients.  
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Where f(x),  𝜙𝑗0,𝑘
(𝑥) and 𝜓𝑗,𝑘(x) defines the discrete variable functions x=0, 1, 2,.....m-1 and       

𝜙𝑗0,𝑘
(𝑥) defines a member of the set expansion functions and a scaling function is given by 

𝜙(𝑥). Coefficients defined in Eq. (2.2) and  Eq. (2.3) are usually called approximation and 

detailed coefficients respectively. 

 

2.3.3 Feature Extraction 

Machine learning classifiers classify the diabetes retinal images, but most of these classifiers 

need a group of features to train the classifiers. From the given retinal image, extractions of 

texture features is performed and given below.  

 Contrast: The variations in the quantification related to the neighboring pixel values are 

referred to as the contrast. Eq. (2.4) describes the contrast that gives a good feature for 

representing the image further.  

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑃𝑖,𝑗
2                                                                (2.4)

𝑁𝐺−1

𝑖,𝑗=0

 

 𝑃𝑖,𝑗   is element  𝑖, 𝑗 of the normalized symmetrical GLCM and 𝑁𝐺 is the gray level count. 

 Homogeneity: The “co-occurrence of matrix values” together with a combination of low 

and high values present in the image is referred to as the homogeneity and given in Eq. 

(2.5) 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑
𝑃𝑖,𝑗

1 + (𝑖 − 𝑗)2

𝑁𝐺−1

𝑖,𝑗=0

                                               (2.5) 
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 Entropy: The information present in the image is evaluated using entropy. The 

uncertainties present in the intensity distribution of an image are evaluated through 

entropy as described in Eq. (2.6). 

                    

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ ln (𝑃𝑖,𝑗)𝑃𝑖,𝑗

𝑁𝐺−1

𝑖,𝑗=0

                                                    (2.6) 

             

 Correlation: The correlation present in the image linearity is described in Eq. (2.7). 

          

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑
𝑃𝑖𝑗(𝑖 − 𝜇)(𝑗 − 𝜇)

𝜎2

𝑁𝐺−1

𝑖,𝑗−0

                                   (2.7) 

                                          

In the above equation µ, σ represent mean and variance respectively. The image is said to 

contain a huge amount of linear structure if and only if the correlation is high.  

 Energy: The local kernels help to generate texture features. For all the image coordinates, 

the summing and multiplication of pixels with the specific kernel is found. The absolute 

values are added to the local region for finding the TEM. Eq. (2.8) describes the energy.  

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ (𝑃𝑖𝑗)2                                                                 (2.8)

𝑁𝐺−1

𝑖,𝑗

 

2.3.4 Classification using Support Vector Machine (SVM) 

This is a supervised type of machine learning algorithm for the “classification and 

regression” tasks. However, this is widely employed in classification efforts. In the SVM 

classifier, every data item is plotted as a “point in n-dimensional space”, here n is the total 

feature count used where the value of every feature being the meticulous coordinate value. 

Then, classification is accomplished using the hyperplane which separates the classes very 

accurately. 

2.3.5 Distance Measures     

The input image, data matrix of size MXN in which the row vectors are described by 1𝑋𝑀 

such that, 𝑦1 , 𝑦2, … … . . 𝑦𝑘𝑟 . Matrix 𝑧 is a data matrix of size MxN, in which the row vectors 

are described by 1𝑋𝑁 such that 𝑧1, 𝑧2, … … … …zkr.. Eq. (2.9), Eq. (2.10), and Eq. (2.11) 

https://courses.analyticsvidhya.com/courses/introduction-to-data-science-2?utm_source=blog&utm_medium=understandingsupportvectormachinearticle
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describes the “city block distance, Minkowski distance and the Spearman distance” that are 

calculated among the vectors 𝑦𝑘𝑟 r and 𝑧𝑘𝑟 correspondingly.  

𝐷 = ∑ |𝑦𝑘𝑟 − 𝑧𝑘𝑟|

𝑛𝑟

𝑘𝑟=1

                                                                     (2.9) 

 

                             

𝐷 = ( ∑ |𝑦𝑘𝑟 − 𝑧𝑘𝑟|

𝑛𝑟

𝑘𝑟=1

𝑃

)
1
𝑃                                                               (2.10) 

        

                             

𝐷 = ∑ (𝑦𝑘𝑟 − 𝑧𝑘𝑟)2                                                                (2.11)

𝑛𝑟

𝑘𝑟=1

 

         

Where kr and nr represent the number of feature vectors 

2.4 Datasets Used 

There are some data sets available for retina images publicly which are used for testing the 

algorithms which are developed for the diagnosis of diabetic retinopathy. Some of the data 

sets used are given below.  

2.4.1 DIARETDB1 

It is composed of a total of 89 images. Here, 5 images are related to the healthy retina and 84 

images are related to the mild and PDR. These are defined by four experts in terms of, 

“microaneurysms, hemorrhages, hard and soft exudates”. These are obtained by a fundus 

camera with a 50-degree FOV in PNG format.  

2.4.2 DRIVE 

The DRIVE“(Digital Images for Vessel Extraction)” represents a publicly available database. 

It is composed of 40 images. These images were obtained from the DR screening program in 

the country of the Netherlands. It is composed of 453 subjects from 31 to 86 years of age. It 

was compressed in a JPG format that is a familiar practice in the screening programs. The 7 

images consist of pathology such as, “exudates hemorrhages and pigment epithelium 

changes”. The images are captured by a Canon CR5 non-mydriatic 3-CCD camera at an 

angle of 45 degrees FOV. Every image is shot in 786x584 pixel format. These images were 

categorized into testing and training set with 20 images in each. A well-reputed 
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ophthalmologist trained the observers. 14 images of the training group were segmented by the 

first observer and the 6 images were segmented by the second observer. The segmentation of 

the test group occurred twice which resulted in groups X and Y. the group X was segmented 

by the first two observers and a third observer segmented the group Y.   

2.4.3 STARE   

It is composed of a total of 20 images. Here, 10 images are composed of pathology. The 

digitized slides are shot by a TRV-50 fundus camera at an angle of 35 degrees FOV. It was 

digitized in 605x700 pixel format. The diameter of the FOV is around 650x500 pixels. The 

entire images are segmented manually by two observers.  

2.4.4 DIARETDB0  

It is composed of 130 retinal images. Here, 20 images are normal and 110 images are 

composed of several DR symptoms.  

 

2.4.5 Chase_DB 

The dataset contains 28 eye fundus images. The first 8 images are used for training and the 

remaining 20 for testing. Out of 28 images, 6 have pathology  

2.4.6 Messidor  

The dataset has 1200 eye fundus color images of the posterior pole of the eye. The Messidor 

database was acquired by 3 ophthalmologic departments using a color video 3CCD camera 

800 images were acquired with pupil dilation (one drop of Tropicamide) and 400 without 

dilation. 

2.5 Performance Measures 

In our work, the performance is analyzed based on the following metrics.  

i. Accuracy: “It is a ratio of the observation of exactly predicted to the whole   

observations”.  

                     
NPNP

NP

FFTT

TT
Acc






                                                            (2.11) 

“Where PT  is true positive, NT is true negative, PF false positive and NF is false                 

    Negative” 
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ii. Sensitivity: “It measures the number of true positives, which are recognized 

exactly”.  

   
Np

p

FT

T
Sens


                                                    (2.12) 

iii. Specificity: “It measures the number of true negatives, which are determined 

precisely”.  

pN

N

FT

T
Spec




  
                                                         (2.13) 

iv. Precision: “It is the ratio of positive observations that are predicted exactly to the 

total number of observations that are positively predicted.” 

PP

P

FT

T
ec


Pr                                                     (2.14) 

vi) False Positive Rate: “It is the ratio of the count of false-positive predictions to the 

entire count of negative predictions”. 
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P
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                                                      (2.15) 

vii) False Negative Rate: “It is the proportion of positives which yield negative test 

outcomes with the test”. 
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N
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                                           (2.16) 

viii)  Negavie Predictive Value: “It is the probability that subjects with a negative 

screening test truly don't have the disease”.  
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N
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F
NPV




                                               
(2.17) 

ix) False Discovery Rate: “It is the number of false positives in all of the rejected 

hypotheses”.   

              
    

PP

P

TF

F
FDR


                                                (2.18) 

x) F1 score: “It is defined as the harmonic mean between precision and recall. It is used 

as a statistical measure to rate performance”  
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xi)  Mathew Correlation Coefficient: “It is a correlation coefficient computed by four 

values”. 

    NNPNNPPP

NPNP

FTFTFTFT

FFTT
MCC






                         

(2.20) 

2.6  Results and Discussion 

The patient’s data in the medical analysis is classified into two classes as to whether the 

disease is present or not. Specificity and sensitivity measures assess the diagnosis 

classification. Sensitivity finds the percentage of images from the database that are accurately 

identified with diabetes. Specificity finds the percentage of images from the database that are 

correctly identified as non-diabetic images. Fig.2.2 shows different stages of retinal disease.  

The testing of sample fundus retina images and their extracted blood vessels from the related 

input images are shown in Fig. 2.3 and 2.4. The input retinal images classify the test image as 

non-diabetic or diabetic that represents the separated blood vessels. Moreover, based on the 

calculated areas of the blood vessels, the retinal fundus images are classified as either 

diabetic or non-diabetic.     

   

(a) Mild (b) Moderate (c) Severe 

Fig. 2.2: Stages of diabetic progression 
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Image 1 Image 2 Image 3 Image 4 

 
   

(a)  Input 

    

(b) Extracted blood vessels 

Fig. 2.3: Input retina images and blood vessels extracted from input images 

 

    

(a) ) retinal fundus images (b) segmented blood vessels 

Fig. 2.4: Results of blood vessel detection 

By keeping the manual labeled dataset as a reference, the specificity, sensitivity and accuracy 

values obtained are 0.666, 1.000 and 0.923 on the CHASE_DBI and DRIVE data set, which 

obtained better results than the existing unsupervised and supervised algorithms as given in 

Table 2.1.  
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Table 2.1: Performance analysis of developed blood vessel evaluation using two datasets 

Performanc

e measures 

CHASE_DBI database DRIVE database 

Methods Methods 

Azzopa

rdi [28] 

Fraz et 

al. [29] 

Proposed 

method 

Deepa 

al.[30] 

Gao et 

al. [31] 

Mendinca 

et al. [32] 

Santosh 

et al. 

[33] 

Proposed 

method 

Specificity 94.85 97.10 91.00 36.40 25.00 97.60 83.52 66.60 

Sensitivity 78.96 72.20 100.00 87.40 88.00 73.40 64.77 100.00 

Accuracy 92.80 94.50 82.60 95.00 94.00 94.60 89.72 92.30 

 

The classification yield slightly different accuracy [34] on a different database. Blood vessel 

segmentation results obtained in terms of pixels is tabulated in Table 2.2. The distance 

measures utilized in the approach are described with distance values are given in Table 2.3. 

The outcomes of retinal image classification using the DIARETDBI database accuracy are 

given in Table 2.4. 

Table 2.2: Extracted blood vessel pixels comparison using the developed technique and manual 

segmentation 

Test images 

(DRIVE 

DB) 

Obtained number 

of pixels 

Count of pixels (manual or 

first observer) 

Percentage 

difference 

Image 1 41220 38419 7.2 

Image 2 42135 38457 9.41 

Image 3 47056 38480 22.23 

Image 4 39344 38514 2.14 

Image 5 36061 38480 6.28 

Image 6 39812 38501 3.40 

Image 7 42811 38404 11.41 

Image 8 48020 38429 24.91 
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Image 9 41351 38470 7.41 

Image 10 30674 38463 20.20 

Image 11 39879 38460 3.61 

Image 12 43155 38458 12.21 

Image 13 33769 38448 12.15 

Image 14 43779 38421 13.91 

Image 15 39596 38410 3.01 

Image 16 37434 38481 2.72 

Image 17 44873 38414 16.80 

Image 18 37618 38434 0.47 

Image 19 38036 38461 1.10 

Image 20 38130 38414 0.71 

 

Table 2.3: Comparison of the performance of the distance measure 

Reference 

images 

Count of 

images 

in the 

database 

Type of 

image 

Number 

of test 

images 

Average 

distance 

(city 

block) 

Average 

distance 

(Minkowski) 

Average 

distance 

(Spearman) 

 

 

Normal 

 

 

10 

Mild 10 0. 2240 0.0637 0.0190 

Severe 10 0.5540 0.1341 0.0364 

Normal 10 0.1500 0.6180 0.0170 

Moderate 10 0.3140 0.0851 0.0209 

 

Table 2.4: Comparison of classification accuracy for various methods 

Methods 
Classification accuracy 

(in percentage) 

Niemeijer et al. [35] 80 

Iyer et al. [36] 70 

Proposed Method 91.10 
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2.7 Summary   

Three approaches are used for blood vessel segmentation. In the third approach for blood 

vessel analysis, the blood vessel detection accuracy improved from 82.60% to 92.30%. The 

enhancement and morphological operation of the first approach removed the noise and 

extracted the blood vessels from the DRIVE database. The second approach performed the 

pre-processing, filtering and segmentation for extracting the blood vessels. The performance 

was evaluated with the DRIVE database to reveal the effectiveness of the proposed method. 

Three steps were induced in the third approach. In the first step, pre-processing enhanced the 

appearance of the blood vessels by computing the PSNR and MSE. Next, the appearance of 

blood vessels was enhanced by several filters. The next step performed feature extraction to 

extract the features using DWT and GLCM. Further, SVM is adopted to classify the 

condition of the image in the last step. The proposed method is tested on databases 

CHASE_DBI and DRIVE yielded better performance by the proposed technique in terms of 

measures like “sensitivity, specificity and accuracy”. 
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Chapter 3 

Optic Disc and Exudates Segmentation based Approach 

In chapter 2, blood vessels segmentation and classification of the retina as a diabetic or non-

diabetic is performed however for more accurate classification of the retina only changes in 

blood vessels details are not sufficient. So it is necessary to consider some more features of 

the retina like optic disc changes and exudates creations, those can provide more needful 

information for the classification of retinal disease. 

3.1 Introduction 

In this chapter two approaches are developed, first one is proposed to identify and separate 

the optic disc [37] from the retinal fundus RGB image using the wavelet transform. This 

method produces a detection accuracy of around 95% on the DIARETDB1 and DRIVE 

datasets. In the second approach, exudates detection [38] is performed using morphological 

operation and DWT for classifying the human retina as diabetic or normal. The proposed 

methods provide good results over the existing methods. 

3.2 Related Work 

In 2012, Antal and Hajdu [39] have presented an ensemble-based model for enhancing the 

detection of microaneurysm. The combination of internal components of microaneurysm 

detectors such as candidate extractors and pre-processing approaches was done and the output 

of this is applied to many classifiers. For microaneurysm detection, the proposed model was 

analyzed in an online competition, in which this model was presently ranked as very good, 

and also on two other datasets. As microaneurysm detection was decisive in DR gradation 

and the developed approach was tested on the Messidor dataset. In 2017, Pires et al. [40] 

have directly trained the classifier for lesion detection. For the retinal images such as Fisher 

vector and BossaNova, additional novelties were the use of existing mid-level features. These 

features extended the conventional Bag of Visual Words and enhanced the compound 

classification task accuracy. For direct referral, the suggested model was performing well. 

In 2018, Kar and Maity [41] have analyzed lesion detection and neovascularisation in an 

integrated model for DR gradation. From the sub-sample measurements compressed sensing 

and imaging were done. To extract and classify the thin and thick vessels, the blind 

evaluation of the multi-deviation fusion (MF) scale and fuzzy entropy maximization was 
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performed. For detecting neovascularisation, the mutual information among the tortuosity and 

vessel density of thin vessels was maximized in 2D. The results were merged for DR 

gradation in the usual platform. In 2016, Olafsdottir et al. [42] have investigated the 

occurrence and seriousness of retinopathy observed in diabetes cohorts detected by 

monitoring when compared over the existing healthcare system. For the screening process 

total of 257 diabetic patients are considered, 151 were screened by CAD system and 106 by 

traditional healthcare system were involved. By using fundus photography, retinopathy was 

analyzed. To grade the images, “the modified Airlie House usage of Early Treatment 

Retinopathy Study protocol” was employed. From diagnosing diabetes until the eye 

examination, averages of clinically gathered body mass index values, Fiber Bragg Grating 

(FBG) and blood pressure were calculated. During the examination, peripheral neuropathy, 

blood chemistry and smoking habits were evaluated. By improving the severity grade of 

retinopathy as resultant, similar outcomes were found. For screening-detected diabetes cohort 

when compared over clinically detected cohort, the cumulative retinopathy occurrence was 

majorly less in 10 years people’s follow-up. The occurrence of DR and improving the 

seriousness of DR among the patients with screening-diagnosed diabetes is less than those 

who had detected their diabetes by traditional healthcare system were considered. The early 

DR diagnosis reduced the pre-diagnostic time spent with hyperglycemia. 

For automatic hard exudates detection in DR with fuzzy logic and morphological 

segmentation, a new method was introduced by Basha and Prasad [43]. Because of the color 

similarity within the “blood vessels, exudates and optic disc”, the introduced algorithm 

produces some false detection. Khan et al. [44] presented a method for improving the 

exudates by fuzzy morphology was explained, in which the color retinal image is changed 

into a greyscale image. The boundaries of the exudates were enhanced by the fuzzy 

morphological closing operation. To acquire the enhanced image, the final image is included 

with the actual image in the last phase. During the clinical tests, these enhanced images 

produced the best results. A new model for detecting exudates by local contrast enhancement 

and color normalization is introduced in Das et al. [45]. Here, NN and Fuzzy-C Means 

(FCM) have been developed. Even though this notion works well in “LUV color space (L 

stands for luminance, whereas U and V represent chromaticity values of color images)”, the 

detection accuracy is very less in non-uniform illumination. Chakraborty et al.[46] introduced 

an automatic approach to detect exudates from retinal images. In [47] a method to detect 

exudates from the less brightness digital images which belong to DR, the FCM clustering 
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approach was employed. Once the contrast enhancement pre-processing is done, the features 

such as “standard deviation on intensity, count of edge pixels, intensity and hue” are 

extracted for delivering as input parameters for coarse segmentation by the FCM clustering 

approach. 

In 2013, Ranamuka and Meegama [48] have suggested a method based on morphological 

image processing for detecting hard exudates from DR retinal fundus images. Here fuzzy 

logic was used. In the initial step, the exudates were recognized by mathematical morphology 

which involved the optic disc elimination. Consequently, by using an adaptive fuzzy logic 

algorithm, hard exudates were extracted by using the RGB values for forming “fuzzy sets and 

membership functions”. In each exudate, the output of the fuzzy for the entire pixels was 

computed to the given input set for RGB channels of the pixels in an exudate. As per the 

region of hard exudates, the fuzzy output was calculated. One of the most significant effects 

of DR is loss of vision [49] [50] [51]. In Korea, as there is a significant growth in diabetes 

mellitus, more Korean people infect by this disease in the future [52]. The occurrence of DR 

in Korea has been reported as 44.4 people from 1000 people in 1998. In 2013, the occurrence 

of DR has reported more than 56 people per year in 1000 persons [53] [54]. However, as the 

research persons varied, it is complex for comparing figures from the two reports in a direct 

format. In the past decade, the enhancements in DR screening also resulted in the best DR 

detection when the occurrence of DR increases among the people. 

3.3. Proposed Methodology 

Optic disc and exudates detection from retina image helps in the detection of severity for 

diabetic retinopathy. As both optic disc and exudates are bright lesions, during the 

segmentation process they lead to the wrong detection. In this method, discrete wavelet 

transform is applied to detect spatial density to differentiate among exudates and optic disc. 

3.3.1 Pre-processing  

Pre-processing has the main role in image segmentation since the distribution of brightness 

present in the image leads to differences during the selection of the threshold. In general, pre-

processing is referred to as the contrast-enhancing, filtering, reading and resizing of images. 

Each database images have various sizes and therefore the input images have been resized to 

around 256×256.  
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The unwanted noises are removed by the filtering process. The image imIp
 is applied with an 

averaging filter of about 5×5 size to the pixels containing the weight of numerical value equal 

to one. To make the process of thresholding simpler, it is necessary to attain uniform 

illumination across an image using adaptive histogram equalization. 

The block diagram of the proposed model is presented in Fig. 3.1. 

 

 

 

 

 

 

 

 

Fig. 3.1: Block diagram of the proposed optic disc and exudates detection framework 

Conversion of the color image to gray scale:  The processing of color images in a direct 

manner leads to take high complexity and therefore it is necessary to perform the grayscale 

conversion. In gray scale, one sample is represented by eight pixels called intensity 

information that may help to reduce complexity.  

3.3.2 Blood Vessel Segmentation 

Blood vessels present in the retinal images are segmented using mathematical morphology 

and wavelet transform. With the help of the thresholding method, the exudates and optic disc 

are segmented using Eq.(3.1). 

                                       Cd
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(3.1) 

Where 𝐶 and 𝐷 represent the image to be dilated and structuring elements respectively.   is 

dilation operator and 𝐶𝑑 is the translation of C by d. 
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The erosion operator is used to exclude the pixels present in the object boundaries to the 

background pixels using Eq.(3.2).  

                                     CEZDC DZ
                                      (3.2) 

Where E is Euclidean space and Dz is the translation of D by the vector z.  is erosion 

operator. 

The noisy and bright pixels are available along the optic nerve’s contour. The vessels are 

extracted from the fundus images to gather the noise into one connected object. Eq. (3.3) 

describes the matched filter used for extracting the vessels. 
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                               (3.3) 

Where S and SH represent desired signal and conjugate transpose of the desired signal 

respectively. 1

vR represents inverse covariance matrix of the noise. 

 Detection of Optic Disc and Exudates: The objects having less intensity background are 

minimized to return the objects in an undisturbed format. Owing to the color, the fundus 

image is composed of more data and therefore, it is transformed to a gray scale image 

having less content of data for processing further. In the next step, the image is segmented 

using a suitable threshold value, which returns the binary image as an output having 

bright objects. It is divided into several partitions known as windows. The window size is 

chosen appropriately. The spatial density is calculated by employing two-level DWT. The 

standard deviation and energy are calculated for all the window content. The optic disc is 

detected by the window having the highest standard deviation and energy. In some cases, 

two windows might contain higher standard deviation and energy then the optic disc is 

displayed by merging these two windows into one. The detected area may be composed 

of exudates and optic disc. Since the optic disc’s area is more than that of the exudates, it 

is removed employing the area thresholding-based method. Since the erosion follows 

dilation, the morphological closing operation is accomplished on the eroded image to 

detect the exudates.  

3.3.3 Segmentation of Optic Disc and Exudate 

The thresholding of the image is represented as in Eq. (3.4), in which  jiIpim , represents the 

input image with pixels coordinates i and j. 
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Where 𝐿𝑜𝑇 represents the threshold value of intensity. 

The standard deviation and energy are called the spatial density, which is obtained by 

applying DWT to the windowed image. The spatial density is calculated as follows. The input 

retinal image is represented by imIp , a window is represented by imIpWIN  , and its size is 

denoted by VU  . The DWT coefficients are calculated by applying the two levels. The 

windows are chosen to counterpart with the optic disc area. The imIp
 retinal image is divided 

into several windows.  

The algorithm of the proposed technique is provided in Algorithm 3.1.  

Algorithm 3.1: Optic Disc and  Eexudates detection  

Input: Color fundus image 

1. Perform the grayscale conversion from RGB image 

2. Perform adaptive histogram equalization for equal illumination 

3. Do mathematical morphology-based blood vessel segmentation 

4. Remove the blood vessels from the image 

5. Perform optic disc and exudates segmentation by a thresholding technique 

6. Divide the segmented image into multiple windows and apply DWT 

7. Identify the optic disc location 

8. Remove the optic disc by area thresholding to extract the exudates 

9. Display optic disc and exudates using features like standard deviation, mean and 

energy 

Output: Retinal image classification based on the optic disc and exudates existence 

For each window, the DWT coefficients are calculated and then the standard deviation and 

energy of those coefficients are computed as in Eq. (3.5) and Eq. (3.6). 

The optic disc can be found from the segmented image area by calculating the following 

parameters.  
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Where 𝑖 and 𝑗 represent image coordinates, 𝑀𝑋𝑁 represent the size of the image, 𝜇𝐼 

represents the mean value of intensity, 𝑆𝐷 and 𝐸𝑁 represent standard deviation and energy 

vectors of the window 𝑊𝐼𝑁 respectively and 𝑈𝑋𝑉 represent the size of each window. 

The final image displays the optic disc and exudates separately in the segmented retinal 

fundus images  

3.4 Results and Discussions    

The proposed technique is tested using the DIARETDB1 data set. The optic disc images are 

identified from the remaining parameters. The performance of the developed technique is 

calculated with sensitivity and specificity. The fraction of the pixels that are classified 

accurately is represented by sensitivity. The fraction of pixels that are wrongly classified as 

optic disc represents the specificity. Eq. (2.2) and Eq. (2.3) in section 2.5 of Chapter 2, 

describe the two parameters. In this analysis, 89 fundus images from the DIARETDB1 data 

set are tested and the outcomes are shown in Fig.3.2 and Fig.3.3, and performance of the 

method in terms of specificity and sensitivity is tabulated in Table 3.1 
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Fig.3.2 Segmentation of optic disc and exudates 

                                                                                 

Fig. 3.3 Segmentation of optic disc 
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Table 3.1: Segmentation performance on STARE and DRIVE database for optic disc  

Detection 

Method TNF value (Specificity) TPF value (Sensitivity) 

Ahmed [55] 100% 94.74% 

Walter [56] 100% 92.74% 

Wavelet transform 

(Proposed) 
100% 95% 

 

3.5 Summary 

In this chapter, the methodology has been utilized for DR detection and analysis of the optic 

disc and exudates. A new technique is proposed in the methodology using morphological 

operation and DWT to separate the optic disc from exudates with the help of windowing and 

wavelet transform technique increased detection accuracy from 92.74% to 95% on the 

DIARETDB1 datasets.  
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Chapter 4 

Modified Levy Updated-Dragonfly Algorithm-based Approach 

Chapter 3 provides segmentation of blood vessels, optic disc and exudates which help in 

detecting diabetic retinopathy, which is more effective for moderate and severe cases. In mild 

cases of diabetic retinopathy, accurate segmentation of blood vessels from the retina is the 

most important thing since the DR starts at blood vessels only. For accurate classification, 

efficient features extraction from segmented images plays a crucial role in classification 

accuracy. 

4.1 Introduction 

The DR diagnosis in the early stage is complex and also the identification approach is taking 

more time even for experienced specialists. In recent days, for the recognition of diverse 

diseases and progress examination, intelligent disease detection approaches are employed. 

Consequently, intelligent learning approaches are designed based on the computer-aided 

diagnosis method for the effective diagnose of DR using the benchmark dataset. The 

proposed DR diagnostic method based on modified Leavy updated dragonfly algorithm with 

neural network [57] is composed of four steps as “(a) Image Pre-processing, (b) Blood Vessel 

Segmentation, (c) Feature Extraction and (d) Classification”.  In the beginning, for pre-

processing stage, the average filter and CLAHE are used. For the segmentation process, the 

execution of blood vessel segmentation is done by the optimized grey-level thresholding for 

segmenting the proper region of interest. After extracting the blood vessels, feature extraction 

is accomplished by the approaches like “local binary pattern (LBP), texture energy measure 

(TEM)” and two entropy computations such as Kapur’s entropy and Shanon’s entropy. Later, 

the gathered features are applied to a neural network (NN) classifier using an optimized 

training algorithm. This proposed algorithm called “Modified Levy Updated-Dragonfly 

Algorithm” is used for obtaining the optimal value of grey level thresholding and training of 

neural network in an optimal way. This algorithm enhances the accuracy of segmentation and 

decreases the error among the forecasted and real results of the NN. Lastly, this classification 

accuracy shows the effectiveness of the proposed DR detection method. 
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4.2 Related Work  

In 2019, Chakraborty et al. [58] have labeled a supervised learning algorithm with Artificial 

Neural Network (ANN) for obtaining the best results in detecting DR. The features that were 

extracted from the input retinal images were subjected to the ANN-oriented classifier. By 

assessing many attributes of the existing ANN, the customized ANN was designed for 

enhancing the accuracy of the proposed model. ANN employed here was feed-forward Back 

Propagation Neural Network (BPNN). It has been confirmed that the developed approach 

provided the best outcomes in DR detection. In 2019, Leeza and Farooq [59] have suggested 

an improved automated model for detecting the severity of DR. This was dictionary-based 

and pre-processing methods where post-processing is not included. The proposed model 

combined the pathological representation of an explicit image into a learning outline. To 

calculate the descriptive features, points of interest were detected. For generating the 

dictionary, these features were grouped. Later, pooling and coding were subjected to compact 

the feature representation. To categorize the images into five classes such as mild, severe 

PDR, NPDR, moderate and normal. The method includes radial basis kernel SVM and NN as 

classifiers. Thus, the developed algorithm has provided good outcomes in detecting DR when 

compared to conventional algorithms. 

In 2014, Franklin and Rajan [60] have introduced an algorithm for detecting the presence of 

exudates automatically, which was useful for the specialists in diagnosis and development of 

DR. By using their high grey-level variations, exudates were usually detected, which were 

employed by ANN by giving “size, texture, shape and color as the features”. Using the 

DIARETDB1 dataset, the characteristics of the developed model were validated. The 

outcomes have proven that the proposed model was performing well in detecting DR. In 

2011, Marin et al. [61] have introduced a new supervised learning algorithm for the blood 

vessel detection from the retinal fundus images. For pixel classification, this algorithm has 

employed NN, whereas, for pixel representation, 7-D vector consisted of “gray-level and 

moment invariants-based features” were computed. By using “STARE and DRIVE datasets”, 

the proposed model was assessed. The results have proven that the proposed model was 

accurate for detecting vessels using STARE database images. 

In 2018, Amin et al. [62] have recommended an automatic technique for “DR detection and 

classification”. To improve the ROI, a local contrast improvement model was employed on 

grayscale images. For the accurate lesions region segmentation, an adaptive thresholding 
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approach with mathematical morphology was employed. Next, the “statistical and 

geometrical features” were joined for the best classification. By using E-aphtha, 

DIARETDB1, local datasets and MESSIDOR, the developed method was evaluated. In 2020, 

Kumar et al. [63] have offered an automatic model for early diagnosis by enhanced 

segmentation approaches for “blood vessels and optic disc”. The early symptoms of DR are 

hemorrhages, red lesions and microaneurysms. For detecting hemorrhages and 

microaneurysms, improved models were proposed that were used for early diagnosis of DR. 

The developed DR detection model has included five phases like “pre-processing, blood 

vessel detection, fovea localization, optic disc segmentation, feature extraction and 

classification”. To perform pre-processing and detecting blood vessels, mathematical 

morphology operation was employed, whereas for optic disc segmentation, watershed 

transform was utilized. The major intuition was to introduce enhanced segmentation 

approaches for “optic disc and blood vessels”. For disease classification, Radial Basis 

Function Neural Network (RBF-NN) was used. Moreover, the RBF-NN was trained using the 

microaneurysms and hemorrhages features. Therefore, the accuracy of the developed model 

was analyzed based on specificity and sensitivity. 

By using the K-means clustering algorithm, [64] introduced a novel approach for hard 

exudate detection. From the analysis, the sensitivity of the introduced model is high. During 

image acquisition, the developed model has little false detection because of artifacts and less 

contrast. 

Osareh et al. [65] introduced an exudates detection system via the local contrast enhancement 

and color normalization. The implementation of neural networks, as well as the fuzzy C-

means clustering, also took place. But the technique functioned only on LUV color space and 

the accuracy of detection was less for the non-uniform illumination. Akara et al. [66] 

described the exudates detection by an automatic technique for detecting the exudates having 

low contrast digital images with the help of an FCM clustering technique. Contrast 

enhancement preprocessing was subjected to four features as, “intensity, the standard 

deviation on intensity, hue and many edge pixels”. These were revealed as input to the coarse 

segmentation by the FCM clustering technique. Rajput and Patil addressed a technique for the 

hard exudates detection [67] with the help of the k-means clustering algorithm. The 

sensitivity also showed better results. Yet, this suffered from false detection because of the 

very less artifacts and contrast in the image acquisition process.  
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A three-layered perceptron structure [68] namely “single output layer, single input layer and 

single hidden layer NN” is employed. Moreover, 243 neurons are considered as input, in 

which one neuron is considered as output and 50 hidden neurons. Here, a scaled conjugate 

gradient method was employed for detection. When an NN classifier is employed then the 

network output lies between 0 and 1.  

4.3 Proposed Methodology  

The block diagram representation of the proposed DR detection model is given in Fig. 4.1.  

 

 

 

  

 

 

 

 

 

 

 

 

 

  

 

Fig. 4.1: Block diagram representation of proposed DR detection method 
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In this, the DR detection model is presented for classifying the normal images and DR-

affected images from various retinal images. These images are taken as the input images that 

are generally used for eye-related disease detection by the image processing approaches.  

This DR diagnostic model is composed of four phases like “Image Pre-processing, Blood 

Vessel Segmentation, Feature Extraction and Classification”.  At the initial process, the input 

images are pre-processed using the average filter and CLAHE. To improve the local contrast, 

the CLAHE method is used, after applying the CLAHE the average filtering eliminates the 

noise from the input images that support protecting the sharp features. The pre-processed 

images are further employed for segmenting the blood vessels that is accomplished by a few 

processes. By using the grey-level thresholding method, the “contrast-enhanced and the 

filtered images” are thresholded. The key points such as 𝐾1and 𝐾2 are extracted from the 

“contrast-enhanced images and the filtered images” using SIFT method respectively. The key 

points  𝐾1 and 𝐾2 with two images are differenced and thus subjected for grey level 

thresholding. To obtain the blood vessel segmented image, the key points extracted images 

and the enhanced images are combined. After segmenting the blood vessels the features are 

extracted by feature extraction processes like LBP, TEM and Entropy. The texture 

characteristics are described using the LBP method, the energy available in the region is 

found using TEM and the entropy like Shannon and Kapur metrics are applied to measure 

entropy. For the categorization of “normal images and abnormal images”, the combined 

features are further applied to the NN-based classifier. The proposed DR detection model 

mainly relies on the two stages like classification and segmentation. The novel meta-heuristic 

algorithm is proposed for the classification and segmentation stages, which is known as 

“Modified Leavy Updated Dragonfly Algorithm (MLU-DA)”. In the segmentation stage, the 

proposed MLU-DA is applied for the optimization of levels of thresholding in the Grey level 

thresholding method. This optimization is done for the accuracy maximization within the 

“ground truth and segmented images”. The training Levenberg–Marquardt (LM) method is 

substituted using the suggested MLU-DA in the NN-based classification process, where the 

weight of NN using the proposed MLU-DA is updated for minimizing the classification error. 

Therefore in the “segmentation and classification” process, the developed MLU-DA is very 

reliable and robust for improving the DR diagnostic system. Here the labels are correctly 

assigned to the retinal fundus images for categorizing the normal and DR affected images 

having more accuracy.     
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Consider the input image is represented as imIp  for DR detection, the contrast-enhanced 

image using CLAHE approach is denoted as CLAHEIp , the blood vessel segmented image is 

represented as segIp ,  the average filtered image is termed as filtIp , and from the segmented 

blood vessels, the entire features extracted are termed as feaFE , where nffea ,,2,1  , here the 

number of features are termed as nf . 

4.3.1 Pre-processing 

The input images are subjected to the pre-processing stage, where it is done by CLAHE and 

average filtering methods. 

 Contrast Limited Adaptive Histogram Equalization (CLAHE) 

CLAHE is utilized for improving the image contrast and it is providing the optimal 

equalization in terms of the highest entropy and also limits the image brightness. CLAHE is 

implemented by the following sequential processes such as splitting of each input image into 

the same size including 8×8 blocks of contextual regions that are in a non-overlapping 

manner, each image will be combined to the neighborhood of 64 pixels. Secondly, for each 

contextual region, compute the intensity histogram. Thirdly, the clip boundaries are assigned 

for clipping the histograms and it is fixed as the least optimal value that is represented as the 

threshold parameter for adapting the image brightness effectively. Further, change each 

histogram by selecting the transformation functions. The modification of each histogram is 

done by the boundary of the preset clip limit. The mathematical representation is depicted in 

Eq. (4.1).  

                                          minminmax PvbvCPDPvPvPv                 (4.1) 

Here, the estimated pixel value is defined as Pv , where the maximum pixel value and the 

minimum pixel value are represented as
maxPv and

minPv respectively, the brightness level is 

represented as bv and the cumulative probability distribution is shown as )(bvCPD . Modify the 

gray level for exponential distribution based on Eq. (4.2). 

                                    
 )(1ln

1
min bvCPDPvPv 











                          (4.2) 

In Eq. (4.2), the clip parameter is indicated as . CLAHE technique is efficient because of the 

ability to work on tiny image parts that are known as tiles other than the whole image. It 

improves the brightness of every tile, thus enables the matching of each histogram output 
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region with the histogram stated via the distribution type. Finally, with the help of the bilinear 

interpolation method, the neighboring tiles are joined and the grayscale values are altered.  

The CLAHE pre-processed images are termed as CLAHEIp that is given to the average filter for 

filtering operation. 

 Average Filtering: The pattern of the target pixel is improved by the average filtering 

method, after this, the average is taken for all the pixel values. The image feature aids to 

examine the image shape and size. The average filtering for an image CLAHEIp
 is 

represented in Eq. (4.3). 

                                    
 


 jiIp

TS
Ip CLAHEfilt ,

1

                      
(4.3) 

Where TS   is the size of the mask.  

4.3.2. Blood Vessel Segmentation  

After pre-processing the images are given to the process of segmentation. The below steps 

are considered for segmenting the blood vessels. Initially, the SIFT [69] operation is applied 

for the pre-processed images like CLAHEIp   and filtIp   get two images along with their key points. 

Moreover, by using the optimized grey-level thresholding the variation among these two 

images along with their two groups of key points are found. Later, a morphological operation 

referred to as area opening is applied for the elimination of the small pixels. After applying 

the “optimized grey-level thresholding and morphological operation”, the subtraction is 

performed among CLAHEIp
 and filtIp . Finally, the final segmented image is obtained by 

combining the two images.  

The gray level thresholding approach segments the blood vessels that are based on the 

conviction about the image that has a bimodal histogram. Thus a simple method is developed 

for object extraction. For this operation, the level of threshold is employed that is considered 

as LoT for dividing the modes. The representation of the threshold value for an image is 

mentioned in Eq. (4.4), which leads to a binary image.   
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                           (4.4) 

In the above equation, the pixel along with the intensity value 1 of the image is the same as 

the objects and 0 is the same to the background. The proposed segmentation process is based 
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on the optimization of the threshold level LoT  by using the proposed modified levy 

updated dragonfly algorithm that affects achieving better segmentation accuracy. Therefore 

the segmented image is obtained and it is represented as segIp .
  

The proposed DR detection model mainly focuses on two sections like segmentation and 

classification. The accuracy of the segmentation should be maximized and minimal detection 

error should be achieved. Initially the accuracy among the “segmented blood vessels and the 

ground truth image” is maximized. To attain the above-mentioned objective function, the 

modification is done in the grey level thresholding, where the proposed MLU-DA is 

employed for controlling the levels of thresholding.  

The objective function is formulated in Eq. (4.5). 

𝑂𝑏𝑗1 = 𝑀𝑎𝑥(𝐴𝑐𝑐)                                                                  (4.5)   

The accuracy is termed as Acc  that is given in Eq. (2.1), of section 2.5.  

The second objective is reducing the detection error. This is done by the error variation 

among detected outcomes and the actual outcome. It is given in in Eq. (4.6) 

𝑂𝑏𝑗2 = 𝑀𝑖𝑛(𝐸𝐹)                                                                 (4.6) 

Where, EF  is the error function. 

The proposed MLU-DA is utilized for optimizing the segmentation and classification phases 

and the solution encoding for the above stages is given in Fig.4.2. Here, the thresholding 

levels are optimized in the grey level thresholding-based segmentation phase. Here the level 

is denoted as Le  in the range of [-20, 20]. The weights are updated by the proposed MLU-DA 

in the neural network classifier.  

 

 

  

 

 

Fig. 4.2: Solution encoding for the developed DR detection method in the classification and 

segmentation  
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4.3.3 Feature Extraction 

The segmented blood vessels are given for the feature extraction process that is carried out by 

three methods like “Local Binary Pattern, Texture Energy Measure and Entropy”.  

i) Local Binary Pattern(LBP) 

Local Binary Pattern [70] is effectively used for several applications since texture features are 

significant due to the strong and efficient texture descriptor. The image pixels are labeled by 

the LBP operator using the neighborhood thresholding of every pixel among the middle 

value, thus the result is obtained in binary number form. A descriptor is considered by the 

labeled image histogram  jiIpseg , that is given in Eq. (4.7).  

                       
 

ji

segim nlimimjiIpInHG
,

1,,0),),((                            (4.7) 

The number of labels is represented as nl  that is given by the LBP operator and if A is true 

then 1)( AIn , and if A is false then the value of )(AIn is 0 . A uniformity measure )(UM is 

described based on Eq. (4.8), for obtaining a rotation-invariant uniform pattern by 

considering a PB -bit binary number as RBPBLBP , , where ),,,,( 0121 rorororo PBPB   Here, the 

values are ≤ 2 in Eq. (4.9).  
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Here, the gray value is termed as cpgr , and the gray value of PB points is denoted as cvgr
, 

1,,0  PBpb  . The circles are selected with several radii over the center pixels by using 

LBP and also a multi-scale examination is executed. After that, LBP images are divided for 

each scale. “Energy and entropy” of the LBP image are built around a diverse count of pixels 

that are used as feature descriptors.  

ii) Texture Energy Meausure(TEM) 

For calculating the TEM, Law’s mask [71] is considered for the better performance on 

texture descriptor that is used for various applications. The energy presented in the filter 

regions are estimated based on the alterations of texture energy pleaded to the image. Further, 

all masks are obtained from 1-D vector five pixels lengths like 5,5,5,5,5 LandRSEW that are 
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represented as the wave, edge, spot, ripple and level, respectively. From the segmented image

segIp , the texture data is extracted by the convolution of images with 2D mask. If the filter is 

used as 5L and 5E the abtained texture image depends on the Eq. (4.10) 

                                  
55),(55 ELjiIpText segEL                          (4.10) 

To normalize the contrast of the residual texture images ),( jiText , the texture image 55LLText is 

used; this is given in Eq. (4.11).  
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The results are moved to the TEM filter, which contains the moving non-linear window 

average of total values as defined in Eq. (4.12). 
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An invariant TEM is denoted as IT  that is obtained by combining the entire 25 TEM 

descriptors and 1p  and 1q  are constants. IT  is given in Eq. (4.13).  
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iii)  Entropy 

Generally, entropy is defined as “the uncertainty associated with the randomness”. For the 

proposed DR detection model there are two entropy approaches considered that are Shannon 

and Kapur entropy. Consider the segmented image as ),( jiIpseg
with different gray values 

diGv , where ( 𝐺𝑉𝑑𝑖
= 0,1,2 … … 𝐴𝐿 − 1 ). The normalized histogram is defined for a particular 

area of interest with the size )( neme  that is given in Eq. (4.14). 
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              (4.14) 

Furthermore, Shannon entropy is formulated in Eq. (4.15), where diEnt  represents different 

entropy values. Kapur entropy contains an additional dynamic range over a broadcasting rule 

range and this is applied for the evaluation of scatter density and regularity. 
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Kapur’s entropy is given in Eq. (4.16).  
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Here, the coefficients are represented as  and where   . Therefore, the grouping of three 

features sets like “LBP, TEM and entropy” is defined as feaFE , in which nffea ,,2,1  , and the 

count of features is termed as nf .  

4.4 Dragonfly Algorithm (DA) 

The DA is inspired by the behavior of swarms in nature either in dynamic or static nature. 

The swarm entities are fighting against enemies for getting their food.  By using the 

conventional DA, the positions are updated based on the important factors like “Cohesion, 

alignment, separation, attraction and distraction” that are inspired by the dragonfly behavior. 

The division of 
thdr dragonfly is built its neighbors as drNe that is given in Eq. (4.17).  
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Here, the location of the present individual is termed as Lo the count of neighboring 

individuals is represented as CN and the location of 
thni  the neighboring individual is 

denoted as niLo . Subsequently, alignment is calculated by Eq. (4.18). 
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In Eq. (4.18), niVe is the velocity of 
thni the neighbouring individual. Likewise, the control 

cohesion of 
thni  the dragonfly drCC  is described in Eq. (4.19). The attraction in the direction 

of food is computed based on the Eq. (4.20). 
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1                              (4.19) 
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Here, the location of source of food is referred to as FL   and Lo is the location of present 

individual. The distraction towards the enemy is measured using Eq. (4.21). 

                                   
LoEnDEdr 

                                    (4.21) 

In Eq. (4.22), the position of the enemy is specified as En . For updating the positions of 

dragonflies, two vectors are taken such as step  Lo and position )(Lo vectors. Moreover, the 

movement of each dragonfly is described using the concept of particle swarm optimization 

[72] and step vector that is calculated based on Eq. (4.22).  

  itrdrdrdrdrdritr LodeDEafAFccCCalignAlignneNeLo   1                
 (4.22) 

Here, the current iteration is denoted as itr  the separation weight and the separation of 
thdr

individuals are termed as ne  and drNe  respectively. The alignment weight and the alignment 

of 
thdr  individuals are denoted as align  and drAlign respectively. The food factor and the food 

source of 
thdr the dragonfly are termed as af and drAF  respectively.  “The weight of cohesion, 

the cohesion of 
thdr individual, the enemy factor, the location of an enemy of the 

thdr  

individual and the weight of inertia” are represented as cc , drCC , de ,
drDE  and , 

respectively. Eq. (4.22) describes the step vector. The position vector is measured using Eq. 

(4.23).  

                                    11   itritritr LoLoLo
                                    (4.23) 

Eq. (4.24) describes the updated location of the dragonfly.  Moreover at the moment, by 

using Eq. (4.25), Eq. (4.26), Eq. (4.27), and Eq. (4.28), the dragonflies are updated.   

                                    itritritr LopvLevyLoLo  )(1                                   (4.24) 

                                    
pvr

r
pvLevy

1

2

101.0)(


                                       (4.25) 

Here, the random numbers are termed as 1r and 2r in the interval of [0, 1], and the location 

vector is shown as pv and   is the direction of movement of a dragonfly. 

The Euclidean distance is calculated between all the dragonflies for establishing the 

neighborhood of an individual dragonfly and the values like Lo and Lo  are updated. The 

conventional DA algorithm is given in Algorithm 4.1. 
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 Modified Levy Updated Dragonfly Algorithm: The conventional DA also has 

limitations such as unbalanced exploitation and exploration, and premature convergence.  To 

develop and implement the performance of conventional DA and an effective system, the 

phases like segmentation and classification are improved using the proposed modified 

algorithm called MLU-DA. As an improvement, the levy update based on Eq. (4.25) is 

replaced using the new formula Eq. (4.26). 

                                      
 11   itritritr LoFLafLowfLo                                     (4.26) 

Here, the weight function is referred to as wf . For the proposed MLU-DA algorithm, this 

new updating rule offers better convergence. The algorithm of the suggested MLU-DA is 

given in Algorithm 4.2. 

 

Algorithm 4.1: Pseudo code of conventional DA  

Input: Image pixels weight function of NN 

1. Initialize X and X  

2. while the final state is not fulfilled 

 3. Update source of enemy & food  

  4. Update the terms , se , al , co , af , and de  

 5. Calculate Se , Al , Co , AF , and DE  

 6. Update the neighbor's radius 

 7. if a dragonfly is composed of at least one neighboring dragonfly 

  8. Update velocity vector by Eq. (4.23)  

  9. Update position vector by Eq. (4.24)  

 10. Else 

  11. Update position vector by Eq. (4.25)  

 12. end if 

 13. Confirm the updated solution by fitness evaluation 

14. end while 

Output: Optimized threshold value and weight functions of NN 
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4.5. Classification using Optimized Neural Network  

The “normal and abnormal images” are categorized based on the NN classifier where the 

input is given as feaFE . Because of the flexibility of NN [73], it is suitable for classification in 

various applications. A modification is done in the training of NN this is given in Fig. 4.3. 

 

 

 

Algorithm 4.2: Pseudocode of proposed MLU-DA  

Input: Image pixels and weight function of NN 

1. Initialize X and X  

2. while (the final condition is not satisfied) 

 3. Update source of enemy & food  

  4. Update the terms  , se , al , co , af , and de  

 5. Calculate Se , Al , Co , AF , and DE  

 6. Update the neighbours radius 

 7. if a dragonfly is composed of at least one neighbouring 

dragonfly 

  8. Update velocity vector by Eq. (4.24) 

  9. Update position vector by Eq. (4.25)  

 10. Else 

  11. Update position vector by Eq. (4.26). 

 12. end if 

 13. Confirm the updated solution by fitness evaluation 

14. end while 

Output: Optimized threshold value and Optimized weight function of NN 
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Fig. 4.3: Updating of weights in NN using proposed MLU-DA 

The error difference is calculated among the predicted outcome and the actual outcome that 

must be reduced using the weight
 
optimization by proposed MLU-DA.  

4.6 Results and Discussions 

The developed DR diagnosis model is developed in MATLAB 2018a, and the results are 

obtained by conducting simulations. The dataset was collected from 

“https://www5.cs.fau.de/research/data/fundus-images/:” for the experimentation. Here, the 

experiments were conducted by considering the count of iteration as 100 and the population 

size as 50. The segmentation was analyzed by comparing the proposed MLU-DA with 

conventional methods like WOA [74], GWO [75], DA and PSO-oriented gray-level 

thresholding. The performance of the classification was evaluated with the individual and 

combined features (LBP + TEM + Entropy). Additionally, the standard LM-NN was 

contrasted with the optimally trained NN for evaluating the performance. Various 

performance metrics are examined to show the characteristics of the suggested MLU-DA-

based segmentation and classification that are “Accuracy, Sensitivity, Specificity, Precision, 

FPR, FNR, NPV, FDR, F1 score and MCC”. 

 

LM MLU-DA 

Error  Error  

Updating of weights  

 

Minimized error 

Neural network 

 

1FE

 

2FE  

nfFE  

onoP
~

 Optimized 

classification 



 

50 
 

Here, the performance is analyzed based on the performance metrics like, “Accuracy, 

Sensitivity, Precision, False positive rate, False negative rate, Negative predictive value, 

False discovery rate, F1 score and Mathew correlation coefficient” which are explained with 

mathematical representation in section 2.5 of chapter 2. 

 Analysis of Segmentation 

The segmentation analysis is improved by the gray level thresholding. The characteristics of 

the optimized segmentation is estimated by differentiating the proposed MLU-DA-oriented 

gray-level thresholding with the traditional optimization algorithms such as “PSO, GWO, 

WOA, and DA-based thresholding”, hence the results of the segmented images are given in 

Fig.4.4 and the performance metrics evaluation is given in Table 4.1. Various performance 

metrics are evaluated to demonstrate the characteristics of the segmentation analysis. The 

accuracy of the segmentation analysis on developed MLU-DA is improved than the existing 

algorithms. It is 0.178% improved than traditional gray-level thresholding and 0.183% 

improved than PSO and GWO and 0.19% improved than WOA and DA-based thresholding 

respectively, which is tabulated in Table 4.1. For the proposed MLU-DA, the precision is 

1.22% enhanced than traditional gray-level thresholding, 1.27% enhanced than GWO and 

WOA based gray-level thresholding, 1.21% enhanced than PSO-based gray-level 

thresholding and 1.22% enhanced than DA-oriented gray-level thresholding. The sensitivity 

is calculated for the proposed MLU-DA algorithm that shows better results than the 

conventional methods. It is 13.9% superior to existing gray-level thresholding, 14.2% 

advanced than PSO-based gray-level thresholding, 15% better than GWO and WOA-oriented 

gray-level thresholding and 14.6% progressed than DA-oriented gray-level thresholding. 

Likewise, the other performance measures are also evaluated and show the enhanced 

performance for the proposed segmentation method. These results are used to validate the 

consequences of the optimized thresholding on segmenting the blood vessels. Hence, the 

results are proved that the performance of the proposed segmentation using the developed 

MLU-DA algorithm is efficient.  
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Fig. 4.4: Experimental outcomes for pre-processing and segmentation for DR detection 
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Table 4.1: Analysis of the developed blood vessel segmentation by optimized and standard gray level 

thresholding 

Performa
nce 

Measures 

Traditional 
gray level 

thresholdin
g 
 

PSO- 
oriented 

gray level 
thresholdin

g [72] 

GWO- based 
gray level 

thresholding 
[75] 

WOA- 
oriented gray 

level 
thresholding 

[74] 

DA- based 
gray level 

thresholding 
[110] 

MLU-DA 
oriented 

gray level 
thresholdin

g 
(Proposed) 

MCC 0.5145 0.5136 0.5119 0.5119 0.5127 0.5473 

F1-Score 0.5371 0.5362 0.5341 0.5341 0.5351 0.5759 

FDR 0.3421 0.3422 0.3418 0.3418 0.3421 0.3502 

NPV 0.9792 0.9793 0.9795 0.9795 0.9794 0.9755 

FNR 0.5460 0.5474 0.5505 0.5505 0.5489 0.4827 

FPR 0.0207 0.0206 0.0205 0.0205 0.0206 0.0244 

Precision 0.6578 0.6577 0.6581 0.6581 0.6578 0.6497 

Specificit

y 
0.9792 0.9793 0.9795 0.9795 0.9794 0.9755 

Sensitivit

y 
0.4539 0.4525 0.4494 0.4494 0.4510 0.5172 

Accuracy 0.9368 0.9368 0.9367 0.9367 0.9367 0.9385 

 

 Analysis of Texture Feature  

The texture analysis is done to show the characteristics of the grouping of “LBP and TEM”. 

The performance is compared with the proposed joined features with the individual features 

of a conventional algorithms-based NN classifier. The analysis of the performance of texture 

is depicted in Fig. 4.5, and in Table 4.2, the overall performance analysis for the texture 

analysis is shown, by comparing various performance metrics. The accuracy of the joined-

MLUDA-NN is higher while compared to the other individual features when the exact 

classification of the labels is done at the desired learning percentages. For the learning 

percentage at 90%, the accuracy of the joined-MLUDA-NN is 62%, 100% and 53.8%, 

progressed than T-MLUDA-NN, T-PSO-NN and T-DA-NN respectively, which is given in 

Fig. 4.5. (a). Better sensitivity is attained for the entire learning percentages for the proposed 

combined-MLUDA-NN. It is 15.2% and 8.88% surpassed than T-GWO-NN and -MLUDA-

NN respectively, with consideration of the learning percentage as 50%. For the suggested 

combined-MLUDA-NN, the specificity performance is enhanced for accurately identifying 

the true negative that is 42.8% and 11.1% enhanced than T-PSO-NN and T-MLUDA-NN, 

respectively for the learning percentage as 70% and this is given in Fig. 4.5(c). Likewise, 

better precision is obtained for combined-MLUDA-NN for all the learning percentages that is 

65% superior to T-GWO-NN, 100% better than T-PSO-NN and T-MLUDA-NN, and 66.6% 
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advanced than T-DA-NN. Correspondingly, the performance of the FDR and FPR is 

minimized for the proposed combined-MLUDA-NN when considering entire learning 

percentages. The FNR is calculated for the learning percentage as 20% and the better 

performance is obtained for the proposed combined-MLUDA-NN. Form Fig. 4.5 (f), it is 

66.6% and 50% superior to T-GWO-NN and T-MLUDA-NN respectively for the learning 

percentage 20. For the proposed joined-MLUDA-NN, the NPV is obtained better for all the 

learning percentages when compared to the individual features. It is 75%, 100%, and 33.3% 

more than T-PSO-NN, T-DA-NN and T-MLUDA-NN respectively for the learning 

percentage at 90% that is given Fig. 4.5 (g). From Table 4.4, the overall performance is 

measured by analyzing various performance measures and it proves the better performance 

for the proposed combined-MLUDA-NN method. The accuracy of the proposed joined-

MLUDA-NN is 7.69%, 16.6%, 3.70% and 12% improved than T-DA-NN, T-MLUDA-NN, 

T-LM-NN and T-GWO-NN and T-PSO-NN respectively.  Similarly, for the proposed joined-

MLUDA-NN method, the precision is improved than individual features. It is 16.6%, 7.69%, 

6.67% and 8.88% progressed than T-MLUDA-NN, T-DA-NN, T-LM-NN and T-PSO-NN 

and T-GWO-NN respectively. Therefore it is established that the recommended joined-

MLUDA-NN model performance is higher than the conventional methods that are considered 

from the tabular format and graphical representation.  

  
(a) (b) 

  

(c) (d) 
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(e) (f) 

  

(g) (h) 

  

(i) (j) 

 

Fig. 4.5: Texture-oriented feature extraction analysis by analysing performance measures “(a) Accuracy, (b) 

Sensitivity, (c) Specificity, (d) Precision, (e) FPR, (f) FNR, (g) NPV, (h) FDR, (i) F1 score, and (j) MCC” 
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Table 4.2: Texture feature analysis for joint features and also with optimal trained NN 

Performance 
Measures 

T-
MLUDA-

NN 
 

T-DA-
NN  

[110] 

T-
GWO-
NN [75] 

T-PSO-
NN [72] 

T-LM-
NN  [73] 

Combined-
MLUDA-

NN 
(Proposed) 

MCC 0.6000 0.7333 0.6681 0.6681 0.8165 0.8666 

F1-Score 0.8000 0.8666 0.8275 0.8275 0.8888 0.9333 

FDR 0.2000 0.1333 0.1428 0.1428 0.0000 0.0666 

NPV 0.8000 0.8666 0.8666 0.8666 1.0000 0.9333 

FNR 0.2000 0.1333 0.2000 0.2000 0.2000 0.0666 

FPR 0.2000 0.1333 0.1333 0.1333 0.0000 0.0666 

Precision 0.8000 0.8666 0.8571 0.8571 1.0000 0.9333 

Specificity 0.8000 0.8666 0.8666 0.8666 1.0000 0.9333 

Sensitivity 0.8000 0.8666 0.8000 0.8000 0.8000 0.9333 

Accuracy 0.8000 0.8666 0.8333 0.8333 0.9000 0.9333 

 

 Analysis of Entropy Feature  

The entropy features are analyzed by comparing the proposed combined-MLUDA-NN model 

with the conventional optimization-based NN classifier using the various performance 

metrics that are depicted in Fig. 4.6 and Table 4.3. The learning percentage is considered as 

20% for the proposed combined-MLUDA-NN, the accuracy is advanced than conventional 

methods. It is 11.3%, 5.37%, 8.88% and 2.08% better than E-MLUDA-NN, E-PSO-NN, E-

GWO-NN and E-DA-NN respectively. Similarly, the suggested combined-MLUDA-NN 

model is showing the improved characteristics for the entire measures when differentiated to 

various conventional methods.  

  

 
(a) 

 
(b) 
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(c) (d) 

  

(e) (f) 

  

(g) (h) 

  

(i) (j) 

Fig. 4.6: Entropy-oriented feature extraction analysis by analyzing the performance metrics  

“(a) Accuracy, (b) Sensitivity, (c) Specificity, (d) Precision, (e) FPR, (f) FNR, (g) NPV, (h) FDR, (i) F1 score, 

and (j) MCC” 

 

 



 

57 
 

Table 4.3: Feature analysis of entropy-based combined features with optimally trained NN 

Performance 
Measures 

E-
MLUDA-

NN 

E-
GWO-

NN 
[75] 

E-PSO-
NN 
[72] 

E-LM-
NN 
[73] 

E-DA-
NN 

[110] 

Combined-
MLUDA-

NN 
(Proposed) 

MCC 0.6681 0.8165 0.6681 0.8165 0.7333 0.8666 

F1-Score 0.8387 0.8888 0.8275 0.8888 0.8666 0.9333 

FDR 0.1875 0.0000 0.1428 0.0000 0.1333 0.0666 

NPV 0.8000 1.0000 0.8666 1.0000 0.8666 0.9333 

FNR 0.1333 0.2000 0.2000 0.2000 0.1333 0.0666 

FPR 0.2000 0.0000 0.1333 0.0000 0.1333 0.0666 

Precision 0.8125 1.0000 0.8571 1.0000 0.8666 0.9333 

Specificity 0.8000 1.0000 0.8666 1.0000 0.8666 0.9333 

Sensitivity 0.8666 0.8000 0.8000 0.8000 0.8666 0.9333 

Accuracy 0.8333 0.9000 0.8333 0.9000 0.8666 0.9333 

 

 Analysis of Classification  

For the proposed MLUDA-NN algorithm, the overall performance is analyzed by comparing 

the conventional algorithms based on trained NN and the performance representation is given 

in Fig. 4.7 and Table 4.4. The performance metrics are evaluated for the proposed MLUDA-

NN algorithm analysis that is differentiated from the traditional algorithms like PSO-NN, 

DA-NN, GWO-NN and LM-NN, which is producing better results. Therefore, from the 

analysis, the proposed MLUDA-NN method is more effective for DR detection.  

  
(a) (b) 
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(c) (d) 

  

(e) (f) 

  

(g) (h) 

  

(i) (j) 

Fig. 4.7: Performance analysis with respect to Learning Percentage “(a) Accuracy, (b) Sensitivity, (c) 

Specificity, (d) Precision, (e) FPR, (f) FNR, (g) NPV, (h) FDR, (i) F1 score, and (j) MCC” 
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Table 4.4: Overall performance analysis 

Performance 
Measures 

DA-NN 
[110] 

GWO-
NN[75] 

PSO-
NN[72] 

LM-NN 
[73] 

MLUDA-
NN 

(Proposed) 

MCC 0.6000 0.6000 0.6000 0.6054 0.8666 

F1-Score 0.8000 0.8000 0.8000 0.8125 0.9333 

FDR 0.2000 0.2000 0.2000 0.2352 0.0666 

NPV 0.8000 0.8000 0.8000 0.7333 0.9333 

FNR 0.2000 0.2000 0.2000 0.1333 0.0666 

FPR 0.2000 0.2000 0.2000 0.2666 0.0666 

Precision 0.8000 0.8000 0.8000 0.7647 0.9333 

Specificity 0.8000 0.8000 0.8000 0.7333 0.9333 

Sensitivity 0.8000 0.8000 0.8000 0.8666 0.9333 

Accuracy 0.8000 0.8000 0.8000 0.8000 0.9333 

 

4.7 Summary  

This chapter has offered a newly developed system for early DR detection and diagnosis. At 

first, the retinal fundus images are taken for the input of pre-processing stage. The 

enhancement is done for the images using the “CLAHE and average filter methods”. Further, 

the improved images are given to the blood vessel segmentation technique where the 

segmentation is executed by the optimized grey-level thresholding. In the feature extraction 

phase, the features are extracted from the blood vessels by using “LBP, TEM and entropy”. 

Later the collected features were subjected to a classification by considering the NN classifier 

using the optimized training algorithm. The optimal level of the threshold was generated in 

the “grey level thresholding and NN training algorithm” by the proposed MLU-DA 

algorithm. The proposed algorithm performance is compared over the conventional 

algorithms to demonstrate the overall accuracy of the suggested model. Here the overall 

accuracy of the proposed MLU-DA algorithm is 16.6% improved than traditional classifiers. 

Moreover, the precision is 22% higher than LM-NN, 16.6% superior to DA-NN, PSO-NN 

and GWO-NN. 

 

 

 

 



 

60 
 

Chapter 5 

Modified Gear and Steering-based Rider Optimization Approach 

In Chapter 4 an automatic DR detection model by using the retinal abnormality like blood 

vessels with the help of a neural network classifier is discussed. In that retina, images are 

classified as normal and abnormal cases but it is necessary to classify all the cases of DR 

from mild to severe. The neural network-based approach of classification is suitable when 

feature vector size is optimum. The classification process becomes slower when a large set of 

features are used. So feature optimization is required to remove high correlation between 

features and increase the accuracy of classification.  

5.1 Introduction 

This chapter focuses on the selection of features extracted from input image using an 

optimization algorithm that reduces the correlation between features using modified gear 

steering-based rider optimization algorithm that reduces feature vector size and enhances 

classifier accuracy. The same optimization algorithm optimizes the weight function of the 

Deep Belief Network (DBN) classifier. The proposed DR detection model [76] includes "pre-

processing, optic disc removal, blood vessel removal, abnormality segmentation, feature 

extraction, optimal feature selection and classification". In the initial step, the input image is 

given to pre-processing phase, in which CLAHE is applied for enhancing the brightness of 

the image. By using open-close watershed transformation, the elimination of optic disc is 

done. Later, for segmenting and removing the blood vessels, grey-level thresholding is 

performed. In the next step, the abnormality segmentation is accomplished by “Gabor 

filtering and Top hat transformation”. During feature extraction, features like “TEM, 

Shannon’s entropy, LBP and Kapur’s entropy” are extracted. As the feature vector length is 

found to be large, the process of feature selection is done, where unique features are selected 

with less correlation. Later, the image is classified into four classes such as “earlier, normal, 

moderate or severe stages” by optimized DBN. With the help of the proposed meta-heuristic 

algorithm named “Modified gear steering based Rider Optimization Algorithm (MGS-

ROA)”, the optimal feature selection and the process of weight update in DBN is done. At the 

end, experimental evaluation is done to verify the reliable and stable performance of the 

developed model on the DIARETDB1 data set when compared to conventional models. 
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5.2 Related Work  

For detecting exudates using NN, a method was described by [77] and attained more 

accuracy by testing with 30 images. A multilayer perceptron NN approach is introduced in 

[78]. The size, edge strength, texture features and color of candidate lesions are derived and 

given as inputs to this model. Gerald et al. [79] introduced three-layered perceptron 

architecture such as, “single input layer, single hidden layer and single output layer neural 

network”. The input was composed of 243 neurons, 50 hidden neurons, and the output was 

composed of a single neuron. It also employed the scaled conjugate gradient technique. If the 

NN classifier was utilized, then the range of the network’s output lies between 0 to 1. 

Jayakumari et al.[80] explained a technique for the exudates detection by NN and attained 

90% accuracy with 30 images.  

In 2018, Sangeetha and Maheswari [81] have introduced the segmentation of blood vessels 

and retinal image extraction using “thresholding, adaptive histogram equalization, 

morphological processing and edge detection”. To detect DR automatically, a network was 

introduced using Convolutional Neural Network (CNN) for precise classification of its stages. 

This network was trained on the freely accessible datasets namely DIARETDB1_v1, DRIVE, 

and DIARETDB2 using a high-end Graphics Processing Unit (GPU). In addition to this, the 

images acquired from Aravind Eye Hospital were also used for assessing efficiency. Thus, it 

has been verified that the suggested CNN achieved the optimal accuracy in diagnosing DR 

effectively. In 2018, Wan et al. [82] have recommended CNN-oriented DR detection for 

finding an automated model for the classification of retinal images. This approach has 3 steps 

such as detection, segmentation and classification. By combining “hyper-parameter tuning 

and transfer learning”, the analysis on “VggNet, ResNet, AlexNet and GoogleNet” was done 

for performing the classification of DR images. For training these approaches, Kaggle dataset 

was used. The outcomes have proved that the proposed model has the best accuracy of CNNs 

and transfer learning for the classification of DR images. 

In 2019, Hemanth et al. [83] have offered histogram equalization and CLAHE techniques for 

performing image processing for improving the brightness of the image. Later, the classifier 

CNN was used for performing classification. By using 400 retinal images of MESSIDOR 

dataset, the developed model was assessed. For detecting DR, the appropriate image 

processing model and deep learning approaches were employed. In 2019, Zeng et al. [84] 

have trained CNN with Siamese  like structure using a transfer learning approach. In order to 
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perform prediction, the developed method has used binocular retinal images as input and their 

correlation was learned. Accuracy of 0.951 was acquired using the developed model with the 

training group of 28104 images and the testing group of 7024 images. This was more than the 

conventional monocular approach. It was trained for verifying the efficiency of the binocular 

model and analyzed on 10% validation set. The outcomes have demonstrated that the 

suggested model attained more kappa scores. 

In 2019, Qummar et al. [85] have proffered different computer vision-oriented approaches for 

automatic detection of DR and its features from retinal fundus images. Yet, these approaches 

were not capable of encoding the underlying complex features and classified several stages of 

DR by obtaining less accuracy. Here, the public Kaggle dataset was employed from the 

retinal images for training an ensemble of five CNN methods for encoding rich features and 

enhanced the classification for various DR stages. The test results have proved that the 

proposed method accurately detected entire phases of DR. In 2019, Sun [86] has presented 

two-fold approaches for detecting DR effectively. CNN approach was applied to 1-D 

unrelated datasets. For gradient dispersion prevention, CNN was merged with the Batch 

Normalization (BN) layer. An adaptive learning rate model was merged and optimized the 

proposed system. The tests have revealed that the proposed model has obtained the best 

training and testing accuracy. 

In 2019 Gao et al. [87] have developed an automatic DR detection model and offered better 

suggestions to the patients who were suffering from DR. By giving proper treatment to the 

patients, a dataset of DR retinal fundus images was used. With this dataset, Deep CNN was 

trained for severity gradation of DR fundus images. For a four-degree classification task 

during the experiment, more accuracy was obtained. During the clinical evaluation in many 

hospitals, the developed model attained a more consistent rate. In 2020, Gazhal et al. [88] 

have recommended CAD model for diagnosing NPDR using CNNs. For Optical Coherence 

Tomography (OCT) imaging modality, the developed model was introduced. Here, the 

analysis of all deployment aspects of the developed model was done for the pre-processing 

phase. Later extracting input retinal features for training CNN using the principles of transfer 

learning is done.  Optimization of CNN is done for merging the features efficiently. This 

process was done by exploring many situations in the system setup. Later, the best one was 

selected from the outcomes that shown to be two pre-trained CNNs based models, where the 

first CNN was uniquely given using the patches of the nasal retina and the next one using the 
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patches of the temporal retina. The outcomes have demonstrated that the suggested transfer 

learning-based CAD model achieved optimal accuracy. 

In 2020, Ayhan et al. [89] have described an instinctive model based on test-time data 

augmentation is done to quantify the uncertainty in the diagnosis of existing DNN for DR 

detection. It has revealed that the derived uncertainty measure was well-calibrated, which 

helped the physicians to analyze the diagnosis procedure. This resulted in the process of the 

combined uncertainty treatment in DNN-based diagnostic models. In 2020, Zago et al. [90] 

have modeled a lesion localization approach with a deep network patch-based model. The 

major aim was to decrease the complications of the method by enhancing its performance. 

For selecting the training patches, efficient processes that included two CNN models were 

designed, thus the challenging examples were provided special attention in the training 

procedure. The decision of DR was subjected to the first image by using the region labeling 

without using special training. By using the benchmark DIARETDB1 dataset, the introduced 

model was trained. It has been experimented on many datasets without any alteration in the 

designed methodology. 

In 2019, Nazir et al. [91] have suggested a novel model for accurate detection of several DR 

phases by improving the research on content-based image retrieval. The fundus images were 

denoted using the new Tetragonal Local Octa-Pattern (T-LOP) features for attaining the 

performance which is close to the manual examination process for huge datasets, which were 

categorized by Extreme Learning Machine (ELM). The developed model was compared over 

conventional models for justifying the importance of the model consisting of deep learning-

oriented models using four datasets of varying lengths. The test outcomes have confirmed the 

effectiveness of the DR detection model for serving as a best solution to offer accurate details 

of DR severity efficiently 

5.3 Proposed Methodology 

The proposed model consists of recognition of abnormality region, feature extraction from 

the region, optimization of features and classification. The present chapter aims in detecting 

the DR condition automatically. Many eye-related diseases, which cause blindness, are 

“glaucoma, age-related macular degeneration and DR”. Image processing is done for 

detecting eye infections efficiently that is helpful for ophthalmologists for screening the 

patients and performing clinical analysis. By evaluating the retinal abnormalities like soft 
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exudates, haemorrhages, hard exudates and microaneurysms, it is possible to identify the 

retinal diseases. Fig. 5.1 shows the block diagram of the proposed DR detection model.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.1 Developed architecture of DR detection method 

Initially, the retinal image is subjected to pre-processing phase, where green channel content 

is obtained and then CLAHE is performed for image enhancement. By using open-close 

watershed transformation, the segmentation and elimination of optic disc are performed. To 

split the touching objects available in an image, watershed transform is employed that 

identifies “catchment basins and watershed ridge lines” in an image by considering it as a 

surface. By using grey-level thresholding, blood vessels are segmented and removed. The 

features such as “Shannon’s entropy, LBP, TEM and Kapur’s entropy” are extracted in the 

feature extraction phase for further processing. “Shannon's and Kapur's entropy” describes 

the expected data value existing in an image. LBP is employed for the texture feature 
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extraction of an image and TEM is employed for finding the energy. As the size of the feature 

vector tends to be high, the process of feature selection is accomplished, which chooses the 

individual features with minimum correlation. For selecting the individual features, optimal 

feature selection is done in the proposed method. To accomplish the feature selection process, 

an enhanced meta-heuristic algorithm known as, “modified gear steering based rider 

optimization algorithm (MGS-ROA)” is employed. Further, the optimally selected features 

using developed MGS-ROA are applied to an optimized classifier named DBN to detect DR. 

Here, the weights for DBN are tuned by the proposed MGS-ROA algorithm. The major intent 

of the optimized DR detection is to decrease the correlation of the “chosen features and 

reduce the error”. Therefore, the final classification method provides the result concerning the 

diagnosis of DR as severe, moderate, earlier and normal states. 

Consider imIp
 as input retinal fundus image. The term proIp

 
represents the pre-processed 

retinal fundus image. The optic disc removal image is denoted as odrIp , and the blood vessel 

removal image is denoted as bvrIp . In the next step, the term abnIp
 denotes the abnormality 

segmented image.  From the segmented abnormalities, the input features are given by feaIp , in 

which nffea ,,2,1  , and the count of features are denoted as nf . The optimal feature 

selection is denoted as 

feaIp , in which  nffea ,,2,1  , where nf is the count of optimal 

features. 

5.3.1 Pre-processing 

The pre-processing of the retinal images is done by extracting green channel content from 

retina image and applying “Contrast Limited Adaptive Histogram Equalization (CLAHE)”. 

Green Channel Extraction: RGB image includes three channels such as, “red, green and 

blue” here green channel is extracted which contains significant details. The input images 

have less contrast. After green channel extraction, the abnormalities are observed clearly as it 

has more contrast.  

“Contrast Limited Adaptive Histogram Equalization” [92], the contrast enhancement of the 

image by CLAHE is described in Section 4.3.1. Therefore, the final pre-processed image is 

given by proIp , which is used for optic disc segmentation and extraction. 
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5.3.2 Segmentation of Retinal Abnormalities  

Once the pre-processing is done, open-close watershed transformation [93] is performed for 

segmenting the optic disc. At first, the image is given for segmentation. Once the image is 

read, the structuring element of that particular image is defined. “Morphological dilation 

followed by opening-closing” is done to the structured element. Later, the markers of the 

background are computed and those images are applied to watershed transformation. In the 

later step, the process is subjected for performing quantitative analysis. To tackle the dark and 

bright elements, an open-close or close-open watershed method is used. The mathematical 

formulation of morphological image opening on proIp
 

using a structuring element D is 

denoted in Eq. (2.1) of section. 2.3, in chapter 2 and closing is shown in Eq. (5.1). 

                                    
  DDIpDIp prepre                                            (5.1) 

Where ‘  ’ is the morphological image opening operator. 

The watershed line is a function that combines a set of points of a function, which doesn’t 

belong to any other catchment basin and the corresponding equation is denoted in Eq. (5.2). 

                               

      
o

t

tshd rgmcbsfspfWtr 







                                (5.2) 

Where  fsp
 is the support function,  𝑟𝑔𝑚𝑡 is the regional minima,  𝑐𝑏𝑠(𝑟𝑔𝑚𝑡) is catchment 

basin with regional minima and t  represents a catchment basin. Skeleton by Influence Zones 

(SKIZ) is computed by analyzing the distance transformation over foreground image 

Once the watershed ridgelines are computed, the image’s intensity is modified by 

reconstructing morphological operations, thus it has regional minima in the required 

locations. Therefore, the resultant image is defined as odrIp , which is employed for future 

processing. 

In this model, the segmentation of blood vessels is accomplished by the grey level 

thresholding, which is extracted based on the method used in Chapter 4, Section 4.3.2, and 

the final image is defined as bvrIp . 

Here, the abnormality segmentation is accomplished by Top hat transformation and Gabor 

filtering mechanisms. 
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Top Hat Transform [94]: This is defined as the variance among “image opening and the 

actual image”. Here, the main intent is to light the objects on dark background, which 

improves the image’s brightness. In addition, the top hat transform of the segmented image 

bvrIp is denoted in Eq. (5.3). Here, the structuring element is given by D . 

                                         
   DIpIpIpT bvrbvrbvr                                     (5.3) 

Gabor Filtering [95]: It is generated from two components called Gaussian and sinusoidal. It 

has the ability to associate the optimal representation of “spatial domain and the orientation 

direction”. Once the segmentation of abnormalities is performed, the image is represented as 

abnIp
 and it is further subjected to extract the features. 

5.3.3 Feature Extraction 

The features such as “LBP, TEM, Shannon’s and Kapur’s entropy” are extracted and the 

description of each feature extraction is given in Section 4.3.3, of Chapter 4. The size of the 

feature vector becomes large so it should be optimized to minimize the correlation between 

features and speed up the classification process. From the input features feaIp , the optimal 

features are selected using the proposed algorithm named MGS-ROA. The optimally selected 

features are denoted as 

feaIp . 

5.3.4 Modified Gear Steering based-Rider Optimization Algorithm (MGS-ROA) 

In a conventional rider optimization algorithm (ROA) [96], a group of riders is considered 

who move towards the same target to be the winner of the race. In this situation, a local 

minimum is prohibited by small local neighborhood, which is controlled by the attacker. 

However, fast convergence rate is obtained by many global neighborhoods and this is done 

by the overtaker. Instead of having some advantages, this model is frequently stuck in 

resolving the various optimization problems. In conventional ROA, the update process of the 

bypass rider’s location is done by Eq. (5.4). The location of the bypass rider is given by BpR

tsLR 1  

and the position of the leading rider at ts time steps is given by tsLR . Further, the random 

values of riders that lies in between 0 and rn  is given by   and , whereas the random values 

that are ranging from 0 and 1 is given by  and . The riders are indicated by p
 and q with 

the term cn  indicating the count of coordinates. 

                              
         qqLRqpLRLR tsts

BpR

ts   1,,1                    (5.4) 
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Moreover, the update process of the follower is given by Eq. (5.5). Here, the term 
lerLR

denotes the position of the rider and the term csl represents the co-ordinate selector. The 
thp

rider’s steering angle in 
thCs co-ordinate is given by

ts

CspSTR , , and the term 
ts

pdstn
 
indicates the 

distance traveled by 
thp rider. This is measured by the product of the rider’s velocity with the 

inverse rate of off time, which is expressed in Eq. (5.6), in which the off time is defined as

tsoff ler is leading rider location and the velocity of the rider 
ts

pvlr  is denoted in Eq. (5.7). 

     
        ts

p

lerts

Csp

lerFlw

ts dstncsllerLRSTRcsllerLRcslpLR  ,cos,, ,1         (5.5) 
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In the above equation the gear of the 𝑃𝑡ℎ  rider at ts time step is given by
ts

pgr , the gear’s speed 

limit of 𝑃𝑡ℎ
 rider is given by 

gr

pspd , the brake and accelerator of 
thp  rider are denoted as 

ts

pbrk and 
ts

pacc , respectively. The overtaker is updated based on three factors such as 

“direction indicator, co-ordinate selector and relative success rate”, the respective equation is 

denoted in Eq. (5.8). 

                   
        csllerLRpdricslpLRcslpLR ler

tsts

Ovt

ts ,,,1                          (5.8) 

In the above equation, the location of 
thp rider in csl co-ordinate selector is shown by

 cslpLROvt

ts ,1 , the term  pdrits denotes the direction indicator of 
thp rider at ts  time. By 

using the relative success rate, the direction is measured and it is denoted in Eq. (5.9) based 

on Eq. (5.10). Here, the relative successive rate of 
thp rider is given by  pRls rs

ts at ts  time 

steps and the success rate of 
thp rider at time ts  is denoted as  psrt ts . 
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       (5.10) 

In addition, the attacker’s update process is represented in Eq. (5.11). Here, the position of 

the leading rider is denoted as  qlerLRler , , and the term ts

qpSTR , denotes the steering angle of 

thp rider in thq co-ordinate is given by ts

qpSTR , . 

                       
         ts

p

lerts

qp

lerAtk

ts dstnqlerLRSTRqlerLRqpLR  ,cos,, ,1        (5.11) 

As an improvement, the developed MGS-ROA modifies the update process of steering angle 

and gear for improving the performance of the conventional ROA. This can be defined based 

on the fitness function of the present solution PFt , in which the maximum fitness value is 

given by maxFt . The gear ts

pgr is updated based on maximum gear value i.e., 5 when MAXP FtFt 
 

and the update of steering angle is done using Eq. (5.12). Consequently, the gear ts

pgr is 

updated based on the minimum gear value i.e., 1, whereas the update of steering angle is done 

by Eq. (5.13). Here, the distance function is denoted as Distn and it is expressed in Eq. (5.14). 

                                   
DstncSTRSTR tsts 1                                    (5.12) 

                                   
DstncSTRSTR tsts 1                                   (5.13) 
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In Eq. (5.14), the best position of the leader is given by
*

1tsLR , whereas the present location of 

the leader is given by tsLR . The pseudo code of the developed MGS-ROA is depicted in 

Algorithm 5.1. 
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Algorithm 5.1: Proposed MGS-ROA 

Input: Image pixels, feature vectors and weight function of DBN 

 
1 Random rider location initialization tsrg  

2           Population initialization 

3 Rider parameter declaration such as steering angle STR , gear gr , accelerator acc     
and brake br  

4           Determine success rate itsur  

5 while  offTiit   

6         for RNtoc 1  

7 By pass rider’s location is updated by Eq. (5.4) 

8 Follower’s location is updated by Eq. (5.5) 
9 Overtaker’s location is updated by Eq. (5.8) 

10 Attacker’s location is updated by Eq. (5.11) 

11 Based on itsur
 rank the riders 

12 Riders are selected based on maximum itsur
 as the leading rider 

13 Update ST , ge , acc , and br  

14 If MAXC FF   

15 If 5it

cge  

16 it

c

it

c gege 1  

17 Else  
18 11  it

c

it

c gege  

19 End if 

20 Steering angle is updated using Eq. (5.12) 

21 Else  

22 If 1it

cge  

23 it

c

it

c gege 1  

24 Else  

25 11  it

c

it

c gege  

26 End if 

27 Update the steering angle using Eq. (5.13) 
28 End if 

29 return
LerRG  

30 end for 

31 1 itit  

32 end while 

Output: Optimized threshold, feature vector and weight functions of DBN 
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5.3.5 Optimized Deep Belief Network for Classification 

For effective detection of DR, an optimally trained Deep Belief Network is employed. Deep 

Belief Network (DBN) [97] includes two types of NN's namely Restricted Boltzmann 

Machines (RBMs) and Belief Networks. DBN is an unsupervised learning algorithm, apart 

from backpropagation NNs and perceptron. DBN consists of many layers, in which every 

layer consists of visible neurons and hidden neurons in the input and the output layer, 

respectively. To achieve best outcomes, Boltzmann machines are considered as the building 

blocks of DBN.  

The major intuition of Boltzmann network approach is to define the input patterns accurately 

as per Boltzmann distribution. With the help of the gradient descend model, the Boltzmann 

energy is used during training to define the least possible energy of the method to the given 

input. The major cause of this is the associations between the “visible and hidden neurons”, 

which makes the neuron states to rely on each other.  

During the calculation of energy difference, RBM is not relied on “visible and hidden 

neurons”. This training is done by the unsupervised learning algorithm. By encoding the 

input data’s probability distribution [98] into the parameters of weight, RBM is learned. 

RBM permits the probability using the energy function. With the help of the proposed model, 

the time used by RBM for achieving the association is quite complex, thus contrastive 

divergence (CD) is used. This produces faster convergence rate during the system 

distribution. 

In the proposed DR detection model, the DBN training is performed by MGS-ROA and RBM 

for error minimization. For detecting DR automatically, two objective models are considered. 

The first objective is to minimize the correlation among the features and the other objective is 

to reduce the error difference among the real and the predicted output of DBN classification. 

At first, the features need to be chosen such that the correlation among the features must be 

lesser. It has the probability of defining more accuracy when the correlation among the 

features is minimum. The correlation among the two features c and d  are denoted in Eq. 

(5.15), here the count of feature pairs is denoted as
eNfp . Therefore, the first objective is to 

minimize the correlation among the features as shown in Eq. (5.16). 

                         
      

  






2222 ddNfPccNfP

dccdNfP
Crltn

                         

        (5.15) 
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𝑂𝑏𝑓1 = 𝑀𝑖𝑛(𝐶𝑟𝑙𝑡𝑛)                                                       (5.16) 

The original resultant vector of DBN is represented as
aC , whereas the predicted result is 

given by
aD . In Eq. (5.17), the error function between the predicted and the actual result is 

represented. Objective function that is used to minimize the error is shown in Eq. (5.18). 

                          
aa DCMR                               (5.17) 

𝑂𝑏𝑓1 = 𝑀𝑖𝑛(𝑀𝑅)                                                       (5.16) 

By using the developed MGS-ROA, the objective model is acquired, thus the best detection 

accuracy is attained. In order to select the optimal features and weight optimization in DBN 

classification, the developed MGS-ROA is employed. Fig. 5.2 shows the solution encoding 

for optimal feature selection, whereas Fig. 5.3 gives the solution encoding of optimized 

weight in DBN classifier. 

 

 

Fig. 5.2: Optimal feature selection in solution pattern 

 

 

                                                 

Fig. 5.3: DBN weight update in solution pattern 

5.4 Results and Discussions 

The experimental details and outcomes obtained by this method are discussed in the 

following steps. 

The proposed DR detection model is developed using MATLAB 2018a, and the analysis is 

carried out. The dataset named DIARETDB1 is employed for performing the experiment that 

is composed of 89 color fundus images for analyzing the proposed model. From the retinal 

images, the specialists have marked the regions belonging to “hard exudates, 

microaneurysms, soft exudates and hemorrhages”. The population size for assessing the 

feature selection is considered as 10, whereas the maximum count of iterations is fixed to 

100. The performance of the proposed MGS-ROA-based DBN is compared over traditional 

“PSO-DBN, GWO-DBN, WOA-DBN, and ROA-DBN” concerning the evaluation metrics 

1Ip  
2Ip  

feaIp    

1M  
2M    wmNM  
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like "accuracy, sensitivity, specificity, precision, FPR, FNR, NPV, FDR, F1-score, and 

MCC". Here, the ten performance measures are employed for the experiment and the 

evaluation of each measure is explained in Chapter 2, Section 2.5.  

 Analysis of Segmentation  

The segmentation outcomes of “pre-processing, removal of optic disc and blood vessel and 

abnormality segmentation” are depicted in Fig. 5.4. 
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Fig. 5.4: Experimental outcomes of retinal image processing phases 

 Analysis of Performance Measures  

The analysis of the introduced MGS-ROA-DBN and the conventional meta-heuristic-oriented 

DBN algorithms in terms of the learning percentage is shown in Figure 5.5. The accuracy of 

the labeled MGS-ROA-DBN is attaining the best detection accuracy over existing algorithms 

at any of the learning percentages. In Fig. 5.5 (a), the accuracy of the suggested MGS-ROA-

DBN is 6.6% better than PSO-DBN and 2.1% superior to WOA-DBN when considering the 

learning percentage as 45%. The specificity of the enhanced MGS-ROA-DBN is computed 

efficiently compared to traditional algorithms when considering any of the learning 

percentages and it is given in Fig. 5.5 (c). At learning percentage 100, the specificity of the 

proposed MGS-ROA-DBN is 6.8% more than GWO-DBN, 3.3% more than ROA-DBN, 

16.2% enhanced than PSO-DBN, 12.7% enhanced than DBN and 9.4% enhanced than WOA-

DBN. In Fig. 5.5 (d), the precision of the developed MGS-ROA-DBN has accurately defined 

the positive values from the entire values. At learning percentage 45, the precision of the 

recommended MGS-ROA-DBN is 16.2% better than PSO-DBN and 4.4% better than WOA-

DBN. The NPV of the implemented MGS-ROA-DBN from Fig. 5.5 (g) is 4.2% improved 

than WOA-DBN, 3.1% advanced than ROA-DBN, 10.1% advanced than PSO-DBN and 

8.8% advanced than DBN at learning percentage 65. The MCC of the presented MGS-ROA-

DBN at learning percentage 50 is 8.2% and 27.7% progressed than WOA-DBN and PSO-

DBN from Fig. 5.5 (j). Therefore, the results have shown that the offered MGS-ROA-DBN is 

attaining the best detection accuracy in detecting retinal fundus images. In Table 5.1, the 

analysis of the implemented MGS-ROA-DBN and the existing algorithms is tabulated. The 

accuracy of the suggested MGS-ROA-DBN is accurately detecting DR when compared to 

other algorithms. It is 5.1% superior to GWO-DBN, 2.5% superior to ROA-DBN, 10.8% 

superior to WOA-DBN, and 13.8% superior to PSO-DBN. The precision of the suggested 

MGS-ROA-DBN is exactly determined by the positive values from the whole values. Thus, it 

is 26.6% superior to WOA-DBN, 5.5% enhanced than ROA-DBN, 35.7% surpassed than 

PSO-DBN and 11.7% surpassed than GWO-DBN. In next level, the NPV of the developed 
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MGS-ROA-DBN is 1.6% enhanced than ROA-DBN, 6.7% enhanced than WOA-DBN, 3.2% 

enhanced than GWO-DBN and 8.6% more than PSO-DBN. From the above results, it is 

shown that the introduced MGS-ROA-DBN is performing well in DR detection. 

  

(a) (b) 

  

(c) (d) 
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(e) (f) 

  

(g) (h) 

  

(i) (j) 

Figure 5.5: Performance analysis of developed and traditional heuristic algorithms for DR detection with 

consideration of “(a) accuracy, (b) sensitivity, (c) specificity, (d) precision, (e) FPR, (f) FNR, (g) NPV, (h) FDR, 

(i) F1-score, and (j) MCC” 
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Table 5.1 Overall performance analysis of the developed and traditional algorithms for detecting DR 

Performance 
Measures 

ROA-
DBN 
[96] 

PSO-
DBN 
[72] 

GWO-
DBN 
[75] 

WOA-
DBN 
[74] 

MGS-ROA-
DBN 

(Proposed) 

MCC 0.7575 0.5151 0.6969 0.5757 0.8181 

F1-score 0.8181 0.6363 0.7727 0.6818 0.8636 

FDR 0.1818 0.3636 0.2272 0.3181 0.1363 

NPV 0.9393 0.8787 0.9242 0.8939 0.9545 

FNR 0.1818 0.3636 0.2272 0.3181 0.1363 

FPR 0.0606 0.1212 0.0757 0.1060 0.0454 

Precision 0.8181 0.6363 0.7727 0.6818 0.8636 

Specificity 0.9393 0.8787 0.9242 0.8939 0.9545 

Sensitivity 0.8181 0.6363 0.7727 0.6818 0.8636 

Accuracy 0.9090 0.8181 0.8863 0.8409 0.9318 

 

 Analysis on Different Classifiers 

Table 5.2 shows the performance of the proposed MGS-ROA-DBN and conventional 

machine learning algorithms. From Table, the accuracy of the developed MGS-ROA-DBN 

accurately defined the positive values. The accuracy of the improved MGS-ROA-DBN is 

32.2% surpassed than KNN, 17.1% surpassed than SVM and DBN and 30.1% surpassed than 

NN. In addition, the precision of the presented MGS-ROA-DBN is exactly described by the 

positive values from the entire values. It is 52.6% more than KNN, 46.1% more than SVM as 

well as DBN and 55.4% progressed than NN. Therefore, it is confirmed that the developed 

MGS-ROA-DBN is performing well in DR detection. 
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Table 5.2: Overall algorithmic analysis of the developed and existing machine learning algorithms.  

Performance 
Measures 

SVM [112] KNN [111] NN [73] DBN [97] 
MGS-ROA-

DBN 
(Proposed) 

MCC 0.4545 0.2121 0.1294 0.4545 0.8181 

F1-score 0.5909 0.4090 0.2857 0.5909 0.8636 

FDR 0.4090 0.5909 0.6153 0.4090 0.1363 

NPV 0.8636 0.8030 0.8787 0.8636 0.9545 

FNR 0.4090 0.5909 0.7727 0.4090 0.1363 

FPR 0.1363 0.1969 0.1212 0.1363 0.0454 

Precision 0.5909 0.4090 0.3846 0.5909 0.8636 

Specificity 0.8636 0.8030 0.8787 0.8636 0.9545 

Sensitivity 0.5909 0.4090 0.2272 0.5909 0.8636 

Accuracy 0.7954 0.7045 0.7159 0.7954 0.9318 

 

5.5 Summary 

This chapter has introduced a new method named MGS-ROA-DBN to implement the 

automatic detection of DR by analyzing the abnormalities of the retina like “microaneurysms, 

hemorrhages, hard and soft exudates”. The proposed DR detection model has included "pre-

processing, optic disc removal, blood vessel removal, segmentation of abnormalities and 

classification". In the initial step, the retinal fundus image is given as input to the pre-

processing phase, in which the “green channel conversion and CLAHE” is done for 

enhancing the brightness of the image. Next, the optic disc is eradicated by open-close 

watershed transformation. Further, the blood vessels are segmented and eliminated using 

grey-level thresholding. Once the blood vessels are removed, the abnormality segmentation is 

accomplished using “top-hat transformation and Gabor filtering”. The features like “LBP, 

TEM, Shannon's and Kapur's entropy” are extracted. Further, the feature vector is found to be 

large, thus the optimal feature selection is done for selecting the unique features with 

minimum correlation. Later, the image classification is done into four classes namely earlier, 

normal, severe and moderate stages by a DBN-based classification algorithm. From the 

analysis, it is proven that the accuracy of the developed MGS-ROA-DBN is 30.1% superior 

to NN, 32.2% superior to KNN and 17.1% superior to SVM and DBN. Thus, it is cleared 

from the above results that the proposed MGS-ROA-DBN is performing well in DR 

detection. 
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Chapter 6 

Trial-based Bypass Improved Dragonfly Algorithm Approach  

In Chapter 5, the focus is on detection of DR through segmenting retinal abnormalities, 

feature extraction, selection of features from extracted features and classification using 

improved gear steering based rider optimization algorithm. Rider optimization algorithm 

reduces feature vector size and improves classification accuracy. Furthermore effective 

feature optimization algorithm can still reduce the correlation in feature vector significantly 

and in turn, increases the speed and accuracy of DR detection.   

6.1 Introduction  

This chapter intends to introduce a novel approach using a proposed algorithm “Trial based 

Bypss improved Dragonfly Algorithm (TB-DA)” for feature optimization and classification 

in DR detection [99] by performing three analyses based on the “optic disc, blood vessels and 

abnormalities of the retina”. At first, the pre-processing phases such as green channel 

conversion and CLAHE are done for enhancing the brightness of the image. Later, the 

segmentation process begins with the segmentation of the optic disc, which is done by open-

close watershed transform. Next, the segmentation of blood vessels is done by grey level 

thresholding. By using “top-hat transformation and Gabor filtering”, the abnormalities such 

as “microaneurysms, hemorrhages, hard and soft exudates” are segmented. The features such 

as “LBP, TEM, and Shannon's and Kapur's entropy” are extracted from the segmented 

images and further, it is subjected to optimal feature selection. It is done by the proposed 

“Trial-based Bypass Improved Dragonfly Algorithm (TB-DA)”. These optimally chosen 

features are given to a hybrid machine learning algorithm which is formed by combining 

“NN and DBN”. As an improvement, the same TB-DA algorithm is employed for improving 

the training of a hybrid classifier that results in the classification of “normal, mild, moderate 

or severe images” on the basis of the abnormality level. 

6.2 Related Work 

In 2019, Xuechen et al. [100] have aimed in providing an OCT image-oriented detection 

approach for automatic detection in an early stage, which included both grades 1 and 0. It has 

helped the specialists by giving treatment and evaluation, decreasing the loss of vision rate by 

allowing accurate and timely detection. Here, a new deep learning network named 



 

80 
 

OCTD_Net was introduced and analyzed for detecting DR in an early stage. From the actual 

OCT image, one of the networks layer extracted features of the retina and the other extracted 

retinal layer information. By the developed network, the analysis of the retinal layers and the 

features learned suggested that the grade 1 DR patients can be presented using major 

alterations in the thickness and certain retinal layers reflection. However, grade 0 DR patients 

do not have major alterations. The heat maps of the trained network also recommended that 

patients with early DR have shown various textures around the zones of the ellipsoid and 

myoid, photoreceptor outer segments and inner nuclear layers that must receive more 

attention for early detection of DR. 

In 2020, Wang et al. [101] have developed a novel model for detecting hemorrhages with 

“Deep Convolutional Neural Network (DCNN) and multi-feature joint representation”. In 

this methodology, a novel optimized mathematical morphological model was introduced, 

which initially segmented hemorrhage candidates precisely. Later, each candidate was 

classified by combined features on the basis of deep features combined with the Highest 

Common Factor (HCF) that was developed using ridge regression-oriented feature fusion. 

For constructing HCF, this model has used “multi-space-based intensity features, GLCM-

based texture descriptor, Gray Level Size Zone Matrix (GLSZM)-based texture descriptor 

and geometric features” were used. The DCNN was used for automatic learning the deep 

information of hemorrhages. Thus for recognizing the true hemorrhages between candidates, 

a random forest classifier was used. By considering two standard datasets, the developed 

model was analyzed. The results have shown that the presented model was appropriate for 

clinical applications based on clinical images from a local hospital. The introduced model 

combined the conventional HCFs and deep learning features from DCNN for hemorrhages 

detection. Further, the developed feature selection and combined model decreased the feature 

dimension and enhanced the detection accuracy of hemorrhages 

Sundararaj et al. [102] have addressed a MLP NN method that identified the exudates 

availability in the fundus images. The inputs were derived from “color, size, the strength of 

edge and texture features” associated with the candidate lesions.  

By using SVM and Naive Bayes (NB) classifiers, the research on “feature selection and 

classification” of exudates is developed in [103]. Initially, NB was subjected to the training 

set that included 15 features, which were extracted from equal count of negative examples 

and every positive illustration of exudates pixels. For eliminating features from the classifier, 
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feature selection was done on Naive Bayes approach. Later, both SVM and NB classifiers 

were compared to a baseline nearest neighbor classifier with the optimal feature set from both 

the classifiers. The results have been confirmed that SVM and NB are performing well when 

compared over nearest neighbor classifiers.  

In 2018, Kar and Maity [104] have suggested a novel and automatic lesion detection model 

that involved pre-processing, vessel extraction, removal of optic disc, candidate lesion 

detection and post-processing. Initially, the “blood vessels and optic disc” were conquered for 

facilitating more processing. The curvelet-oriented edge enhancement accomplishment was 

used for split the dark lesions. By using an optimally designed wideband pass filter, the 

contrast among the “bright lesions and background” was improved. Later, the maximization 

of “Laplacian of Gaussian response and matched filter response” was done. To define the 

best values for the fuzzy function parameters, DE algorithm was utilized, which determined 

the candidate region threshold for segmentation. Further, morphology-based post-processing 

was subjected for excluding the false detection of candidate pixels. The simulations were 

performed on various public datasets for analyzing the proposed model. 

In 2020, Usman and Almejalli [105] have addressed a new technique for microaneurysms 

detection from the retinal fundus images automatically. For evolving a mathematical 

expression, the developed model employed genetic programming (GP) and a group of 28 

chosen features from the pre-processed images. The optimal expression was evolved by 

generating a stepwise enhancement procedure through the bilinearization of fitness scores. 

For real-world applications, the best expression was later employed as a classifier. By using 

three datasets that are publicly available, the test outcomes validated the usefulness of the 

developed model. 

In 2020, Roshini et al. [106] have labeled an automatic DR detection model that included 

three phases like “image pre-processing, blood vessel segmentation and classification”. In 

pre-processing, the conversion of RGB to “Lab and contrast enhancement” was done. This 

contrast enhancement was performed by histogram equalization. In the next step the 

segmentation process included thresholding the contrast-enhanced and filtered images.The 

thresholding include keypoints of filtered images and contrast-enhanced images and summing 

both the thresholded binary images. By the developed average filtering model, the filtering of 

an image was accomplished, in which the filter coefficients were tuned using the suggested 

Fitness Probability‐based Cat Swarm Optimization (FP-CSO). Later, Deep CNN was used for 
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classification, where the improvement was used on the Convolutional layer that was 

optimally produced by the developed FP-CSO algorithm. As the traditional CSO algorithm 

was relied on the fitness probability in the improved model and named it as FP-CSO. 

Furthermore, the performance analysis and the comparative analysis have concluded that the 

proposed model was effective in DR detection. 

In 2019, Selcuk and Alkan [107] have intended for accurate, efficient and automatic detection 

of microaneurysms that were complex for color fundus image detection in an early stage. For 

this purpose, ant colony optimization algorithm was used in place of existing image 

processing models. From the retinal fundus images of DIARETDB1 and MESSIDOR 

datasets, the structure of retinal vascular was extracted. In the next step the microaneurysm 

segmentation was performed by ant colony algorithm. For five various image processing and 

clustering models, the similar process was given for comparing the behavior of the developed 

model over traditional models. By eye specialist doctor, the manually detected 

microaneurysm images were employed for computing the conventional models performances. 

The similarities among microaneurysms that were segmented automatically or manually were 

experimented by Dice and Jaccard similarity index values. The results have proven that 

varying performances were seen in the traditional microaneurysm segmentation based on the 

quality of an image. Consequently, the developed model acquired consistent performance 

without reducing the brightness of an image.  Thus, it was manifested that the developed 

model has detected microaneurysms effectively even with poor image quality and it helped 

the ophthalmologists for detecting DR easily  

 Sinthanayothin et al. [108] have addressed an automatic DR detection via a window-oriented 

recursive region growing segmentation algorithm. The hard exudates could only be detected. 

Hence, an effective technique was needed to overcome the shortcomings of the traditional 

techniques. Phillips et al [109] recognized the exudates with the help of local and global 

thresholding. The pre-processing eliminated the photographic non-uniformities and the 

exudates contrast was then improved. The lesion-oriented sensitivity of this approach was 

dependent on 14 images. The shortcoming of this approach was that various bright lesions 

were recognized in the wrong manner. There are several methods available for diabetic 

retinopathy analysis and they are discussed in [110] to reveal their performance in detecting 

retinal abnormalities.  
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6.3 Proposed Methodology 

Several attempts have been made in the past years to reduce the complexities in DR 

detection. However, there have been few faults for disease detection in an early stage with the 

conventional model. For diagnosing DR effectively, a novel approach is developed in this 

chapter by performing discrete evaluations. The architectural model of the introduced DR 

detection method is depicted in Fig. 6.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.1: Architecture representation of developed DR detection model 

 

The introduced DR detection model includes many steps like “image pre-processing, optic 

disc segmentation, blood vessel segmentation, feature extraction, optimal feature selection 

and classification”. During the pre-processing phase, the green channel conversion and 

CLAHE are accomplished for improving the image's brightness. Using the open-close 

watershed transform, the segmentation of optic disc is done. This segmentation approach is 

employed for segmenting the optic disc by using the beneficial concepts of region processing. 
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Later, the segmentation of blood vessels is done using grey-level thresholding. Furthermore, 

the abnormality segmentation is performed by “top hat transformation and Gabor filtering 

approaches”. By considering the optic disc, blood vessels and segmented abnormalities such 

as “hard exudates, hemorrhages, Microaneurysm and soft exudates”, this model concentrates 

on the assessment of DR detection. To extract features like “LBP, TEM and entropy”, each 

segmented image is taken into consideration. The optimal feature selection is done for 

decreasing the feature-length and this is done by the hybrid TB-DA algorithm. These 

optimized features are subjected to a machine learning algorithm which is formed by 

combining “NN and DBN” classifiers. Here, the weight update of both “NN and DBN” is 

optimized by the proposed TB-DA algorithm, in which the classification of the image is done 

as “normal, mild, moderate, or severe” on the basis of the analysis of three components. 

During the optimal feature selection, the major intuition of the proposed TB-DA algorithm is 

to reduce the correlation among the chosen features, whereas to minimize the error difference 

among the “forecasted and the actual outcome” during the weight update in the hybrid 

classifier. 

 Image Description 

Consider 
imIp as input retinal fundus image. The term proIp

 
represents the pre-processed 

retinal fundus image. The optic disc removed image is denoted as
odrIp and the blood vessel 

removed image is denoted as
bvrIp . Likewise, the term 

abnIp denotes the abnormality segmented 

image.  From the segmented abnormalities, the input features are given by feaIp , in which

nffea ,,2,1  , and the count of features are denoted as nf . The optimal feature selection is 

denoted as 

feaIp , in which  nffea ,,2,1  , and nf  is the count of optimal features. 

 Objective function 

In the proposed DR diagnosis model, there are two objectives, which are resolved by the 

developed DR detection method. Initially, the objective is to minimize the correlation among 

the selected features during the optimal feature selection. This is performed by the proposed 

TB-DA algorithm. The correlation among two features is defined as c and d and the count of 

feature pairs is defined as
eNfp . The minimized correlation function that comes under optimal 

feature selection is defined in Eq. (5.16) and Eq. (5.18) of section 5.3.5. 
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In addition, the other objective is to reduce the error difference among the “actual and 

forecasted output” of both NN and DBN by performing optimal training using the proposed 

TB-DA. The error function between the actual and the forecasted output is defined in Eq. 

(6.1). Here, the actual output vector is given by 
dD and the forecasted output of both NN and 

DBN is denoted as
dE . Thus, the objective function of optimal classification is done on the 

basis of Eq. (6.2). 

                                                
dd EDer                                                                    (6.1) 

                                     
 erMer

dbn
ne

nn
ne MM ,

minarg2                                         (6.2) 

Therefore, the developed TB-DA is employed for acquiring the better performance on DR 

detection using “optimal feature selection and classification”. Pre-processing, segmentation 

and features extraction methods are same as discussed in chapter 5.  

6.3.1 Optimal Feature Selection 

From the given input features feaIp , the optimal features are chosen by the implemented TB-

DA, which is used for selecting optimal features 

feaIp . Fig. 6.2 shows the solution encoding of 

optimal feature selection. 

 

 

Figure 6.2: Solution encoding for optimal feature selection 

The complete description of the conventional Dragonfly Algorithm is given in Section 4.4 of 

Chapter 4. The conventional ROA is explained in Chapter 5, Section 5.3.4. 

6.3.2 Trial Based-Dragonfly Algorithm 

The conventional DA is performing well in solving compound optimization issues. However, 

it has some challenges such as random flight interruption as it has more searching phases and 

searches space overflow. The concept of ROA is developed for enhancing the LFM of DA. 

The major benefits of ROA are less expensive and can solve complex tasks. In addition to 

this, ROA is capable of acquiring the global optimal solutions. Thus, the hybrid model named 

TB-DA is introduced with the combination of DA and ROA to detect DR effectively. Several 
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optimization algorithms are merged in the earlier contributions to developing a novel 

hybridized algorithm. These hybridized algorithms produce the best results for particular 

search complexities. For attaining the fast convergence rate, this hybrid algorithm employs 

the benefits of discrete optimization algorithms. The convergence behavior has been provided 

for being best when compared to conventional algorithms. Based on the trial, the proposed 

TB-DA is operated that is counted when there is no enhancement in the solution. When the 

trial is less than or equal to 5, the general update process of DA is done. If the trial is greater 

than 5, the solution is updated using the bypass rider based on Eq. (6.3). Here, the terms 

and  are the random values that lies in between 0 and 1,  and the terms  and  indicate the 

random values ranging from 0 to rd , k is leading rider position. The step-by-step procedure 

of introduced TB-DA is shown in Algorithm 6.1. 

                     
         kkLokkLoLo itritritr    1,,1                         (6.3) 

 

 

 

 

Algorithm 6.1: Proposed TB-DA 
 

Input: Image pixels, feature vectors and weight function of NN and DBN 

1. The entire solution of dragonflies X is initialized 

2. while the final condition is not satisfied 
3. If  5trial  

4. Update source of food & enemy 

5. update  , se , al , co , af , and de  

6. Compute Se , Al , Co , Af , and De  

7. Update the radius of neighbours 

8. If a dragonfly has at least one neighboring dragonfly 
9. Update velocity vector 

10. Update position vector 

11. Else 
12. Update position vector 
13. end if 
14. End if 
15. Else 
16. If  5trial  

17. Update the solution by bypass rider by Eq. (6.3) 

18. End if 
19. Validate the updated solution by fitness evaluation 

20. end while 
Output: Optimized threshold value, feature vector and weight function 
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6.3.3 Hybrid Classifier 

In order to detect DR, the hybridization of DBN and NN is employed, where the training 

algorithm is enhanced by the developed TB-DA. To update the weight of both NN and DBN 

based on Fig. 6.3, the proposed TB-DA algorithm is used. Here, the weight function of NN 

and DBN are denoted as
nn

neM and
dbn

neM , respectively. The description of NN is provided in 

Chapter 4 and the description of DBN is given in Chapter 5. 

 

 

Fig. 6.3: Optimal classification in solution pattern 

6.4 Results and Discussions 

The developed DR detection method was programmed using MATLAB 2018a and the 

analysis was performed. In order to assess the developed model, the dataset named 

DIARETDB1 is employed. The population size considered for the experiment is 10, whereas 

the total count of maximum iterations is considered as 100. The performance of the 

developed TB-DA-based NN+DBN is compared over “WOA-DBN+NN, ROA-DBN+NN, 

MGS-ROA-DBN+NN, DA-DBN+NN and MLU-DA-DBN+NN” in terms of the 

performance measures like "accuracy, sensitivity, specificity, precision, FPR, FNR, NPV, 

FDR, F1-score and MCC". 

 Analysis of Segmentation  

Fig. 6.4 portrays the test results of optic disc, blood vessels and abnormality segmentation. 
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Blood vessel 
segmentation 

     
Abnormality 
segmentation 

     

Fig. 6.4: Experimental Results for retina image segmentation 

 Analysis of Performance Measures 

The analysis of optic disc using the developed TB-DA-DBN+NN and the traditional meta-

heuristic-based DBN+NN is depicted in Figure 6.5. The accuracy of the labeled TB-DA-

DBN+NN is improved when compared over conventional algorithms when considering any 

of the learning percentages and it is shown in Fig. 6.5 (a). It is 12.5% superior to MLU-DA-

DBN+NN, 16.1% advanced than WOA-DBN+NN and 20% advanced than MGS-ROA-

DBN+NN at a learning percentage 85. When considering any of the learning percentages in 

Fig. 6.5 (b), the precision of the implemented TB-DA-DBN+NN is acquiring best 

performance in DR detection. At learning percentage 85, the precision of the enhanced TB-

DA-DBN+NN is 25% better than WOA-DBN+NN, 56% better than DA-DBN+NN, 72% 

surpassed than ROA-DBN+NN, 76% surpassed than MGS-ROA-DBN+NN and 100% better 

than MLU-DA-DBN+NN. Moreover, it is confirmed that the remaining measures are also 

exhibiting the best performance at any of the learning percentages for the proposed TB-DA-

DBN+NN. In Table 6.1, the overall performance analysis of the proposed TB-DA-DBN+NN 

and the existing heuristic algorithms for effective DR detection are tabulated. The accuracy of 

the proposed TB-DA-DBN+NN is 25.8%, 21.6%, 15.8%, 19.6% and 7.3% advanced than 

WOA-DBN+NN, ROA-DBN+NN, MGS-ROA-DBN+NN, DA-DBN+NN and MLU-DA-

DBN+NN, respectively. In addition, it is proved that the performance of the introduced TB-

DA-DBN+NN is well in detecting DR. In Figure 6.6, the classification performance of the 

developed TB-DA-DBN+NN is compared over traditional classifiers concerning learning 

percentage for DR detection is shown. The accuracy of TB-DA-DBN+NN is 25% surpassed 

than DBN+NN, 15.3% surpassed than NN, and 50% surpassed than DBN when taking the 

learning percentage as 85, which is shown in Fig.6.6 (a). Additionally, the precision of the 

recommended TB-DA-DBN+NN is acquiring best results when compared over conventional 

machine learning algorithms and it is displayed in Fig.6.6 (b). At learning percentage 75, the 



 

89 
 

precision of the developed TB-DA-DBN+NN is 9.4% higher than DBN+NN and NN and 

77.1% higher than DBN. The overall performance of the suggested TB-DA-DBN+NN and 

the traditional classifiers is revealed in Table 6.2. From Table, the accuracy of the proffered 

TB-DA-DBN+NN is 49% progressed than DBN and 14.1% progressed than NN and 

DBN+NN, respectively. Therefore, it is confirmed that the recommended TB-DA-DBN+NN 

has obtained the optimal outcomes in detecting DR. 

  

(a) (b) 

 

(c) 

Fig. 6.5: Analysis of DR detection by segmenting optic disc using three performance metrics like (a) “Accuracy, 

(b) Precision, and (c) F1 score” 
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Table 6.1: Analysis on performance metrics for detecting diabetic retinopathy from optic disc using different 

heuristic-based hybrid classifier 

Performance 
Measures 

WOA-
DBN+NN 

[72] 

ROA-
DBN+NN 

[97] 

MGS-ROA-
DBN+NN 

(73) 

DA-
DBN+NN 

[111] 

MLU-
DA-

DBN+NN 

TB-DA-
DBN+NN 

(Proposed) 

MCC -0.0463 -0.0300 -0.0781 -0.0216 0.1198 0.3866 

F1-score 0.1176 0.1250 0.0740 0.1290 0.2307 0.4444 

FDR 0.9200 0.9130 0.9444 0.9090 0.8235 0.6666 

NPV 0.7088 0.7341 0.7848 0.7468 0.8227 0.8481 

FNR 0.7777 0.7777 0.8888 0.7777 0.6666 0.3333 

FPR 0.2911 0.2658 0.2151 0.2531 0.1772 0.1519 

Precision 0.0800 0.0869 0.0555 0.0909 0.1764 0.3333 

Specificity 0.7088 0.7341 0.7848 0.7468 0.8227 0.8481 

Sensitivity 0.2222 0.2222 0.1111 0.2222 0.3333 0.6666 

Accuracy 0.6590 0.6818 0.7159 0.6931 0.7727 0.8295 

 

  
(a) (b) 

 
(c) 

Fig. 6.6: Analysis of DR detection by segmenting optic disc using various conventional classifiers for 

performance metrics like “(a) Accuracy, (b) Precision, and (c) F1 score” 
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Table 6.2: Analysis on performance metrics for detecting diabetic retinopathy from optic disc using different 

existing classifiers 

Performance 
Measures 

DBN NN DBN+NN 
 

TB-DA-
DBN+NN 

(Proposed) 

MCC -0.1137 0.0749 0.0749 0.3866 

F1-score 0.0930 0.2000 0.2000 0.4444 

FDR 0.9411 0.8571 0.8571 0.6666 

NPV 0.5949 0.7721 0.7721 0.8481 

FNR 0.7777 0.6666 0.6666 0.3333 

FPR 0.4050 0.2278 0.2278 0.1519 

Precision 0.0588 0.1428 0.1428 0.3333 

Specificity 0.5949 0.7721 0.7721 0.8481 

Sensitivity 0.2222 0.3333 0.3333 0.6666 

Accuracy 0.5568 0.7272 0.7272 0.8295 

 

Fig. 6.7 shows the performance analysis of the proposed TB-DA-DBN+NN and meta-

heuristic-oriented-DBN+NN in terms of learning percentage for detecting DR. From Fig. 6.7 

(a), when describing any of the learning percentages, the accuracy of the introduced TB-DA-

DBN+NN is attaining best results when compared over remaining algorithms. At learning 

percentage 85, the accuracy of the presented TB-DA-DBN+NN is 1.1% better than DA, 5.8% 

better than MGS-ROA, 8.4% advanced than ROA-DBN+NN and 11.1% advanced than 

MLU-DA-DBN+NN. When considering any of the learning percentages, the precision of the 

recommended TB-DA-DBN+NN is acquiring optimal performance in detecting DR. It is 

1.4% superior to MLU-DA-DBN+NN and 16.6% higher than DA-DBN+NN at learning 

percentage 50. Table 6.3 shows the overall performance of the introduced TB-DA-DBN+NN 

and the traditionalheuristic-based-DBN+NN. In Table 6.3, the accuracy of the developed TB-

DA-DBN+NN is 6.5% exceeded than WOA-DBN+NN, 3.8% exceed than ROA-DBN+NN, 

1.2% exceeded than MGS-ROA-DBN+NN and 2.5% exceeded than MLU-DA-DBN+NN 

and DA-DBN+NN. Further, the overall analysis of the improved TB-DA-DBN+NN and the 

traditional machine learning algorithms with respect to learning percentage in detecting DR is 

depicted in Fig. 6.8. At learning percentage 35, the accuracy of the introduced TB-DA-

DBN+NN is 2% progressed than DBN+NN, 41.4% progressed than NN, and 1% progressed 

than DBN and it is described in Fig. 6.8 (a). From Fig. 6.8 (b), the precision of the suggested 

TB-DA-DBN+NN at any of the learning percentages is attaining best results. It is 45% more 
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than DBN+NN, 65.5% more than NN, and 82.7% more than DBN when considering the 

learning percentage as 85. In Table 6.4, the overall analysis of the proffered TB-DA-

DBN+NN and the traditional classifiers is tabulated. The developed TB-DA-DBN+NN's 

accuracy is 6.5% advanced than DBN+NN, and DBN and 10.9% advanced than NN. Thus, it 

is demonstrated that the developed TB-DA-DBN+NN are advanced than conventional 

algorithms in DR detection. 

  

(a) (b) 

 

(c) 

Fig. 6.7: Analysis of DR detection by segmenting blood vessels using three performance metrics like, “(a) 

Accuracy, (b) Precision, and (c) F1 score” 
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Table 6.3: Analysis on performance metrics for detecting diabetic retinopathy from blood vessels using different 

heuristic-based hybrid classifier 

Performance 
Measures 

WOA-
DBN+NN 

[72] 

ROA-
DBN+NN 

[97] 

MGS-
ROA-

DBN+NN 
(73) 

DA-
DBN+NN 

[111] 

MLU-
DA-

DBN+NN 
 

TB-DA-
DBN+NN 

(Proposed) 

MCC 0.5520 0.5947 0.6448 0.6187 0.6187 0.6734 

F1-score 0.5714 0.6153 0.6666 0.6400 0.6400 0.6956 

FDR 0.5789 0.5294 0.4666 0.5000 0.5000 0.4285 

NPV 0.8607 0.8860 0.9113 0.8987 0.8987 0.9240 

FNR 0.1111 0.1111 0.1111 0.1111 0.1111 0.1111 

FPR 0.1392 0.1139 0.0886 0.1012 0.1012 0.0759 

Precision 0.4210 0.4705 0.5333 0.5000 0.5000 0.5714 

Specificity 0.8607 0.8860 0.9113 0.8987 0.8987 0.9240 

Sensitivity 0.8888 0.8888 0.8888 0.8888 0.8888 0.8888 

Accuracy 0.8636 0.8863 0.9090 0.8977 0.8977 0.9204 

 

  

(a) (b) 

 

(c) 

Fig. 6.8: Analysis of DR detection by segmenting blood vessels using various conventional classifiers for 

performance metrics like, “(a) Accuracy, (b) Precision, and (c) F1 score” 
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Table 6.4: Analysis on performance metrics for detecting diabetic retinopathy from blood vessels using different 

existing classifiers 

Performance Measures DBN [106] NN [95] DBN+NN  [106] 
TB-DA-DBN+NN 

(Proposed) 

MCC 0.4998 0.2633 0.5947 0.6734 

F1-score 0.5384 0.3478 0.6153 0.6956 

FDR 0.5882 0.7142 0.5294 0.4285 

NPV 0.8734 0.8734 0.8860 0.9240 

FNR 0.2222 0.5555 0.1111 0.1111 

FPR 0.1265 0.1265 0.1139 0.0759 

Precision 0.4117 0.2857 0.4705 0.5714 

Specificity 0.8734 0.8734 0.8860 0.9240 

Sensitivity 0.7777 0.4444 0.8888 0.8888 

Accuracy 0.8636 0.8295 0.8863 0.9204 

 

In Fig. 6.9, the performance of the introduced TB-DA-DBN+NN and the traditionalheuristic-

based-DBN+NN algorithms in terms of learning percentages for detecting DR is depicted. 

The accuracy of the suggested TB-DA-DBN+NN is gaining optimal outcomes in detecting 

DR at any of the learning percentages is depicted in Fig. 6.9 (a). When considering the 

learning percentage as 85, the accuracy of the developed TB-DA-DBN+NN is 3.4% 

improved than MLU-DA-DBN+NN, 5.8% progressed than ROA-DBN+NN, 8.4% 

progressed than DA-DBN+NN and 11.1% progressed than MGS-ROA-DBN+NN. The 

precision of the suggested TB-DA-DBN+NN at learning percentage 50 is 5.8% more than 

DA-DBN+NN, 20% more than MGS-ROA-DBN+NN, 25% more than MLU-DA-DBN+NN, 

and 50% more than WOA-DBN+NN. Table 6.5 describes the overall performance of the 

suggested TB-DA-DBN+NN and the existing algorithms for effective DR detection. Further, 

the accuracy of the introduced TB-DA-DBN+NN is 5% superior to WOA-DBN+NN and 

ROA-DBN+NN, 9.2% better than MGS-ROA-DBN+NN and 3.7% superior to DA-DBN + 

NN and MLU-DA-DBN + NN. The classification analysis of the recommended and the 

traditional classifiers concerning learning percentage for automatic DR detection is 

diagrammatically represented in Fig. 6.10. At learning percentage 85, the accuracy of the 

addressed TB-DA-DBN+NN is 13.9% progressed than DBN+NN, 11.1% progressed than 

NN and 5.8% progressed than DBN, which is shown in Fig. 6.10 (a). The precision of the 

introduced TB-DA-DBN+NN at learning percentage 85 from Fig. 6.10(b) is 56.7% 

progressed than DBN+NN, 48.7% progressed than NN and 16% progressed than DBN. 
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Furthermore, the overall classification analysis of the suggested TB-DA-DBN+NN and 

existing machine learning algorithms are tabulated in Table 6.6. The accuracy of the labeled 

TB-DA-DBN+NN is 2.4%, 3.7%, and 9.2% enhanced than DBN, NN, and DBN+NN. 

Finally, it is concluded that the improved TB-DA-DBN+NN is outperforming the 

conventional algorithms in DR detection from the retinal abnormalities 

  

(a) (b) 

 

(c) 

Fig. 6.9: Analysis of DR detection by segmenting retinal abnormalities using three performance metrics like, 

“(a) Accuracy, (b) Precision, and (c) F1 score” 
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Table 6.5: Analysis of performance metrics for detecting diabetic retinopathy from retinal abnormalities using 

different heuristic-based hybrid classifier 

Performance 
Measures 

WOA-
DBN+NN 

[91] 

ROA-
DBN+NN 

[106] 

MGS-
ROA-

DBN+NN 
(95) 

DA-
DBN+NN 

[81] 

MLU-DA-
DBN+NN 

(80) 

TB-DA-
DBN+NN 

(Proposed) 

MCC 0.6656 0.6656 0.6028 0.6448 0.6897 0.7760 

F1-score 0.6666 0.6666 0.6000 0.6666 0.6923 0.7826 

FDR 0.5000 0.5000 0.5714 0.4666 0.4705 0.3571 

NPV 0.8860 0.8860 0.8481 0.9113 0.8987 0.9367 

FNR 0.0000 0.0000 0.0000 0.1111 0.0000 0.0000 

FPR 0.1139 0.1139 0.1519 0.0886 0.1012 0.0632 

Precision 0.5000 0.5000 0.4285 0.5333 0.5294 0.6428 

Specificity 0.8860 0.8860 0.8481 0.9113 0.8987 0.9367 

Sensitivity 1.0000 1.0000 1.0000 0.8888 1.0000 1.0000 

Accuracy 0.8977 0.8977 0.8636 0.9090 0.9090 0.9431 

 

  

(a) (b) 

 

(c) 

Fig. 6.10: Analysis of DR detection by segmenting retinal abnormalities using various conventional classifiers 

for performance metrics like, “(a) Accuracy, (b) Precision, and (c) F1 score” 
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Table 6.6: Analysis on performance metrics for detecting diabetic retinopathy from retinal abnormalities using 

different existing classifiers 

Performance 
Measures 

DBN [106] NN [95] 
DBN+NN 

[106] 

TB-DA-
DBN+NN 

(Proposed) 

MCC 0.6734 0.6897 0.6028 0.7760 

F1-score 0.6956 0.6923 0.6000 0.7826 

FDR 0.4285 0.4705 0.5714 0.3571 

NPV 0.9240 0.8987 0.8481 0.9367 

FNR 0.1111 0.0000 0.0000 0.0000 

FPR 0.0759 0.1012 0.1519 0.0632 

Precision 0.5714 0.5294 0.4285 0.6428 

Specificity 0.9240 0.8987 0.8481 0.9367 

Sensitivity 0.8888 1.0000 1.0000 1.0000 

Accuracy 0.9204 0.9090 0.8636 0.9431 

 

6.5 Summary 

The developed DR detection has included three analysis models that were relied on “optic 

disc, blood vessels and abnormalities of the retina”. In the initial step, for the input images, 

the green channel conversion and the CLAHE operations are performed. By using open-close 

watershed transformations, the optic disc is segmented. Using the grey level thresholding, the 

blood vessels were segmented. The abnormality segmentation is performed using “top-hat 

transformation and Gabor filtering”. From the segmented image, the features such as “LBP, 

TEM and Entropy features” are extracted. From the extracted features, the optimal features 

are chosen as the length of features seems to be high. This optimal feature selection is 

accomplished by the proposed TB-DA algorithm. These optimal features are given to the 

hybrid classifier named NN+DBN using the new training algorithm named TB-DA 

algorithm. Finally, the performance analysis is done based on optic disc, blood vessels and 

abnormalities using many performance measures. From the performance measure indicators, 

it is observed that the developed DR detection methodology provides very good results when 

compared with many existing algorithms. 
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Chapter 7 

Conclusion and Future Scope 

The research work towards the detection of Diabetic Retinopathy is carried out with different 

approaches. This research work has analyzed the retinal fundus images to show the efficient 

diagnosis of DR by intelligent approaches. The detection of DR is carried out in various 

phases. The conclusion with respect to the research work is summarized below. 

7.1 Conclusion 

 Firstly, the blood vessels, optic disc and exudates are analyzed by various methods. For 

the detection of optic disc, the wavelet transform is employed on the DIARETDB1 

dataset. The morphological operations and DWT is used to detect the exudates and the 

classification is performed to classify images into “normal and abnormal images”. In the 

analysis of blood vessels, filtering, image enhancement and morphological operations are 

used for the DRIVE database. The morphological operation, filtering, DWT and 

computation of PSNR and MSE are applied for the CHASE_DBI and DRIVE databases. 

GLCM features are extracted and classification is performed by SVM and distance 

measures. For the first contribution, better performance analysis is achieved for 

CHASE_DBI and DRIVE databases. The sensitivity of the suggested method is 26% and 

0.38% advanced than Azzopardi and Fraz et al. respectively 

 Secondly, the research work has utilized the wavelet transform for the “segmentation and 

classification” of the retinal images. Once the images are pre-processed, then the image 

segmentation is done by the two-level DWT with mathematical morphology. Thresholding 

is performed for segmenting optic disc and exudates. Spatial density is computed to 

differentiate between optic disc and exudates. For the second contribution, the proposed 

method has achieved better classification accuracy, which is 13% and 30% superior to 

Meindert Niemeijer et al. and K. Narasimhan et al.  

 Thirdly, this research work has continued with the blood vessel segmentation and analysis 

for the detection of DR. The pre-processing is performed by the mixture of “CLAHE and 

average filter”. The blood vessel segmentation is done by the optimized Gray level 

thresholding and the feature extraction is performed by the “LBP, TEM, Shanon’s 

entropy and Kapur’s entropy”. Later, the images are classified using the optimally trained 
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NN. A new algorithm implemented called MLU-DA is used to improve the performance 

of segmentation and classification for the images as “normal and abnormal images”. 

 At the fourth phase, from the retinal fundus images, the DR diagnosis is done by the 

segmentation and analysis of the abnormalities in the retina such as “Microaneurysm, 

hemorrhages, hard exudates and soft exudates”. Once the image enhancement is 

accomplished by the CLAHE, “the optic disc and the blood vessels” are removed using 

the open-close watershed transformation and Grey Level thresholding, respectively. 

Further, the retinal abnormalities are segmented by the “Top hat transformation and 

Gabor filtering”. The resulting segmented abnormalities were subjected to the feature 

extraction process by “LBP, TEM, Shanon’s and Kapur’s entropy” and the obtained 

features are subjected to the optimal feature selection method by MGS-ROA. Then, the 

optimized DBN is employed to classify the images into normal, severe, moderate and 

earlier stages of DR. Here, the DBN weights are updated by the MGS-ROA and the 

DIARETDB1 image dataset is used for the experimentation.  For the fourth contribution, 

the proposed MGS-ROA-DBN has shown better accuracy and it is 32.2%, 30.1%, and 

17.1% superior to KNN, NN, DBN and SVM, respectively. 

 The final contribution of the research work mainly focused on the analysis of “blood 

vessels, optic disc and retinal abnormalities” for the DR diagnosis. The optic disc and the 

blood vessels are segmented using the open-close watershed transformation and Grey 

Level thresholding, respectively. The “top hat transform and Gabor filtering” are used to 

segment the abnormalities such as Microaneurysm, hemorrhages, hard exudates and soft 

exudates. From the segmented optic disc, blood vessels and abnormalities, the features are 

extracted using methods like “LBP, TEM, Shanon’s and Kapur’s entropy”. The proposed 

TB-DA is applied to execute the optimal feature selection process. The images are 

classified with the hybridization of NN and DBN, where the TB-DA is used for the 

training and classification of the images using the DIARETDB1 dataset.  For the fifth 

contribution, better accuracy is achieved by the implemented TB-DA-DBN+NN than the 

conventional algorithms. It is 20%, 16.1%, and 12.5% superior to MGS-ROA, WOA and 

MLU-DA-based DBN+NN, respectively. The proposed TB-DA-DBN+NN shown the 

better accuracy than the conventional methods for segmenting blood vessels. It is 11.1%, 

1.1%, 8.4% and 5.8% improved than MLU-DA, DA, ROA and MGS-ROA-based-

DBN+NN, respectively. The proposed TB-DA-DBN+NN are compared with the other 

existing algorithms and it has shown better accuracy for the retinal abnormalities. It is 
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11.1%, 8.4%, 5.8% and 3.4% superior to MGS-ROA, DA, ROA and MLU-DA based-

DBN+NN, respectively.  

7.2 Future Scope 

This research can be further extended by considering the below-mentioned points. 

 The developed approach can be improved by adopting various classifiers along with more 

optimal feature sets for reducing the probability of errors. For the segmented images, the 

post-processing methods can be utilized to improve the results.  

 The automatic screening can be further developed for predicting the abnormalities. This 

can assist the medical experts and patients for proper medical assistance.  

 In the future, some more abnormalities such as fibrous proliferation, maculopathy, traction 

drusen, retinal detachment, macular edema, spot, etc can also be considered.  

 For the segmentation of the blood vessels and other abnormalities, several algorithms can 

be applied further to validate the performance of the DR detection.  

 The experiments can be done by the various other standard databases. As an improvement, 

the real-time DR images can also be experimented.  

 In future, it is required to encourage the latest intelligent models from computer vision for 

categorizing the diverse stages of DR  
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