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FOREWORD

The subject of VLSI systems spans a broad range of disciplines,
including semiconductor devices and processing, integrated electronic
circuits, digital logic, design disciplines and tools for creating complex
systems, and the architecture, algorithms, and applications of complete
VLSI systems. The Addison-Wesley VLSI Systems Series is being
organized as a set of textbooks and research references that present
the best current work across this exciting and diverse field, with
each book providing for its subject a perspective that ties it to related
disciplines.

Principles of CMOS VLSI Design: A Systems Perspective by Neil
Weste and Kamran Eshraghian provides both students and practicing
system designers with a solid introduction to custom VLSI design
in the complementary MOS (CMOS) technologies. The past several
years have seen a rapid shift in the technology of choice for high-
complexity digital microelectronics from nMOS to CMOS. This shift
has occurred because CMOS offers high performance at low power,
and scales extremely well to small feature size. In spite of its ad-
vantages, and its extensive use in semi-custom gate-arrays and custom
commodity parts, CMOS has yet to be exploited to its full potential
by the VLSI system design community. CMOS design and layout
presents several intimidating complexities that Weste and Eshraghian
have effectively put to rest by the way in which they have adapted
hierarchical, structured design methods and layout abstraction to

CMOS technology.
The presentation of a coherent design style together with many
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FOREWORD

practical design examples allows this book to be used either as a
text or as a reference. Those readers already skilled in VLSI design
in the nMOS medium will find that this book yields almost instant
access to knowledge about CMOS design and many starting points
for CMOS VLSI system design. The book clarifies the similarities
and differences among the CMOS process variants and their influence
on system design. The symbolic layout approach developed in the
book further helps the designer step back from the differential details
of the process variants. We believe that designers, researchers, and
design tool builders will all find this book to be a valuable reference
as they jointly explore the frontiers of CMOS V LSI design.

Lvnn Conway
Ann Arbor. Michigan

Chuck Seitz
Pasadena. California

PREFACE

Recently there has been an interest in expanding the set of people
engaged in the design and specification of integrated circuits. This
has occurred in two main thrusts. The text Introduction to VLSI
Systems by Mead and Conway advocated what is now commonly
called “structured hierarchical design,” accompanied by a reduced
and simplified geometric and electrical rule set. That text was based
upon an nMOS depletion load technology. Design responsibility
extended down to layout details. An alternative movement, largely
supported by industry {as opposed to academia), has placed custom
L.C. design capability at the logic level at the disposal of many
system designers. This has largely been in the form of CMOS gate
arrays and, more recently, CMOS standard cells.

This text has been written to assist those who wish to 30 beyond
the standard cell and gate array approaches and realize fully custom
designs that completely utilize the potential of the silicon surface.

The material in this book is divided into several parts. The first
part deals with CMOS circuit design and CMOS processing tech-
nology. The second part deals with design issues and sub-system
design. The last part is devoted to a rich set of examples of custom-
designed CMOS circuits from which the reader may draw on the
experience of other VLSI system designers.

A centralized theme in the book is the adoption of a symbolic
layout approach to CMOS design. Most layout examples are given
in this form with some mask level layouts for a typical bulk CMOS

xi
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process. However, the symbolic designs are provided where necessary
to provide layouts with some lifetime. .

This text originated with a course that Weste taught at the Uni-
versity of North Carolina {Chapel Hill) and Duke University in the
spring of 1982. An expanded course was taught by Eshraghian at
Duke in the spring of 1983 and at the University of Adelaide in
1983/84. Dr. Kishor Trivedi taught the Duke course in the spring
of 1984. A similar course was also taught at AT&T Bell Labs (Holmdel)
in 1983. ;

The authors would like to acknowledge the support and help
of many people during the preparation of the text. Brvan Ackland
provided outstanding contributions to the outcome of the text, in-
cluding key rewrites to Chapters 2 and 4. Kishor Trivedi was kind
enough to debug a draft form of the text in his CMOS class. Steven
H. F. Law, Gershon Kedem, Dave Ditzel, Don MacLennan, Malcolm
Haskard, Alan Marriage, Marcus Paltridge, Jim Cherry, Richard Lyon,
Mike Maul, Randy Katz, Jonathan Allan, and colleagues in the Com-
puter Systems Research Laboratory of AT&T Bell Labs provided
much needed comments and criticisms of the first draft. Jay Borris
provided a great resource in the assembly of the first draft. The
support of R. L. Andersson, S. C. Knauer, J. H. O’Neill, A. Huang,
John W. Poulton, Henry Fuchs, Alan Paeth, R. H. Krambeck, and
N. S. Vasanthavada is appreciated for their contributions to Chapter
9. Alex Dickinson, Charles Poirier, and Martin Levy provided support
in the latter stages of the book.

Furthermore, the authors would like to acknowledge AT&T Bell
Labs management, especially Bill Ninke, and staff for providing the
experience, the atmosphere, and the resources without which this
book would riever have been completed. Additionally, The Mi-
croelectronics Centre of North Carolina and the associated universities,
particularly Duke and UNC (Chapel Hill}, provided the academic
environment where work on this text was started. The University
of Adelaide and Symbolics Inc. provided ongoing support for the
work on the book.

Cambridge, Massachusetts N. W.
Adelaide, South Australia K. E

ABOUT THE AUTHORS
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INTRODUCTION PART 1
TO CMOS
TECHNOLOGY

This Part orients the system designer toward CMOS technology.
Chapter 1 gives a brief overview of CMOS circuit design. Chapter
2 deals with basic MOS transistor theory. Chapter 3 summarizes
some CMOS processing technologies and also introduces typical
geometric design rules. Chapter 4 introduces techniques to estimate
performance of CMOS circuits. Chapter 3 covers at some depth the
various alternatives available to the CMQOS circuit designer.




INTRODUCTION
TO CMOS
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4  CHAPTER 1

INTRODUCTION TO CMOS CIRCUITS

1.1 Introduction

Over the past few years, Complementary Metal Oxide Silicon (CMOS
for short) technology has played an increasingly important Tole in
the world integrated circuit industry. Not that CMOS technology is
that new. In fact the basic principle behind the MOS field effect
transistor was proposed by J. Lilienfeld as early as 1925 and a similar
structure closely resembling a modern MOS transistor was propased
by O. Heil in 1935. Material problems foiled these early attempts.
Experiments with early field effect transistors led to the invention
of the bipolar transistor. The success of the latter device led to a
decline in interest in the MOS transistor. MOS devices remained
an oddity until the invention of the silicon planar process in the
early 1960s. Material and quality control problems dogged the in-
troduction of the MOS device into commercial uses until around
1967 [Cobb70}. Even then, single polarity p-type transistors or n-
transistors were favored. The use of both polarity devices on the
same substrate was initially used for very low power applications
such as watches. As the processing technology required in the fab-
rication of CMOS circuits was more complex than that for single
polarity transistors, CMOS was sparingly applied to general system
designs. As nMOS production processes became more complicated,
the additional complexity of the basic CMOS process decreased in
importance. Additionally, system designers were being faced with
very large chip sizes and power consumptions. For this, and other
reasons that will become evident during the course of this book,
CMOS technology has increased in its level of importance as a VLSI
technology.

The purpose of this book is to provide the designers of hardware
or software systems with an understanding of CMOS technology,
circuit design, layout, and system design sufficient to feel confident
with the technology. The text deals with the technology down to
the layout level of detail, thereby providing a bridge from a circuit
to a form that may be processed. At the present time, relatively
automated design approaches can take a logic schematic and au-
tomatically convert these to a chip layout. However, these approaches
do not really capitalize on the fundamental objects available in an
IC — transistors. Hopefully, with texts such as this, software sys-
tems may be constructed that capture an expert’s knowledge so that
arbitrarily structured and architected silicon systems of enormous
complexity can be built rapidly and accurately.

The book is divided into three main sections. Chapters 1-5
essentially provide a circuit view of CMOS IC design. In the first
chapter, a rather idealized view of CMOS technology will be taken
and some basic forms of logic and memory will be introduced. This

1.2 MOS TRANSISTORS

is aimed at providing an unencumbered picture of the technology
without delving into unnecessary detail. Chapter 2 deals at a greater
depth with the operation of the MOS transistor and the DC operation
of the CMOS inverter and a few other basic circuits of interest. The
phenomenon commonly known as latch-up is also discussed. Some
background to CMOS processing technology is presented in Chapter
3. The basic processes in current use are described along with some
interesting process enhancements. Some representative design rules
are also presented in this chapter. Chapter 4 treats the important
subject of performance estimation and characterization of circuit
operation. This covers speed and power dissipation. A section sum-
marizing some first order scaling effects is also included. A summary
of basic CMOS circuit forms is provided in Chapter 5. Various
clocking schemes are discussed with the emphasis being placed on
circuit design and layout. The second section comprises Chapters
6-8. These chapters present a sub-system view of CMOS design.
Chapter 6 focusses on a range of current design methods, identifying
where appropriate the factors in common with CMOS. A section
on testing is also included. Symbolic layout techniques are discussed
in Chapter 7, with particular emphasis placed on a design system
implemented by one of the authors. This is included to give an idea
of some of the components required in a custom CMOS design
system. Chapter 8 is a rather hefty chapter on sub-system design,
using the circuits discussed in Chapter 5. Discussion is commenced
with a variety of adder designs. RAMs, ROMs, and PLAs are then
covered. The final section is contained in Chapter 9. It consists of
five examples of CMOS ICs of varying complexity. The purpose of
these chapters is to illustrate the architectural decisions that lead
to a full custom chip design. Where appropriate the specific rela-
tionships to CMOS technology are noted.

1.2 MOS transistors

An MOS (Metal-Oxide-Silicon) structure is created by superimposing
several layers of conducting, insulating, and transistor forming ma-
terials. After a series of processing steps, a typical structure might
consist of levels called diffusion, polysilicon, and metal that are
separated by insulating layers. CMOS technology provides two types
of transistors {also called devices in this text), an n-type transistor
(I.IMOS] and a p-type transistor (pMOS). These are fabricated in
silicon by using either negatively doped silicon that is rich in electrons
(negatively charged) or positively doped silicon that is rich in holes
(the dual of electrons and positively charged). Typical physical

5
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1.3 MOS TRANSISTOR SWITCHES

1.3 MOS transistor switches

The gate controls the passage of current between the drain and
source. Simplilying this to the extreme allows the MOS transistors
to be viewed as simple on/off switches. In the following discussion,
we will assume that a "1' is a high voltage that is normally set to
5 volts and called POWER or Vpp. The symbol ‘0’ will be assumed
to be a low voltage that is normally set to 0 volts and called GROUND
or V. The strength of the ‘1" and ‘0’ signals can vary. The “‘strength”
of a signal is measured by its ability to sink or source current. In
general, the stronger a signal, the more current it can source or sink.
Where the term output and input are used. the output will be the
source of stronger ‘1’s and ‘0's than the input. The power supplies
{Vpp and Vyg) are the source of the strongest '1's and ‘0's.

The nMOS switch (N-SWITCH) is shown in Fig. 1.2a. The sche-
matic representation is shown along with a switch representation.
The gate has been labeled with signal s. the drain a, and the source
b. In an N-SWITCH, the switch is closed or ‘ON’ if the drain and
source are connected. This occurs when there is a ‘1’ on the GATE.
The switch is open or ‘OFF" if the drain and source are disconnected.
A ‘0’ on the GATE ensures this condition. These conditions are
summarized in Fig. 1.2b. An N-SWITCH is almost a perfect switch

n-TRANSISTOR
GATE
CONDUCTOR
DRAIN
/ INSULATOR . GATE
SOURCE
DRAIN SOURCE
| D ] :
n -DOPED
SEMICONDUCTOR SUBSTRATE SUBSTRATE
CIRCUIT’SYMBOL

p-TRANSISTOR

FIGURE 1.1. MOS transistor physical structures

structures for the two types of MOS transistors are shown in Fig.
1.1. For the n-transistor, the structure consists of a section of p-type
silicon separating two diffused areas of n-type silicon. The area
separating the n regions is capped with a sandwich consisting of
an insulator and a conducting electrude called the GATE. Similarly,
for the p-transistor the structure consists of a section of n-type
silicon separating two p-type diffused areas. The p-transistor also
has a gate electrode. For the purpose of introduction, we will assume
that the transistors have two additional connections, which are des-
ignated the DRAIN and the SOURCE, these being formed by the n
{p in the case of a p-device) diffused regions. The gate is a control
input — it affects the flow of electrical current between the drain
and source. In fact the drain and source may be viewed as two
switched terminals. They are physically equivalent and the name

assignment depends on the direction of current flow. For now, we

will regard them as interchangeable.

when a ‘0’ is to be passed from an output to an input (say a to b).

INPUT QUTPUT

A 0 GOOD 0
a b
~ ,, S T

t POOR 1
ae— b a o—r i—o b ~— i—o
s S=1
(a) s ) (©
INPUT QUTPUT
[} POOR 0
a eb . A
a P-SWITCH b S=0
/4 1 GOOD 1
a 0——-LJ—‘ b a A b pe .
]
(d) s (e) (U]

FIGURE 1.2. MOS transistors viewed as switches
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FIGURE 1.3. A comple-
+ ntary switch
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\BLE 1.1. Inverter

truth
= table
INPUT OUTPUT
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1 g GOOD 1
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a C-SWITCH b

However, the N-SWITCH is an imperfect switch when passinga 1.

In doing this, the ‘1° voltage level is reduced a little. (This is explained
in Section 2.5.) These cases are shown in Fig. 1.2c. The pMOS
switch (P-SWITCH) is shown in Fig. 1.2d. It has different properties
than the N-SWITCH. The P-SWITCH is closed or 'ON’ when there
is a ‘0’ on the gate. The switch is open or ‘OFF’ when there is a
‘1’ on the gate. Fig. 1.2e depicts these conditions. Notice that the
pMOS and nMOS switches are ON and OFF for complementary
values of the gate signal. We denote this difference for a P-SWITCH
by including the inversion bubble in the notation. A P-SWITCH is
almost perfect for passing ‘1° signals but is an imperfect switch
when passing ‘0’ signals. This is illustrated in Fig. 1.2f.

—BXEQ!E‘),{,I!H!S_?E N-SWITCH and a P-SWITCH in parallel (Fig.
1.3), we obtain a switch in which ‘0’s and ‘1’s are passed in an
acceptable fashion. We term this a complementary switch or C-
SWITCH. In a circuit where only a ‘0’ or ‘1’ has to be passed, the
appropriate sub-switch (N or P} may be deleted, reverting to a P-
SWITCH or N-SWITCH. Note that a double rail logic is implied for
this switch (the control input and its complement are routed to all
switches where necessary. The control signal is applied to the n-
transistor and the complement to the p-transistor).

1.4 CMOS logic

1.4.1 The inverter

Table 1.1 outlines the necessary states to implement a logical inverter.
If we examine this table we find that when there is a ‘0’ on the

1 VDD 1 (VDD)

INPUT ’ n

INPUT ouTPUT

QUTPUT H

INPUT ——{:: OUTPUT

@ (b (©
FIGURE 1.4. Construction of a CMOS inverter

0 (Vgq)

input, there is a ‘1" at the output. This suggests a P-SWITCH connected
from a '1' source (Vpp) to the output as shown in Fig. 1.4a. When
there is a ‘1’ on the input a ‘0’ has to be connected to the output.
This suggests the addition of an N-SWITCH between the output and
a ‘0’ source (Vss). The completed circuit is shown in Fig. 1.4b. Note
that as the lower switch only has to pass a ‘0’ (the Vs source of

i0’s is stronger than the output of the inverter), only an N-SWITCH
is needed. By similar reasoning, the upper switch, which only has
to pass a ‘1°, needs only a P-SWITCH. The transistor schematic and
schematic icon forms for this are shown in Fig. 1.4c. In general. a
fully complementary CMOS gate always has an N-SWITCH (pull-

down) array to connect the output 1o 0" {Vss) and a P-SWITCH
(pull-up) array to connect the output 0 "1’ (Vpp).

1.4.2 Combinational logic

I two N-SWTTCHES are placed in series, as shown in Fig. 1.5a on
page 10, then the composite switch constructed by this action is
closed (or ON) if both switches are closed (or ON) as illustrated in
Fig. 1.5a.This yields an “AND” function. The corresponding structure
for P-switches is shown in Fig. 1.5b. The composite switch is closed
if both inputs are set to ‘0’

When two N-SWITCHES are placed in parallel (Fig. 1.5¢), the
composite switch is closed if either switch is closed (either input
is a '1"). Thus an ‘OR’ function is created. The switch shown in
Fig. 1.5d is composed of two P-SWITCHES placed in parallel. In
contrast to the previous case, if either input is a ‘0" the switch is
closed.

By using combinations of these constructions, CMOS combi-
national gates may be constructed.

INPUT o—D&—v ouTRuT

1.4 CMOS LOGIC

9
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(b)
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(d)

FIGURE 1.5. Series and parallel CMOS switch combinations
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FIGURE 1.6. A CMOS

© NAND gate

1.4.3 The NAND gate

Fig. 1.6 outlines the construction of a 2-input NAND gate using the
constructions introduced in Fig. 1.5a and Fig. 1.5d. These structures
are derived by examining the Karnaugh map in Fig. 1.6a. The ‘0’
term (pull-down to ‘0’} dictates an AND structure (A.B). Grouping
the ‘1’s together results in a structure to perform A + B. This is
realized by the parallel p OR structure. The complemented signals

1

——
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BLE 1.2. NAND gate truth table 1
2 'NPUT B INPUT A N-SWITCH B N-SWITCH A P-SWITCH B P-SWITCH OUTPUT
ﬁl
Poo 0 OFF OFF ON ON 1 KARNAUGH MAP
Y0 1 OFF ON ON OFF 1
1 0 ON OFF ON OFF 1 A
! 1 ON ON OFF OFF 0 OUTRUT .
L_’ \o‘\/ ) o)
) N_~|! |
‘8 +—
‘ SR
i
i are obtained automatically by the operation of the p-device. The p- - L
L : structure is the logical dual of the n-structure. This property is used

in most complementary CMOS logic gates (but not necessarily in
dynamic gates or static gates that dissipate static power). The truth
fable and SWITCH “states aré shown in Table 1.2. By inspection,
Lo one may see that this implements the NAND function.
Some further points may be noted from this example. Firstly,
note that for all inputs there is always a path from the *1" or "0’
: (Voo or Vgs supplies) to the output and the full supply voltages
i : appear at the output. The latter feature leads to a “fully restored”
logic family. This simplifies the circuit design considerably. In com-
parison to nMOS, where the load and driver transistors have to be
; ratioed, the transistors in the CMOS gate do not have to be ratioed
for the gate to function correctly. Secondly, there is never a path
from the ‘1" to the ‘0’ supplies for any combination of inputs (again
in contrast to nMOS). As we will learn in subsequent chapters, this
i is the basis for the low static power dissipation in CMOS. The circuit
} and Togic schematics for the 2-input NAND gate are shown in Fig.
) 1.6b and Fig. 1.6¢. Note that larger input NAND gates are constructed
by placing one N-SWITCH in series on the n side and one P-SWITCH
in parallel for each additional input to the gate.

(a)

QUTPUT

1.44 The NOR gate

C A 2-input NOR gate is shown in Fig. 1.7a. It is composed from
= sections introduced in Fig. 1.5b and Fig. 1.5c, according to the
Karnaugh map. Note that the N and P switch combinations are the
dual or complement of that for the NAND gate. The truth table is
; shown in Table 1.3. This implements a logical NOR operation. The
corresponding schematics are shown in Fig. 1.7b and Fig. 1.7¢c. In
comparison to the NAND gate, extra inputs are accommodated in
the NOR structure by adding N-SWITCHES in parallel and P-
SWITCHES in series with the corresponding switch structures.

n — INPUT NOAR

(©
FIGURE 1.7. A CMOS NOR gate
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TABLE 1.3. NOR gate truth table

AINPUT BINPUT AN-SWITCH BN-SWITCH AP-SWITCH B P-SWITCH = OUTPUT
o 0 OFF OFF ON ON 1
0 1’ OFF ON ON OFF 0
1 0 ON OFF OFF ON 0
1 1: ON ON OFF OFF 0

1.45 Compound gates

A compound gate is formed by using a combination of series and
parallel switch structures. For example, the derivation of the switch
connection diagram for the function F = ((A.B) + {C.D}) is shown
in Fig. 1.8. The decomposition of this function and generation of

_ the diagram may be approached as follows. For the n-side take the

uninverted expression ((A.B) + (C.D.)}. The AND expressions (A.B)
and.(C.D}) may be implemented by series connections of switches
as shown in Fig. 1.8a. Now taking these as subentities and ORing
the result requires the parallel connection of these two structures.
This is shown in Fig. 1.8b. For the p-side we invert the expression
used for the n-expansion, yielding (A + B) . (C + D)). This suggests
two OR structures, which are subsequently connected in series. This
progression is evident in Fig. 1.8c. The final step requires connecting
one end of the p-structure to ‘1’ (Vpp) and the other’to the output.
One side of the n-structure is connected to ‘0’ (Vss) and the other
to the output in common with the p-structure. This vields the final
connection diagram (Fig. 1.8d). The schematic icon is shown in Fig.
1.8e, which shows that this gate may be used in a 2-input multiplexer.
IfC = B, then F = A if B is true, while F = D if B is false.

__ The Karnaugh map for a second function F = {(A + B + Q)
Dj is shown in Fig. 1.9a on page 16. The sub-function (A + B +
C) is implemented as three parallel switches. This structure is then
placed in series with a switch with D on the input. The p-function
is (D + A.B.L). This requires three switches in series connected in
turn in parallel with a switch with D on the input. The completed
gate is shown in Fig. 1.9b on page 16. In general, CMOS gates may
be implemented by analyzing the relevant Karnaugh map for both
n- and p-logic structures and subsequently generating the required
series and parallel combinations of transistors.

1.4.6 Multiplexers

Complementary switches may be used to select between a number
of inputs, thus forming a multiplexer function. Fig. 1.10a on page
17 shows a connection diagram for a 2-input multiplexer. As the

it

A —{n] [nf—c

) (A8) + (C.D)

8 —{n] [N p—o

A+B.C+ D
©

@
Fe{(A-B)+(C-D)

(& 3

FIGURE 1.8. Construction of function F = ((A.B) + (C.D))
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switches have to pass ‘0’s and ‘1’s equally well, complementary
switches with n- and p-transistors are used. The truth table for the
structure in Fig. 1.10 is shown in Table 1.4. The complementary
switch is also cailed a transmission gate or pass gate {complementary).
A commonly used circuit symbol for the transmission gate is shown
in Fig. 1.10b. The multiplexer connection in terms of this symbol
and transistor symbols is shown in Fig. 1.10c.
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FIGURE 1.10. A CMOS 2-input muitiplexer

1.4.7 Memory

We have now constructed a sufficient set of CMOS structures to
enable a memory element to be constructed. A simple flip-flop using
one 2-input multiplexer and two inverters is shown in Fig. 1.11a.

TABLE 1.4. Two input multiplexer truth table

A S ' 3 OUTPUT
X 0 0 1 0{B)
X 1 0 1 1(B)

0 X 1 0 0{A)

1 X 1 0 1(A)
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FIGURE 1.11. Connection
of components for a sim-
ple CMOS flip-flop
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o

When LD = ‘1, G is set to D and Q is set to D (Fig. 1.11b). When
LD is switched to ‘0", a feedback path around the inverter pair is
established (Fig. 1.11c). This causes the current state of Q to be
stored. While LD = ‘0’ the input D is ignored.

©

1.5 Alternate circuit representations

In this section we will examine some alternate representations for
the circuits developed so far. Generally, a design can be expressed
in terms of behavioral, structural, and physical properties.

1.5 ALTERNATE CIRCUIT REPRESENTATIONS

1.5.1 Behavioral representation

A behavioral representation describes how a particular design should
respond to a given set of inputs. In Section 1.4 the behavior of a
gate was defined in terms of its booleari function.

F=[{A<B~C)D.

This is a technology independent behavioral specification at the
logic level. No notion of how to implement this function is implied,
nor is any speed performance implied. Higher levels of behavioral
description are possible. For instance, an add operation mayv be
summarized in a high level language by

sum = a + b

Here no method of addition is implied and the word length is
assumed to be that of the machine. A further example of the behavior
of the flip-flop designed previously is as follows:

IF(LD == 1)
THEN
Q = D;

Note there may be some ambiguity associated with this stvle of
behavioral representation. It could also represent a multiplexer
without implying storage of state. Higher levels of behavioral spec-
ification can specifv the types of registers involved in a design and
the transfers that occur between them. Even less information about
implementation is implied. At some stage it is possible to express
behavior as an algorithm written in a high level language. The aim
of most modern design systems is to convert some such specification
into a system design in a minimum time and with maximum like-
lihood that the system will perform as desired.

1.5.2 Structural representation

A structural specification specifies how components are intercon-
nected to perform a certain function (or achieve a designated behavior).
We will use as an examplé of a complete structural description
language, MODEL, a language conceived by Lattice Logic Ltd. [Latt82].
The specification for the inverter is

Part inv (in)-> out
Nfet out 1in vss
pfet out in vad

End

19
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The first line declares a part called inv followed by a list of inputs,
in this case in. The outputs appear on the other side of the symbol
—>, in this case out. Following this is a list of transistors with their
tvpe and connections in the form

Transistor-type drain-cona gate-cona source-conn
Nfet out in vss

Thus the first statement describes an n-transistor with drain =

out, gate = in, source = vss. The second statement describes

a p-transistor with drain = out, gate = in, source = vdd.
The description for a 2-input NAND gate would be

part nand2 (a,b) -> out
Signal ik
Nfet il a vss
Nfet out b il
pfet out a vdd
Pfet out b vdd
End

In this description the internal signal 11 is declared by the keywivord

signal. A diagram of this appears in Fig. 1.12a. It is worthwhile

to compare this description with a possible behavioral description.
out = —-(a&b)

or

out = (not (and a b))

Voo

(@)

Note that we can infer all of the transistor connections from these
code fragments. However, the intermediate node 1l is “hidden.”
In the MODEL description, we may augment the purely structural
description with some parameters such as capacitance and transistor
- N sizing that will affect performance. Although notation for this can
be added to the behavioral representation, rather baroque forms
result and the simple elegance of the logical statement is lost. An
expanded MODEL description might be

Part nand2 (a,b) -> out

Signal il
Nfet 11 a vss
Nfet out b il
pfet out a vdd size = ¢
pfet out b vdd size = ¢

Capacitance i1 SO

Capacitance a 100

Capacitance b 100

Capacitance out 200
End

Here the capacitance (in some units) has been specified. In addition,
the p-transistor sizes have been modified according to some notional
size parameter. This is shown in Fig. 1.12b. As we will learn in
subsequent chapters, this type of information is crucial to the per-
formance of CMOS circuits. In other words, the behavioral description
ensures that the function may be correctly implemented but no
reference is necessarily made to speed or other operational parameters.
The structural description allows the specification of all components
that affect performance. The circuit simulator SPICE [Nage75] uses
a circuit description for the specification of transistor connectivity.
The specification of the NAND gate might look like the following:

.SUBCKT NANDZ VDD VSS A B 0UT
MN1 I1 A VSS VSS NFET W=8U L=4U AD=b4P AS=b4P
MN2 OUT B Il VSS NFET W=8U L=4U AD=b4P AS=b4P

CA A VSS SO0fF

CB B VSS SOfF

COUT OUT VSS LODEF
.ENDS

In this description the internal model in SPICE calculates the parasitic
capacitances inherent in the actual device using the device dimensions
specified. The capacitance statements in the above description add
extra routing capacitance.

1.5 ALTERNATE CIRCUIT REPRESENTATIONS

MP1 OUT A VDD VDD PFET W=1&U L=40 AD=128P AS=1c28P
MP2 OUT B VDD VDD PFET W=1&U L=40 AD=128P RS=124P

21
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Defining a transmission gate in MODEL, we have

Part tg (a,c,cb) -> b
Nfet a ¢ b

Pfet a cb b

End

We can now define the flip-flop (also called a2 D latch) as follows
{a signal appended with “bar” is a complemented signal):

pPart flipflop (in., 14, 1dbar, ¢, gbar)
Signal a

tg (in, 1d, ldbar) -> a

inv (a) ~-> gbar

inv (gbar) -> g

tg (g, ldbar, 1d) -> a
End

Now we can use the flip-flop and other similarly constructed parts
to hierarchically build larger and larger circuits.

A more familiar type of structural description is the schematic
diagram shown in Fig. 1.13. Here we have the graphical hierarchy

N ouTt IN ouT
v , __{>.,__.

c8(0) [of: /(3]

FLIPFLOP
! A asar (@)
IN —9 Q

LD
FIGURE 1.13. Schematic ‘k

representation of CMOS T
flip-flop LDBAR ((D)

of parts corresponding to the MODEL descriptions that we have
developed. The specifications range from the circuit level {transistors),
to the logic level (gates), to the functional block level (memory and
collections of gates).

To ail intents, both types of description are interchangeable,
with preference for use dependent on the user. The schematic de-
scription is more immediately descriptive — “a picture is worth a
thousand words.” However, the language representation has some
particular benefits, especially if the high level constructs such as
looping, conditionals, and parameter passing are available. For in-
stance, if we wanted to change the size of transistors in the inverter
we might say

part inv (in) (nl -> out
Nfet out in vss size =
Pfet out in vdd size = 2*n

|
=}

End

Here, n is a parameter passed to the inverter description to specify
the size of the transistors. Emerging design systems show promise
of dealing with language and graphical aspects of a design in a
consistent fashion.

1.5.3 Physical representation

The physical specification for a circuit is used to define how the
particular part has to be constructed to yield a specific structure
and hence behavior. In an IC process, the lowest level of physical
specification is the photo-mask information required by the various
processing steps required on the fabrication process (see Chapter
3). At this stage, we will not dwell on these details but propose a
simple model for the physical nature of a CMOS circuit, assuming
that a program can translate our notation directly to the format
needed for fabrication.

A typical physical representation for a transistor would consist
of two rectangles representing the lithography required to fabricate
the transistor. Precise “design rules” specify the size of each rectangle.
In addition, for each different process, these rules change and the
‘corresponding dimensions change — not necessarily linearly. Rather
than try and remember these rules, we will use a single symbol to
represent a transistor in a non-metric format. We will retain a form
that reflects the physical nature of the transistor. The physical symbol
for an n-transistor is shown in Fig. 1.14a and Plate 1. This mirrors
the physical realization in which at least two process levels are
overlaid. As we have seen, the gate connection is on one layer of
the process and the source and drain on another layer. A similar

1.5 ALTEﬁNATE CIRCUIT REPRESENTATIONS
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symbol is used for the p-transistor, as shown in Fig. 1.14b and in
color in Plate 1. Here, a “horizontal” transistor is shown. These
symbols are overlaid on a grid. The transistor symbol occupies three
grid points. The center grid point is the connection point for the
gate of the transistor. The grid point to the right (or above) is the
drain and the grid point to the left {or below) is the source. These
two terminals are interchangeable. The schematic symbols are also
shown for the n- and p-transistors in terms of grid connection points.

A symbolic layout for an inverter may be constructed using
these symbols. It is substantially the same as the schematic but we
have had to be careful about the layers in which connections have
been made. We have “wires” on four layers. The interaction of these
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layers is summarized in Table 1.5. OK denotes that a connection
may be made, while an X designates that a direct connection may
not be made between the two layers. Any off-diagonal OK requires
a “contact” (C) to connect the two layers.

A completed symbolic layout for the inverter is shown in Fig.
1.14c. The symbolic layout for a transmission gate is shown in

FIGURE 1.14.

{Continued)
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TABLE 1.5. Physical layer interactions

n-DIFFUSION p-DIFFUSION POLYSILICON ALUMINUM
n-diffusion X Transistor OK (C).
p-diffusion OK Transistor OK (C)
polysilicon Transistor Transistor OK OK (C)
aluminum OK (C) OK (C) OK

Fig. 1.14d. Color versions of these are found in Plate 1. This may
also be expressed in the form of a language description. The following
represents the transmission gate in the ICDL language (see Chapter
7):

begin tg
tl: device n (2,1) or=east
ta: device p (2,5) or=east

wire alum (0,0) (4,0)
wire alum (0,6) (4,6)
wire poly (2,-1) (2,1)
wire poly (2,7) (2,5)
wire alum (1,3) (1,5)
wire alum (3,3) (3,9)
wire alum (0,3) (1,3)
wire alum (3,3) (4,3)
contact md (1,3) :
contact md (3,1)
contact md (1,5)
contact md (3,5)
end

It consists of transistor, contact, and wire statements with type
qualifiers and grid coordinates. Note that although this is an abridged
form of the mask information needed to fabricate the transmission
gate, it is substantially larger than the corresponding MODEL structural
description. Using a number of such structures, we can construct
a physical sub-assembly that constitutes a flip-flop according to Fig.
1.15. Fig. 1.15a shows a simple physical abutment of the two trans-
mission gate cells and two inverter cells. The Vg5 and Vpp supplies
have been arranged to feed across the bottom and top of the cells.
A feedback line in metal connects the Q output to one side of the
input multiplexer. In Fig. 1.15b, the internal circuit details of the
cells are displayed in the form of schematic circuit symbols. Finally,
Fig. 1.15¢ shows the symbolic layout representation, which is identical
in topology to that shown in Fig. 1.15b. Plate 2 illustrates this
example in color.

To a large extent, most CMOS IC design involves the steps
illustrated in the preceding sections. Once a behavior is defined,
the logic corresponding to that behavior is designed. That leads to
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a transistor circuit description. Finally, a layout may be designed
for the particular logic function. Quite often, frequently used logic
structures may be designed at the layout level and placed in a
library. These library elements may then be assembled as illustrated
in Fig. 1.15 to build more complex structures. An alternative to this
approach is to compose primitive elements such as flip-flops from
individual transistors. This yields more efficient layouts. Methods
for designing in this manner will be treated in subsequent chapters.

FIGURE 1.15. Physical
construction of a CMOS
flip-flop
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1.6 CMOS-nMOS comparison

Many designers mav have been introduced to VLSI design through

nMOS design. In order to illustrate the salient features of CMOS. a

!

LABLE 1.6. CMOS-nMOS quick summary

CMOS

nMOS

i Logic Levels

! ully restored logic. i.e.. output settles at Vyp or

" Vs (GND).

(ii) Transition Times

. .ise and fall times are of the same order.

| |

"[ui] Transmission Gates

. Transmission gate passes both logic levels well.
The output of transmission gate can be used
to drive the input of other transmission gates.

-~} Power Dissipation

« Almost zero static power dissipation. However
power is dissipated during logic transition.

i . Precharging Characteristics

« Both n-type and p-type devices are available for
precharging a bus to Vpp and Vgs. Nodes can
be charged fully to Vpp or alternatively to Vg

i in a short time.

{vi) Power Supply
“Joltage required to switch a gate is a fixed per-
. centage of Vpp.
i _Jariable range 1.5 to 15 volts.
(vii) Packing Density
» Require 2N devices for N inputs for comple-
mentary static gates. Less for dynamic gates.
iii) Pull-up to Pull-down Ratio
. Load-to-driver device ratio is typically 1:1 or
2:1.

L <) Layout

+EMOS encourages regular layout styles.

« Output does not settle at Vss (GND) — hence de-
graded noise margin.”

« Rise times are inherently slower than Fall
times.”

« Pass transistor transfers logic ‘0’ well but logic
'1" is degraded. Pass transistor cannot drive
the gate of a second pass transistor.

- With output of a given gate = ‘0" power is dis-
sipated in the circuit in addition to power
dissipated during logic transitions.”

« With enhancement mode transistor the best one
can do (with normal clocking) is to charge a
bus to (Vpp — Vi). Generally use of bootstrap-
ping or hot clocking is needed to precharge to
Voo

. Somewhat dependent on supply voitage.

» Fixed.

« Require (N + 1) devices for N inputs.

« Load-to-enhancement-driver ratio is typically 4:1
to optimize the logic "0’ output level and min-

imize current consumption.

- Depletion load and different driver transistor
sizes inhibit layout regularity.

i

|
Lo

“quick summary” is presented in Table 1.6. However. it should be
stressed that this is a broad overview and individual points may
vary widely in importance. The comparisons are true of ratioed
logic styles for nMOS and those items marked with an asterisk are
not valid for ratioless n\MOS logic design (dynamic circuits). The
main points to note are that the output logic levels of CMOS are
fully restored, a CMOS gate consumes no DC power when the output
is at *1" or 0" level, and 2N devices are required for an N-input gate
for a fully complementary gate.

1.7 Summary

This chapter introduced a simple model for an MOS transistor and
developed logic that uses p-transistors and n-transistors. This led
to a basic discussion of the various levels of representation of circuits
and methods of composing these representations. The remainder of
this book will elaborate on the material introduced in this chapter.

1.8 Exercises

1.1 Design a 4-input NAND gate using CMOS switch elements.
Draw the full transistor circuit for the function.

1.2 F = AB + BC + AC implements a complemented carry function.
Design a complementary CMOS gate to perform this function.

1.3 Design a 3-input OR gate. To what conclusions do you come?

1.4 A 4-input multiplexer structure is needed to multiplex four
busses to a register in a microprocessor. Show two ways in
which this may be implemented. Can you think of any reasons
why one methed is preferable to the others?

1.5 Using graph paper and colored pencils, complete a symbolic
layout for the gates designed in Exercises 1.1,1.2, and 1.3. What
problems do you encounter?

1.6 Design and complete a symbolic layout for a CMOS memory
element other than that shown in Fig. 1.11. Include waveform
sequencing required for operation.

1.8 EXERCISES
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FIGURE 2.1. MOS transis-

(a) (b} ()]

CHAPTER 2 MOS TRANSISTOR THEORY
2.1 |Introduction

In Chapter 1 the MOS transistor was introduced in terms of its
operation as an ideal switch. In this chapter we will examine the
characteristics of MOS transistors in more detail to lay the foundation
for predicting the performance of the switches, which is less than
ideal. Fig. 2.1 shows some of the symbols that are commonly used
for MOS transistors. The symhols in Fig. 2.1a will be used where

tor symbols it is only necessary to indicate the switch logic necessary to build
; a function. If the substrate connection needs to be shown, the symbols
'L in Fig. 2.1b will be used. Fig. 2.1c shows an example of the many

i

oesam

(

symbols that may be encountered in the literature.

An MOS transistor is termed a majority-carrier device. in which
the current in a conducting channel between the source and drain
is modulated by a voltage applied to the gate. In an n-type MOS
transistor (i.e.. nMOS), the majority carriers are electrons. A positive
voltage applied on the gate with respect to the substrate enhances
the number of electrons in the channel (the region immediately
under the gate) and hence increases the conductivity of the channel.
For gate voltages less than a threshold value denoted by V.. the
channel is cut-off, thus causing a very low drain-to-source current.
The operation of a p-type transistor (i.e., pMOS) is analogous to the
nMOS transistor, with the exception that the majority carriers are
holes and the voltages are negative with respect to the substrate.

The first parameter of interest that characterizes the switching
behavior of an MOS device is the threshold voltage. V,. This is
defined as the voltage at which an MOS device begins to conduct
(“turn on”). One can graph the relative conduction against the dif-
ference in gate-to-source voltage in terms of the source-to-drain
current (I,) and the gate-to-source voltage (V,;). These graphs for
a fixed drain source voltage V, are shown in Fig. 2.2. It is possible
to make n-devices that conduct when the gate voltage is equal to
the source voltage, while others require a positive difference between
gate and source voltage to bring about conduction (negative for
p-devices). Those devices that are normally cut-off (i.e., noncon-
ducting) with zero gate bias (gate voltage-source voltage) are further
classed as enhancement mode devices, whereas those devices that
conduct with zero gate bias are called depletion mode devices. The
n-channel transistors and p-channel transistors are the duals of each
other; that is, the voltage polarities required for correct operation
are the opposite. The threshold voltages for n-channel and p-channel
devices are denoted by V, and V,, respectively.

In CMOS technologies both n-channel and p-channel transistors
are fabricated on the same chip. Furthermore, most CMOS integrated
circuits, at present, use transistors of the enhancement type.
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19 1y characteristics for en-
hancement and depletion
p-CHANNEL p-CHANNEL mode transistors (assum-

ENHANCEMENT DEPLETION ing fixed V)
2.1.1 nMOS enhancement transistor

The structure for an n-channel enhancement type transistor shown
in Fig. 2.3 consists of @ moderately doped p-type silicon substrate
into which two heavily doped n™ regions, the source and drain.

GATE OXIDE

DRAIN
—————

+
Vs

CHANNEL /

HOLES l lE ELECTRONS
p-SUBSTRATE
l FIGURE 2.3. Physical
SUBSTRATE VOLTAGE structure of an nMOS
(USUALLY EQUAL TO Vgo) transistor
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are diffused. Between these two regions there is a narrow region of
p-type substrate called the channel, which is covered by a thin
insulating layer of silicon dioxide (SiO,) called gate oxide. Over
this oxide layer is a polycrystalline silicon {polysilicon) electrode,
referred to as the gate. Polycrystalline silicon is silicon that is not
composed of a single crystal. Since the oxide layer is an insulator,
the current through the gate and channél is essentially zero. Because
of the inherent symmetry of the structure, there is no physical
distinction between the drain and source regions. Since SiO, has
relatively low loss and high dielectric strength, the application of
high gate fields is feasible.

In operation, a positive voltage is applied between the source
and the drain (V). With zero gate bias (Vs = 0), no current flows
from source to drain because they are effectivelv insulated from
each other by the two reversed biased p-n junctions shown in Fig.
2.3 (indicated by the diode symbols). However, a voltage applied
to the gate, which is positive. with respect to the source and substrate,
produces an electric field E across the substrate, which attracts
electrons towards the gate and repels holes. If the gate voltage is
sufficiently large, the region under the gate changes from p-type to
n-type (due to accumulation of attracted electrons) and provides a
conduction path between the source and drain. Under such a con-
dition, the surface of the underlying p-type silicon is said to be
inverted. The term n-channel is applied to the structure, This concept
is further illustrated by Fig. 2.4, which shows the initial distribution
of mobile positive holes in the silicon insulating laver before the
application of a positive gate voltage and the final distribution after
the application of gate voltage. As these ions drift toward the interface,
they tend to induce more negative charge at the silicon surface
beneath the gate, resulting in the formation of the inversion layer.

The difference between a p-n junction that exists in a bipolar
transistor or diode {(or between the source or drain and substrate)

POLYSILICON
GATE

FINAL n-TYPE
INVERSION LAYER

FIELD-INDUCED

p-SUBSTRATE

. -n JUNCTION

FIGURE 2.4. Creation of P

an inversion layer in an -_I__- L INITIAL VERY NARROW T
n-TYPE INVERSION LAYER L

n-transistor =

and the inversion layer-substrate junction is that in the p-n junction.
the n-type conductivity is brought about by a metallurgical process:
that is. the electrons are introduced into the semiconductor by the
introduction of donor ions. In an inversion laver-substrate junction,
the n-type layer is induced by the electric field E applied to the
gate. Thus, this junction. instead of being a metallurgical junction.
is a field-induced junction.

Electrically, an MOS device therefore actsas a voltage-controlled
switch that conducts initially when the gate-to-source voltage. V.,
is equal to the threshold voltage. V.. When a voltage Vy; is appliéd
between source and drain. with V,, = V.. the horizontal and vertical
components of the electrical field due to the source-drain voltage
and gate to substrate voltage interact. causing conduction to occur
along the channel. The horizontal component of the electric field
associated with the drain-to-source voltage (i.e.. Vs > 0}, is responsible
for sweeping the electrons from the channel towards the drain. As
the voltage from drain-to-source is increased. the resistive drop
along the channel begins to change the shape of the channel char-
acteristic. This behavior is shown in Fig. 2.5. At the source end of
the channel, the full gate voltage is effective in inverting the channel.
However, at the drain end of the channel, only the difference between

DEPLETION LAYER

(INVERSION LAYER) .SUBSTRATE

LINEAR OR
RESISTIVE MODE
VSV, w'vl
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FIGURE 2.5. nMOS device behavior under the influence of different
terminal voitages
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the gate and the drain voltages is effective. When the effective gate
voltage (V. — V,) is greater than the drain voltage, the channel
becomes deeper as V,, is increased. This is termed the “linear,”
“resistive,” or “‘unsaturated” region, where the channel current Iy,
is a function both of gate and drain voltages. If Vs > Vi — Vi,
then Vg < V, (Vy is the gate-to-drain voltage}, and the channel
becomes pinched-off — the channel no longer reaches the drain.
This is illustrated in Fig. 2.5c. However, in this case, conduction
is brought about by a drift mechanism of electrons under the influence,
of the positive drain voltage. As the electrons leave the channel,
they are injected into the drain depletion region and are subsequently
accelerated towards the drain. The voltage across the pinched-off
channel tends to temain fixed at (V,, — V,). This condition is the
saturated” state in which the channel current is controlled by the
gate voltage and is almost independent of drain voltage. It should
be noted that a depletion region is devoid of mobile carriers and
therefore is able to insulate the channel from the rest of the substrate.
Thus no significant current passes through the substrate because,
in effect. a reverse biased p-n junction is formed with the channel
(Fig. 2.5¢). For fixed drain-to-source voltage and fixed gate voltage,
the factors that influence the level of drain current I, flowing between
source and drain (for a given substrate resistivity) are: ‘

« the distance between source and drain

+ the channel width

« the threshold voltage V,

» the thickness of the géte-insulating oxide laver
. the dielectric constant of the gate insulator

« the carrier (electron or hole) mobility u.

The normal conduction characteristics of an MOS transistor can be
categorized as follows:

« “Cut-off” region: where the current flow is due to what is termed
the source-drain leakage current.

« “Linear” region: region of weak inversion where the drain current

increases linearly with gate voltage.

“Saturation” region: channel is strongly inverted and drain current

is independent of the drain voltage. ’

.

An abnormal conduction condition called avalanche breakdown or
punch-through can occur if very high voltages are applied to the
drain. Under these circumstances, the gate has no control over drain
current.

SOURCE GATE DRAIN

HOLES l ELECTRONS

n-SUBSTRATE

l

SUBSTRATE POTENTIAL
(USUALLY V)

2.1.2 pMOS transistor

So far our discussions have been primarily directed towards nMOS.
However, reversal of n-tvpe and p-type regions vield a p-channel
MOS transistor. This is illustrated by Fig. 2.6. Application of a
negative gate voltage (w.r.t. source) draws holes into the region
below the gate, resulting in the channel changing from n-type to
p-type. Thus similar to nMOS, a conduction path is created between
the source-to-drain. In this instance, however, conduction results
from the movement of holes (vs. electrons) in the channel. A negative
drain voltage sweeps holes from the source, through the channel
to the drain. )

213 Threshold voitage

The threshold voltage, V,, for an MOS transistor can be defined as
* the voltage applied between the gate and source of an MOS device
below which the drain-to-source current I, drops to zero. In general,
the threshold voltage is a function of a number of parameters including
the following:

- gate material

« gate insulation material

« gate insulator thickness

» channel doping

« impurities at silicon-insulator interface

+ voltage between source and substrate V.

In addition, the absolute value of the threshold voltage decreases
with an increase in temperature. This variation is approximately

2.1 INTRODUCTION

FIGURE 2.6. Physical
structure of pMOS
transistor
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FIGURE 2.7. The effect of
substrate bias on series
connected transistors

—4 mV/°C for high substrate doping level. and -2 mV/°C for low
doping level {VaGr66]. v

2.1.4 Threshold voltage adjustment

It is often necessary to adjust the native (original) threshold voltage
of a device. Two common techniques used for the adjustment of
the threshold voltage entail varving the doping concentration at the
silicon-insulator interface through ion implantation. or using different
insulating material for the gate. In this latter approach. a layer of
silicon nitride (Si;N,) (relative permittivity of 7.5) is combined with
a layer of silicon dioxide (relative permittivity of 3.9). resulting in
an effective relative permittivity of about 6. which is substantially
larger than the dielectric constant of SiO.. Consequently. for the
same thickness as an insulating layer consisting only of silicon
dioxide. the dual dielectric process will be electrically equivalent
to a thinner layer of SiO,, In order to prevent the surface of the
silicon from inverting under the regions between transistors, the
threshold voltage in these field regions is increased by heavily doped
diffusions, implants of the silicon surface, or by making the oxide
layer very thick. MOS transistors are self-isolating so long as the
surface of the silicon may be inverted under the gate, but not in
the regions between devices by normal circuit. voltages.

2.1.5 Body effect

As we have seen so far, all devices comprising an MOS device are
made on a common substrate. As a result, the substrate voltage of
all devices is normally.equal. (In some analog circuits this mayv not
be true.} H: ;. in arranging the devices to form gating functions
it might be necessary to connect several devices in series as shown
in Fig. 2.7 (for example the NAND gate shown in Fig. 1.6). This

may result in an increase in source-to-substrate voltage as we proceed
vertically along the series chain (Vg, = 0, V, # 0).

~ Under normal conditions, that is, when V,, > V,, the depletion
jayer width remains constant and charge carriers are pulled into
the channel from the source. However, as the substrate bias V,,
(Vsource — Viubstrate) 18 increased, the width of the channel-substrate
depletion layer also increases, resulting in an increase in the density
of the trapped carriers in the depletion layer. For charge neutrality
to hold, the channel charge must decrease. The resultant effect is
that the substrate voltage V, adds to the channel-substrate junction
potential. This increases the gate-channel voltage drop. The overall
effect is an increase in the threshold voltage V, (V,, > V,,). The
effective threshold voltage can be approximated by the following
expression:

V, = Vi = y(Va)'", (2.1)

where V,q, is the threshold voltage with V,; equal to zero and y is
a constant which depends on substrate doping. The negative sign
is used for pMOS. Typical values for y lie in the range of 0.4 to
1.2. As we shall learn in Chapter 3, the type of CMOS process can
have a large impact on this parameter for both n- and p-transistors.
The threshold voltage effectively increases, leading to smaller device
currents, which in turn leads to slower circuits.

2.2 MOS device design equations

As stated previously, MOS transistors have three regions of operation:

* cut-off region
¢ linear region
+ saturation region.

The ideal (first order) equations [Cobb70][Sah64] describing the be-
* havior of an nMOS device in the three regions are:

0; Vg — Vi <0 cutoff (a)
Vi
L = B[(Vgs - Vi)Vq — 7"] 0< Vg <V, -V, linear (b}
8 . (2.2)
~2-[Vgs - V)5 0< Vg ~ V,<Vy saturation ({c},

where I, is the drain-to-source current, V, is the gate-to-source
voltage, V, is the device threshold, and g8 is the MOS transistor gain

2.2 MOS DEVICE DESIGN EQUATIONS
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POLYSILICON GATE

DRAIN DIFFUSION 2

factor. 3 is dependent on both the process parameters and the device
geometry and is given by

_ e (W
SN (L) 23

where p is the effective surface mobility of the electrons in the
channel, ¢ is the permittivity of the gate insulator. t,. is the thickness
of the gate insulator, W is the width of the channel, and L is the
length of the channel. The gain factor 8 thus consists of a process
dependent factor (u&/t,,), which contains all the process terms that
account for such factors as doping density and gate oxide thickness
and a geometry dependent term (W/L), which depends on the actual
layout of the device. The geometric terms in Eg. (2.3) are illustrated
in Fig. 2.8 in relation to the physical MOS structure.

Typical values (for an n-device) are as follows: g, = 500cm?/
Vesec, € = 4g, = 4 X 8.85 x 107" F/em, t,, = 500 A. Hence a
typical n-device 8 would be :

500 X 4 X 8.85 X 10°*W w 2
— = 35 —uA/V>.
5 x10°° L akd

The cut-off region described by Eq. (2.2a) is also referred to as
the subthreshold region, where I increases exponentially with Vg,
and V,,. Although the value of I, is very small (I, =~ 0), the finite
value of I, may affect the performance of circuits dependent on
dynamic charge storage such as memory cells.

The approximation describing 1, in Eq. (2.2¢) is derived under
the assumption that the current in the channel saturates (i.e., is
constant) and is independent of the applied drain voltage. In practice,
the drain current in saturation increases slightly with increasing
drain voltage. A more accurate model that takes this behavior into
account is represented by the following equation:

B((7,, — VPt + AVl 24

Ids = gs

where X is an empirical channe! length modulation factor having
a value in the range 0.02V "' to 0.04V ™",

The term u(e/t,,) is frequently referred to as the process gain
factor, K,,. 1t is a common parameter used in the SPICE MOS model
specification. For a typical process K; is in the order of 10 to 30
wAV™% It is not unusual to expect a spread of around 10 to 20
percent for K, for a given process, primarily due to variations in
the starting material and variation in SiO, growth.

The mobility, u, describes the ease with which carriers drift in
the substrate material. It is defined by

average carrier drift velocity (v)
Electric Field (E)

m=

If the velocity (V) is given in cm/sec. and the electric field (E) in
V/cm, the mobility has dimensions of cm?/V-sec.

A more detailed expression that defines the threshold voltage
is given by

V, = Vg + Y1V V, + 207 — V264, (2.5)

where ¢ is a constant, V,, is the substrate bias, V,, is threshold
voltage for V,, = 0; and v is the constant that describes the substrate
bias effect. It may be expressed as

y= (t—)vﬁs}“ﬁ (2.6)
SDX

in which q is the charge on an electron, ¢,, is the dielectric constant
of the silicon dioxide, eg; is the dielectric constant of the silicon
substrate, and N is the concentration density of the substrate. In
common with K,, A, and Vi), v is also a SPICE model paramster.
With V,, >> ¢, the expression reduces to the form introduced
in Eq. (2.1). It should be noted that simplified equations that describe
the behavior of an MOS device assume that carrier mobility is constant,
do not take into account the variations in channel length due to
the changes in drain-to-source voltage Vy,, and furthermore neglect
leakage currents. For long channels, the influence of channel variation
is of little consequence. However, as devices are scaled down, this
variation should be taken into account. A reduction in channel
length increases the (W/L) ratio, thereby increasing 8 as the drain
voltage increases. Thus there is a finite output impedance in the
saturated region.

The effective channel length is approximated by:

Esi
Lgy=1L- /zsoai—ltvds = [Vg = V). (2.7)

The same MOS device equations also apply to the pMOS device.

2.2 MOS DEVICE DESIGN EQUATIONS
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FIGURE 2.9. V-l charac-
teristics for n- and
p-transistors

The only difference in the result is the change in the sign associated
with the voltages and drain current. :

221 V-l characteristics

The voltage-current characteristics of the n- and p-transistors in
the linear and saturated regions are represented in Fig. 2.9. Note
that we use the absclute value of the voltages concerned to plot
the characteristics on the same axes. The boundary between the
linear and saturation regions corresponds to the condition |Vy] =
[V — V.| and appears as a dashed line in Fig. 2.9.

The output resistance (i.e., channel resistance) in the linear
region can be obtained by differentiating Eq. (2.2b) with respect to
Vg4, which results in an output conductance of

lim —— =~ BV, - Vo). (2.9)
Upon rearrangement the channel resistance R, is approximated by

1
chin-nr; - B(Vgs il Vx] (2-9)

which indicates that it is controlled by gate-to-source voltage. The
relation defined by Eq. (2.9) is valid for gate-to-source voltages that
maintain constant mobility in the channel. In contrast, in saturation
fi.e., above V4, = (Vg ~ V)], the MOS device behaves like a current

MoV = Vgl
I V)
L}
o Vaeq!
Ves)!
Vo

source, the current being almost independent of V. This may be
verified from Eq. (2.2c) since

B8
d(—(v -V, 2)
a, Y
dVds_ dvds

The transconductance g, expresses the relationship between
output current I, and the input voltage V. and is defined by

= 0. {2.10)

i alds

"3 vV, (2.11)

om

V4s = constant

It is used to measure the gain of an MOS device. In the linear region.
g is given by

8m (linears = Bvdsv (2.12]
and in the saturation region by
8m(sat) = B(Vgs - Vt) (2.13)
For example, the value of transconductance for an n-type transistor
in the linear region is  :
e\ (W,
= (=N Ve
&mn ( s )( L, ds (2.14)

Since transconductance must have a positive value, absolute values
are used for voltages applied to p-type devices.

2.3 The complementary CMOS inverter —
DC characteristics

A complementary CMOS inverter is realized by the series connection
of a p- and n-device, as shown in Fig. 2.10. In order to derive the
DC transfer characteristics for the inverter (output voltage Vo as a

" function of V), we start with Table 2.1, which outlines various

regions of operation for the n- and p-transistors. In this table, V,,

is the threshold voltage of the n-channel device, and V,, is the

threshold voltage of the p-channel device. The objective is to find

Ei‘lle variation in output voltage (Vo) for changes in the input voltage
in)'

We commence with the graphical representation of the simple

algebraic equations described by Eq. (2.2) for the two transistors

2.3 THE COMPLEMENTARY CMOS INVéRTER — DC CHARACTERISTICS
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by

! 3URE 2.10. A CMOS
inverter (with substrate
connections)

s Voo
G I p-DEVICE
D
0
G n-DEVICE
Via Vo
S
VSS

shown in Fig. 2.11a [CaMi72]. The absolute value of the p-transistor
drain current I, inverts this characteristic. This allows the V-I char-
acteristics for the p-device to be reflected about the x-axis (Fig.
2.11b). This step is followed by taking the absolute value of the p-
device V,,, and superimposing the two characteristics vielding the
resultant curves shown in Fig. 2.11c. The input/output transfer
curve may now be determined by the points of common V,, inter-
section in Fig. 2.11c. Thus, solving for V,, = Vin, and Lo, = Lus,
gives the desired transfer characteristics of a CMOS inverter as
illustrated in Fig. 2.12. The switching point is typically designed
to be 50 percent of the magnitude of the supply voltage: =Vpp/2.
During transition, both transistors in the CMOS inverter are mo-
mentarily ‘ON’, resulting in a short pulse of current drawn from
the power supply. This is shown by the dotted line in Fig. 2.12.

TABLE 2.1. Relations between voltages for the three re-
_gions of operation of a CMOS inverter

CUTOFF LINEAR SATURATION
Vg, < Vii Vi, < Vi3
Vg, > Vi Via < Vi, + Voo Vi <V, + Vop
p-device
Via > Vi, + Vo Ve, < Vi3 Ve, > Vi
Vie— Vo <V, Via = Vo>V,
Ve > v’.n; Ve > Vi
Ve, < Vi Via >V, Vin >V,
n-device
Via <V, Vea, > Vi Vea, < Vi3
Vi — Vo>V, Vi — Vo<V,
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FIGURE 2.13. Equivalent
circuit for region B of in-
verter operation
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The operation of the CMOS inverter can be divided into five regions and
(Fig. 2.12). The behavior of n- and p-devices in each of the regions

may be found by using Table 2.1.

Region A. This region is defined by 0 s V,, < V,, in which the
n-device is cut-off (I4, = 0}, and the p-device is in the linear region.
Since Iy, = —la,, the drain-to-source current I, for the p-device
is also zero. But for Vy,, = Vo — Vpp, with Vg, = 0. the output
voltage is

Substituting

Vo = Vop. (2.15)
Region B. This region is characterized by V, < Vi, <Vpp/2 in
which the p-device is in its linear region while the n-device is in
saturation. The equivalent circuit for the inverter in this region can
be represented by a resistor for the p-transistor and a current source
for the n-transistor as shown by Fig. 2.13. The saturation current
I, for the n-device is obtained by setting Vs = Vi, This results

in

V., - V.F
IdSn = Bn LJ!LT!A]-! (2‘16)
wheré
- Hat(Wn
Bn B tox (Ln) : ’

and

V., = threshold voltage of n-device

with

w,, = mobility of electrons

W, = channel width of n-device

L, = channel length of n-device. This yields

The curren! for the p-device can be obtained by noting that
Vgs = {Vin — Voo)

and
Vs = (Vo ~ Vo)

and therefore By setting

1
Iy, = _3p|:(vin - Vpo—V,)(Vo — Vop) — ‘Z’(Vo - VDD]Z:I: (2.17)

W .
where e obtain

w
n-22()

tox p

S EF
B
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threshold voltage of p-device

= mobility of holes
channel width of p-device

channel length of p-device.

lae, = —Lisa, (2.18)

the output voltage V, can be expressed as
Vo= (Vi = V4]

2 1 Vbp ‘ Bn v
| Vo=V p -2 Va2 v,.,)vm By v

3

~p

2
(2.19)

Region C. In this region both the n- and p-devices are in saturation.
The saturation currents for the two devices are given by

1
Icls;, = Eﬂp[vin = Vpp — th)z
1 2
IdSn = EBH[VI'" - th]
Ids,, = _Idsn-
Vop + Vi, + Vi, Ba
Vin = —— (2.20)
14 [B
By
Bn = Bp and Vl.. = -lev
V
Vin = % (2.21)

]

—
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which implies that region C exists for only one value of V. The
possible values of Vo in this region can be deduced as follows:

n-channel: V, — Vo<V,
Vo> Vin — Vi
p-channel: Vi — Vo>V,
Vo< Vip = V-

Combining the two inequalitie§ results in

V, -V, <Vo< Vi =V, (2.22)

This indicates that with Vi; = Vpp/2, Vo varies within the range
shown. Of course, we have assumed that an MOS device in saturation
behaves like an ideal current source with drain-to-source current

. being independent of V. In reality, as V,, increases, Iy also increases

slightly, thus region C has a finite slope. The significant factor to
be noted is that in region C we have two current sources in series,
which is an “unstable” condition. Thus a small input voltage has
a large effect at the output. This makes the output transition very
steep, which contrasts with the equivalent nMOS inverter charac-
teristic. The relation defined by Eq. (2.20) is particularly useful since
it provides the basis for defining the gate threshold Vin, which

corresponds to the state where Vo = Vip.

Region D. This region is described by Vpp/2 < Vin < Vpp — Vi, -
The p-device is in saturation while the n-device is operating in its
linear region. This condition is represented by the equivalent circuit
shown in Fig. 2.14. The two currents may be written as

’ 1
Id5p = - Eﬁp(vin - VDD - th)z

and '
. 1,
Iy, = Bn (Vi = ViJVo — 'Z'Vo

with
Idsp = —IdSn'
The output voltage becomes

VO = (Vin - th]

B 1/2
- [(Vin - Vz,.)z - EB(Vm - VDD - le)z]

(2.23)

Region E. This region is defined by the input condition Vi, = Voo
- V,,. in which the p-device is cut-off (s, = 0), and the n-device

Kl
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TABLE 2.2. Summary of CMOS inverter operation*

REGION CONDITION p-DEVICE n-DEVICE OUTPUT
A 0=sV,sV, linear cut-off Vo = Vop
B V,<V,< Y%) linear saturated Vo= (Vi + 1) =V 15 - 6V,
C Vi = !;—D saturated saturated Vo # f(Via)
D -V?DQ <Va<Vp -V, saturated linear Vo = (Via = 1) - \/m
E Via = Vpp - V,, cut-off linear Vo =0 ‘
« parameters assumed Vpp = +5 volts; V,; = -1 volt; V,, = +1 voit: g'—; = 1.

is in the linear mode. Here. Vy,, = Viy — Vpp, which is more positive
than V,,. The output in this region is

Vo = 0. (2.24)

From the transfer curves of Fig. 2.12, it may be seen that the transition
between the two states is very “steep.” This characteristic is very
desirable as the noise immunity is maximized. This is covered in
more detail in Section 2.3.2. For convenience, the characteristics

" associated with the five regions are summarized in Table 2.2.

2.3.1 Influence of B,/B, ratio on
transfer characteristic

In order to explore the’variations of the transfer characteristic as a
function of B,/8,, it is possible to plot the transfer curve for several
values of 8./B, shown in Fig. 2.15. Here, we note that the gate
threshold voltage V,, defined by the state in which

Vin = VO

is dependent on B,/B,. Thus, for a given process, if we want to
change 8,/8,, we need to change the channel dimensions, i.e., channel
length L and channel width W. From Fig. 2.15 it can be seen that
as the ratio 8,/8, is decreased the transition region shifts from left
to right; however, the output voltage transition remains sharp and
hence the switching performance is not affected. This behavior should

(2.25)

" be contrasted with the nMOS inverter, where the transition gain

depends critically on the 8 ratio of the load (pull-up) and driver
{pull-down) transistors.
For the CMOS inverter a ratio of

B,

B, (2.26)
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FIGURE 2.15.

B, on inverter DC transfer
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may be desirable since it allows a capacitive load to charge and
discharge in equal times by providing equal current source and sink
capabilities. This will be expanded upon in Chapter 4.

Another factor that needs to be. considered is the influence of
temperature on the transfer characteristics [Cobb66). As the tem-
perature of an MOS device is increased, the effective carrier mobility
p in the channel decreases. This results in a decrease in 8. which
is related to temperature T by

BxT ¥ (2.27)

Therefore :
I, x T™YV2 (2.28)

Since the voltage transfer characteristics depend on the ratio 8./8p.
and the mobility of both holes and electrons are similarly affected,
this ratio is independent of temperature to a good approximation.
Both V,, and V,, decrease slightly as temperature increases. This
implies that as temperature increases, the extent of region A is
reduced while the extent of region E increases. Thus the overall
transfer characteristics of Fig. 2.15 shift to the left as temperature
increases. Based on the figures given earlier, if the temperature rises
by 50°C , the thresholds drop by 200mV each. This would cause a
4 V shift in the input threshold.
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2.3.2 Noise margin

Noise margin is a parameter closely related to the input-output
voltage characteristics. This parameter permits one to determine the
allowable noise voltage on the input of a gate so that the output
will not be affected. The specification most commenly used to specify
noise margin (or noise immunity) is in terms of two parameters —
the LOW noise margin, NM,, and the HIGH noise margin, NMy.

_ With reference to Fig. 2.16, NM_ is defined as the difference in

magnitude between the maximum LOW output voltage of the driving
gate and the maximum input LOW voltage recognized by the driven
gate. Thus

NM = [Viga = Votaul- (2.29)

The value NM,, is the difference in magnitude between the minimum

- HIGH output voltage of the driving gate and the minimum input

HIGH voltage recognized by the receiving gate. Thus

NMy = [Votan = Vittmal» {2.30)
where
Vi, = minimum HIGH input voltage

V... = maximum LOW input voltage

minimum HIGH output voltage

VOHmm

maximum LOW output voltage.

VOLmu
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FIGURE 2.16. Noise mar-

gin definitions
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The definitions on page 51 are illustrated in Fig. 2.16.

Generally, it is desirable to have Vi = V,. and for this to be a
value that is midway in the “logic swing,” Vo to Vou. This implies
that the transfer characteristic should switch abruptly, that is, there
should be high gain in the transition region. For the purposes of
calculating noise margins, the transfer characteristic of the inverter
and the definitions of voltage levels Vi, Vor, Vu, Vou are shown
in Fig. 2.17. To determine Vy,, we note that the inverter is in region
B of operation, where the p-device is in its linear region while the
n-device is in saturation. The result of analyzing these quantities
(B. = B,) (see Appendix A) are as follows:*

3V + 5[Vl = 3Vin
- 8

NMy (2.31)

and
_ 3Vpp — 3|Vi| + 5Vin
= 5 .

(2.32)

NM,
In the case V,, = |V, = 0.2 Vpp, we have
\'
NM,=NMy=(3+1-~- 0.6]—§—D = 0.425 Vpp.

Note that if [V, | = V,,, then NMy and NH, increase as threshold
voltages are increased. Note that if either NM, or NMy for a gate
are reduced (=.1Vpp), then the gate may be susceptible to switching
noise that may be present on the inputs. This is the reason to keep
track of noise margins. Quite often, noise margins are compromised

* Derivation by K. Trivedi, Duke University.

2.4 ALTERNATE CMOS INVERTERS

to improve speed. Circuit examples later in the book will illustrate
this trade-off.

2.4 Alternate CMOS inverters

Fig. 2.18a on page 54 shows an inverter that uses a p-device pull-

up that has its gate permanently grounded. This is roughly equivalent

to the use of a depletion load in nMOS. This circuit is used in a

L variety of CMOS logic circuits. It has the disadvantage that it dissipates

;o DC power when the n-transistor (pull-down) is turned on. Similar

to the complementary inverter. a graphical solution to the transfer

characteristic is shown in Fig. 2.18b on page 54 for various sized

p-devices. This shows that the ratio of 8./8, affects the shape of

the transfer characteristic and the V;, of the inverter. To determine

the ratio of the n-transistor size to the p-transistor size the circuit

in Fig. 2.19 on page 54 will be used. This shows two cascaded

pseudo-nMOS inverters. In order to cascade inverters without deg-
radation of signal levels, the following condition should be met:

VO = Vin = vav

where
V.o = the gate threshold voltage.

For equal noise margins, the gate threshold voltage Vi, should be
set to approximately 0.5Vpp. At this operating point, the n-device
(pull-down) is in saturation {0 < Vg, — Vi, < Vg, ), and the p-device
(pull-up) is in the linear mode of operation (0 < Vi, < Vs, —
V,,). From Eq. (2.2¢), the n-device Iy with Vi, = Vi, is

Ids.. = %(va - th)z' (2.33)
Similarly the p-device I with Vg, = —Vpp is
\%%
Ly, = Bp[[_vDD - Vi )Va, — _(2!_2] (2.34)

Equating the two currents we obtain

n 2 st
By~ VI = ﬁp[(-vm -~ Vo)V, = —;—E]_. (2:35)

Upon rearrangement,

B 172 Ve 12
Viw = Vi, + [ZEEJ [(‘Vnu = Vi)Vas, — f"] . {2.36)

53
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FIGURE 2.18. Pseudo
nMOS inverter and DC
transter characteristics

FIGURE 2.19. Cascaded
pseudo nMOS inverters
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With Vi, = 0.5Vpp, Vi, = [V,| = 0.2Vpp, Vbp = 3 volts, the
following result is obtained for an adequate B ratio:

Bo _ 1

B. 6

Recalling that the technology and geometry contributions to B, the
ratio of widths of the n-device to the p-device should be approximately

(2.37)

3/1. For an inverter with slightly lower noise immunity a B./B, of
4/1 may be used which parallels the popular nMOS ratio rule
[MeCo80]. This inverter finds use in circuits where an “n-rich”
circuit is required and the power dissipation can be tolerated. Typical
uses include static ROMs and PLAs. Note that the circuit could use
n-load devices and p-active pull-ups, if this was of advantage.

Another inverter of interest is the tri-state inverter shown in
Fig. 2.20. When CL = '0’, the output of the inverter is in a tri-state
condition (the Z output is not driven by the A input). When CL =
'1’, the output Z is equal to A. For the same sized n- and p-devices.
this inverter is approximately half the speed of the inverter shown
in Fig. 2.10. This inverter will be discussed in more detail in Chapter
5, as it forms the basis for various types of clocked logic, latches,
multiplexers, and [/O structures.

2.5 Transmission gate —
DC characteristics

The transistor connection for a complementary switch or transmission
gate is reviewed in Fig. 2.21. It consists of an n-channel transistor
and a p-channel transistor with separate gate connections and common
source and drain connections. The control signal ¢ is applied to
the gate of the n-device, and its complement ¢ is applied to the
gate of the p-device. The operation of the transmission gate can
be best explained by considering the characteristics of both the
n-device and p-device as pass transistors individually. We will address
this by treating the charging and discharging of a capacitor via a
transmission gate.

o
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FIGURE 2.20. CMOS tri-
state inverter

FIGURE 2.21. Transistor
connection for CMOS
transmission gate
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FIGURE 2.23. pMOS tran-
v sistor in transmission gate
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nMOS Pass Transistor. Referring to Fig. 2.22, the load capacitor
C, is initially discharged (i.e., Vo = 0). With ¢ = '0" (i.e, Vg = 0
volts), I = 0, then Vo =0 irrespective of the state of the input
V.. When ¢ = '1". and V;, = '1’, the pass transistor begins to
conduct and charges the load capacitor towards Vpp. i.e., initially
Vg = Vpp. Since initially Vi, is at a higher potential than Vo, the
current flows through the device from left to right. As the output
voltage approaches (Vpop — Vi), the n-device begins to turn off. Load
capacitor, C,, will remain charged when ¢ is changed back to '0’.
Therefore the output voltage Vo remains at (Vpp — V,.)- This implies
that the transmission of logic "1’ is degraded as it passes through
the gate. With Vi, = '0’ and ¢ = '1’, the pass transistor begins to
conduct and discharge the load capacitor towards Vgs, i.e., Vg =
Vpp. Since initially Vi, is at a lower potential than Vo, the current
flows through the device from right to left. As the output voltage
approaches Vss (0 V), the n-device current diminishes. Thus the
transmission of a logic "0’ is not degraded. :

pMQS Pass Transistor. Once again a similar approach can be taken
in analyzing the operation of a pMOS pass transistor, as shown in
Fig. 2.23. With ¢ = '1’, V,, =1, and Vo = '0’, the load capacitor
C, remains uncharged. When ¢ = ’0’, current begins to flow and
charges the load capacitor towards Vpp. However, when V,, = 0’
and V, = '1’, the load capacitor discharges through the p-device

2.5 TRANSMISSION GATE — DC CHARACTERISTICS

TABLE 2.3. Transmission characteristics of n-channel
and p-channel pass transistors

DEVICE TRANSMISSION OF 't TRANSMISSION OF ¢’
n ! poor good
p good poor

until Vo = [V, ], at which point the transistor ceases conducting.
Thus transmission of '0’ is somewhat degraded through the p-device.

The resultant behavior of the n-device and p-device are shown
in Table 2.3. By combining the two characteristics we can construct
a transmission gate that can transmit both a logic '1” and logic "0’
without degradation. As can be deduced from the discussion so far,
the operation of the transmission gate requires both the true and
the complement version of the control signal ¢. The overall behavior

can be expressed as:

n-device = off:
p-device = off:

b=y, =0V, = Z: (2.38)
Va="1,Vy =2,
where Z refers to a high impedance state and
n-device = on;
b =1 p-device = on; (2.39)

V, = 0,V = 0';
4 Vin = ,1,! VO

1.

The corresponding output characteristic is shown in Fig. 2.24.

n-DEVICE
RESISTANCE

FIGURE 2.24. Transmis-
sion gate output
characteristic
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2.6 Latch-up

If every silver lining has a cloud, then the cloud that has plagued
CMOS is a parasitic circuit effect called “latch-up.” The result of
this effect is the shorting of the Vpp and Vg lines, usually resulting

6 V maore positive than the emitter. A pnp transistor has comple-
mentary characteristics. Although these descriptions are basic, they
will serve to illustrate the source of latch-up. In the figure, we have
indicated a pnp (T,) and an npn (T.) bipolar transistor, each of
which has a gain factor associated with them. In addition, resistances
Rs and Ry are critical in determining the latch-up susceptibility of

26 LATCH-UP 58

in chip self-destruction or at least system failure with the requirement a circuit. Rg is due to the n-substrate, while Ry is due to the p- -
to power down. This effect was a critical factor in the lack of ac- well. The larger these resistances are. the more likely a structure is DN
ceptance of early CMOS processes but in current processes is con- to latch-up. Fig. 2.25b shows the equivalent circuit of the latching
trolled by process innovations and well understood circuit techniques. circuit. If enough electron current is injected into the n-type substrate
Before proceeding with this section the reader should read Chapter and collected by the p-well, the voltage drop across Rs will be of —
3, to become familiar with process layer terminology. sufficient magnitude to switch the two bipolar transistors T, and :
The source of the latch-up effect [Estr80](EsDu82] is depicted T, into a low resistance mode. Thus, depending on the series resistance
in Fig. 2.25. The figure shows a cross-sectional view of a typical of the parasitic path (R). the current drawn from the power supply
(p-well) CMOS process and. additionally, shows two parasitic bipolar can be significant and may result in circuit failure. Alternatively, _—
transistors. Now, bipolar transistors have completely different char- the flow of collected excess carriers through the well region may i
acteristics than MOS transistors. There are two types of bipolar be sufficient to forward bias T,. Once again, circuit failure may "
transistors: npn and pnp. The letters refer to the type of semiconductor result. These effects are moderated by reducing the gain of the
material that comprises the three terminals of a bipolar transistor, transistors and reducing the value of the parasitic resistors Ry and —
’ which are called the collector, base, and emitter. In an npn transistor, Rs. The latter action is achieved by using substrate contacts which C
! the transistor passes current from collector to emitter if the collector effectively short out the resistors. These are shown in Fig. 2.25.
is biased positive with respect to the emitter and the base is about In most current processes the possibility of latch-up occurring
. in internal circuitry has been reduced to the point where a designer .
. need not worry about the effect as long as liberal substrate contacts f
are used. The definition of “liberal” is usually acquired from designers
Voo who have completed “‘successful” designs on a given process. Ac-
tually, calculating the parasitics is possible, but the actual switching
oSOURCE transients existent in the circuit have a great effect on any possible
,,,,, i Voo R 3 latch-up condition. Thus at this time it is quite difficult to “synthesize”
s s > T, the required number of substrate contacts. A few rules may be
oy Y “Tar ™N - followed that reduce the possibility of internal latch-up to a very
p*in pTAn SUBSTRATE RURT —
PWELL small likelihood. '
T :?Nij?mrs K }—" » Every well must have a substrate contact of the appropriate type.
p-WELL l 3 Pw « Every substrate contact should be connected by metal directly
i n-SOURCE ] t ly pad (i.e.. no diffusion or polysili d ™
! o a supply pad (i.e., no diffusion or pelysilicon underpasses
Vo, SUBSTRATE R ; in the supply rails). .
CONTACT s ss - Place substrate contacts as close as possible to the source con-
nection of transistors connected to the supply rails (ie., Vss

n-TYPE SUBSTRATE
n-devices, Vpp p-devices). This reduces the value of Rg and Ry.

A very conservative rule would place one substrate contact for
every supply connection.
« Place a substrate contact per 5-10 logic transistors. —
« Lay out n- and p-transistors with packing of n-devices towards :
Vss and packing of p-devices towards Vpp (see layout styles

——— n-CHANNEL ———#¢-————— p-CHANNEL =

(b) EQUIVALENT CIRCUIT FOR
PARASITIC TRAN.

{a) CROSS SECTION

FIGURE 2.25. Source of latch-up In CMOS
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later}. Avoid “convoluted™ structures that intertwine n- and
p-devices in checkerboard styles.

The most likely place for latch-up to occur is in [/O structures
where large currents flow, large parasitics may be present and ab-
normal circuit voltages may be encountered. In these structures two
options can be taken. The first is to use proven 1/0 structures designed
by experts who understand the process ata detailed level. Secondly,

‘ rules may be applied to the design of these structures that minimize
" the possibility of latch-up. Typical rules (p-well process) include:

+ Physically separate the n- and p-driver transistors (i.e., with the
bonding pad).

« Include p~ guard rings around n-transistors connected to Vss.

« Include n~ guard rings around p-transistors connected to Vpp.

+ Employ minimum area p-wells so that p-well photocurrent is
minimized during transient pulses. In fact, in some n-well [/O
designs, wells are entirely eliminated by using only n-devices
in buffers.

« Source diffusion regions of the p-transistors should be placed

so that they lie along equipotential lines when current flows

between Vpp and the p-wells; that is, source fingers should be
perpendicular to the dominant direction of current flow rather
than parallel to it. This reduces the possibility of latch-up through
the p-transistor source, due to an effect called “field aiding”

[EsDu82].

Shorting p-transistor source regions to the substrate and the

n-transistor source regions to the p-well with metallization along

their entire lengths will aid in preventing either of these diodes
from becoming forward biased, and hence reduces the contribution
to latch-up from these components.

The p-well should be hard-wired (via p*) to ground so that any

injected charge is diverted to ground via a low resistance path.

The p-well has a relatively high sheet resistance and is susceptible

to charge injection.

The spacing between the p-well p* and n-transistor source contact

should be kept to a minimum. This allows minority carriers

near the parasitic npn transistor emitter-base junction to be col-

‘lected and reduces Ry.

The separation between the substrate n* and p-transistor source

contact should be minimized. This results in reduced minority

carrier concentration near the pnp emitter-base junction.

2.7 Exercises

2.1

2.2

2.3

2.4

2

A process has a nominal K, of 10uAV™* and a thin-oxide thickness
{t,.) of 1000 A°. A batch of circuits have a t,, of 800 A°. What
would the nominal K, be? What effect would this have on the
drain current of n- and also p-transistors?

A transistor has a drawn 1V of 20u and a drawn L of 5u. During
processing, the polysilicon is overetched by 1x on all sides.
The source and drain diffusions bloat by 5. If K, = 152AV ™2,
what is the 8 of the final transistor? :

Calculate the gn.q of a transistor with § = 40 wAVTI N = .03
V™., V, = 1.0V, and V,, = 5 V. taking into account channel
length modulation.

Calculate the input switching voltage for a 2-input NOR gate
constructed of identical sized n- and p-transistors with one
input held high and both inputs held high. How do the noise
margins vary? What ramifications does this have for muitiple
input gates?

2.7 EXERCISES
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CHAPTER 3 CMOS PROCESSING TECHNOLOGY

After a brief discussion of silicon semiconductor processing, this
chapter will provide an overview of a variety of CMOS technologies
that are currently in use in industry and a view of some current
research directions. Following this, the geometric design rules for
some representative processes will be summarized.

3.1 Silicon semiconductor technology:
an overview :

Silicon in its pure or intrinsic state is a semiconductor, having a
hulk electrical resistance somewhere between that of a conductor
and an insulator. The conductivity of silicon can be varied over
several orders of magnitude by introducing impurity atoms into the
silicon crystal lattice. These dopants may either supply free electrons
or holes. Impurity elements that use electrons are referred to as
acceptors since they accept some of the electrons already in the
silicon, leaving vacancies or holes. Similarly, donor elements provide
electrons. Silicon that contains a majority of donors is known as
n-type and that which contains a majority of acceptors is known
as p-type. When n-type and p-type materials are brought together,
the region where the silicon changes from n-type to p-type is called
a junction. By arranging junctions in certain physical structures and
combining these with other physical structures, various semiconductor
devices may be constructed. Over the years, silicon semiconductor
processing has evolved sophisticated techniques for building these
junctions and other structures having special properties.

3.1.1 Wafer processing

The basic raw material used in modern semiconductor plants is a
wafer or disk of silicon, which varies from 75 mm to 150 mm in
diameter and is less than 1 mm thick. Wafers are cut from ingots
of single crystal silicon that have been pulled from a crucible meit
of pure molten polycrystalline silicon. This is known as the “Czo-
chralski” method (Fig. 3.1) and is currently the most common method
for producing single crystal material. Controlled amounts of impurities
are added to the melt to provide the crystal with the required electrical
properties. The crystal orientation is detérmined by a seed crystal
that is dipped into the melt to initiate single crystal growth. The
melt is contained in a quartz crucible, which is surrounded by a
graphite radiator. The graphite is heated by radio frequency induction
and the temperature is maintained a few degrees above the melting
point of silicon (=1425° C). The atmosphere above the melt is typically
helium or argon.

DIRECTION OF PULL

CRYSTAL HOLDER \

HEATER

GROWING CRYSTAL

| sHiELD

QUARTZ CRUCIBLE WiTH T |
GRAPHITE LINER

T~ MOLTEN siLICON

CRUCIBLE SUPPORT

After the seed is dipped into the melt, the seed is gradually
withdrawn vertically from the melt while simultaneously being ro-
tated. The molten polycrystalline silicon melts the tip of the seed
and as it is withdrawn, refreezing occurs. As the melt freezes, it
assumes the single crystal form of the seed. This process is continued
until the melt is consumed. The diameter of the ingot is determined
by the seed withdrawal rate and the seed rotation rate. Growth rates
range from 30 to 180 mm/hour.

Slicing into wafers is usually carried out using internal cutting
edge diamond blades. Wafers are usually between 0.25 mm and 1.0
mm thick, depending on their diameter. Following this operation,
at least one face is polished to a flat, scratch-free mirror finish.

3.1.2 Oxidation

Many of the structures and manufacturing techniques used to make
silicon integrated circuits rely on the properties of the oxide of
silicon, namely, silicon dioxide (SiO;). Therefore the reliable man-
ufacture of SiO, is extremely important.

3.1 SILICON SEMICONDUCTOR TECHNOLOGY: AN OVERVIEW 65

FIGURE 3.1. Czochralski
process for manufacturing
silicon ingots
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SOURCE
METAL POLY GATE aate fDRAN
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SOURCE DRAIN {
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FIGUI_RE 3.2. An nMOS UNOXIDIZED :
transistor showing the SILICON SURFACE
growth of field oxide in p- SUBSTRATE

both vertical directions

Oxidation of silicon is achieved by heating silicon wafers in an
oxidizing atmosphere such as oxygen or water vapor. The two common
approaches are:

« Wet oxidation: when the oxidizing atmosphere contains water
vapor. The temperature is usually between 900° C and 1000° C.
This is a rapid process. .

« Dry oxidation: when the oxidizing atmosphere is pure oxygen.
Temperatures are in the region of 1200° C, to achieve an acceptable
growth rate.

The dxidation process consumes silicon. Since SiO, has approximately
twice the volume of silicon, the SiO, layer grows almost equally in
both vertical directions. This effect is shown in Fig. 3.2 for an n-
channel MOS device in which the SiO, {field oxide) projects above
and below the unoxidized silicon surface.

3.1.3 Selective diffusion

To create different types of silicon, containing different proportions
of donor or acceptor impurities, further processing is required. As
these areas are tequired to be precisely placed and sized, a means
of ensuring this is required. The ability of SiO, to act as a barrier
against doping impurities is 2 vital factor in this process called
selective diffusion. The SiO, layer may be used as a pattern mask.
Areas on the silicon wafer surface where there is an absence of Si0,
allow dopant atoms to pass into the wafer, thus changing the char-
acteristics of the silicon. Areas where SiO, overlays the silicon act
as barriers to the dopant atoms. Thus selective diffusion entails:
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« Opening windows in a laver of SiO, grown on the surface of
the wafer.
« Removing SiO., but not Si, with a suitable etchant.

« Subijecting exposed Si to a dopant source.

The process used for selectivelv removing the oxide involves covering
the surface of the oxide with an acid resistant coating, except where
diffusion windows are needed. The SiO; is removed using an etching
technique. The acid resistant coating is normally a photosensitive
organic material called photoresist {PR), which can be polymerized
by ultraviclet (UV) light. If the UV light is passed through a mask
containing the desired pattern. the coating can be polvmerized where
the pattern is to appear. The unpolymerized areas may be removed
with an organic solvent. Etching of exposed SiO. then may proceed.
This process is illustrated in Fig. 3.3. In established processes using
PRs in conjunction with UV light sources. diffraction around the
edges of the mask patterns and alignment tolerances have limited
line widths on the order of about 1.5 pm to 2 pm. However, during
recent years, electron beam lithography (EBL} has emerged as a
contender for pattern generation and imaging where line widths of
the order of 0.5 um with good definition are achievable. The main
advantages of EBL pattern generation are:

« Patterns are derived directly from digital data.
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« There are no intermediate hardware images such as recticles or
masks: that is. the process may be direct.

- Different patterns may be accommodated in different sections
of the wafer without difficulty.

- Changes to patterns can be implemented quickly.

The main disadvantage that has precluded the use of this technique
in commercial fabrication lines is the cost of equipment and the
large amount of time required to access all points on the wafer.

3.1.4 The silicon gate process

So far we have touched on the single crystal form of silicon used
in the manufacture of wafers and the oxide used in the manufacture
and operation of circuits. Silicon may also be formed in an amorphous
form (not having a carefully arranged lattice structure) commonly
called polycrystalline silicon or polysilicon. This is used as an
interconnect in silicon ICs and as the gate electrode on MOS tran-
sistors. The most significant aspect of using polysilicon as the gate
electrode is its ability to be used as a further mask to allow precise
definition of source and drain electrodes. This is achieved with
minimum gate-to-source/drain overlap, which we will learn improves
circuit performance. Polysilicon is formed when silicon is deposited
on Si0, or other surfaces. In the case of an MOS transistor gate
electrode, undoped polysilicon is deposited on the gate insulator.
Polysilicon and source/drain regions are then normally doped at
the same time. Undoped polysilicon has high resistivity. This char-
acteristic is used to provide high value resistors in static memories.
The resistivity of polysilicon may be reduced by combining it with
a refractory metal (see Section 3.2.5).

The steps involved in a typical silicon gate process entail pho-
tomasking and oxide etching, which are repeated a number of times
during the processing sequence. Fig. 3.4 shows the processing steps
after the initial patterning of the SiO;, which was shown in Fig.
3.3. The wafer is initially covered with a thick layer of SiO, called
the field oxide. The field oxide is etched to the silicon surface in
areas where transistors are to be placed (Fig. 3.4a). A thin, highly
controlled layer of SiO, is then grown on the exposed silicon surface.
This is called the gate oxide or thin oxide or thinox (Fig. 3.4b}.
Polysilicon is then deposited over the wafer surface and etched to
form interconnections and transistor gates. Fig. 3.4¢ shows the result
of an etched polysilicon gate. The exposed thinox (not covered by
polysilicon} is then etched away. The complete wafer is then exposed
to a dopant source, resulting in two actions (Fig. 3.4d). Diffusion
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junctions are formed in the substrate and the polysilicon is doped
; with the particular type of dopant. This reduces the resistivity of

the polysilicon. Note that the diffusion junctions form the drain
and source of the MOS transistor. They are formed only in regions
where the polysilicon gate does not shadow the underlying substrate.
This is referred to as a self-aligned process because the source and
drain do not extend under the gate. Finally, the complete structure
is covered with SiO, and contact holes are etched to make contact
with underlying layers (Fig. 3.4e). Aluminum or other metallic in-
terconnect is evaporated and etched to complete the final connection
of elements (Fig. 3.4f).
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FIGURE 3.4. Fabrication
steps for a silicon gate
nMOS transistor




FIGURE 3.5. CMOS pro-
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3.2 CMOS technologies

CMOS (Complementary Metal Oxide Silicon) technology is recognized
as a leading contender for existing and future VLSI systems. CMOS
provides an inherently low power static circuit technology that has
the capability of providing a lower power-delay product than com-
parable design-rule nMOS or pMOS technologies. In this secti.on
we provide an overview of four dominant CMOS technologies, w1.th
a simplified treatment of the process steps. This is included primarily
as a guide for better appreciation of the layout styles that are to
follow.

The four dominant CMOS technologies are:

« p-well process

» n-well process

« twin-tub process

« silicon on insulator.

During the discussion of CMOS technologies, process cross-sections
énd layouts will be presented. Fig. 3.5 summarizes the drawing
conventions.

3.2.1 The p-well process

A common approach to p-well CMOS fabrication has been to start
with a moderately doped n-type substrate (wafer), create the p-type
well for the n-channel devices, and build the p-channel transistor
in the native n-substrate. Although the processing steps are somewhat

-complex and depend on the fabrication line, Fig. 3.6 on pages 72-
.73 illustrates the major steps involved in a typical p-well CMOS
" process. The mask that is used in each process step is shown in

addition to a sample cross-section through an n-device and a p-
device. Although we have shown a polysilicon gate process, it is
of historical significance to note that CMOS was originally imple-
mented with metal (aluminum) gates. This technology formed the
basis for the majority of low power CMOS circuits implemented in
the 1970s. The technology is robust and still in use in many areas.
As can be seen from Fig. 3.6, the mask levels are not organized
by component function. Rather they reflect the processing steps.

« The first mask defines the p-well (or p-tub); n-channel transistors
will be fabricated in this well. Field oxide (FOX]) is etched away
to allow a deep diffusion (Fig. 3.6a).

The next mask is called the “thin oxide” or “thinox” mask, as
it defines where areas of thin oxide are needed to implement
transistor gates and allow implantation to form p- or n-type
diffusions for transistor source/drain regions. The field oxide
areas are etched to the silicon surface and then the thin oxide
is grown on these areas (Fig. 3.6b). Other terms for this mask
include active area, island, and mesa. In nMOS this would be
the diffusion mask.

Polysilicon gate definition is then completed. This involves cov-
ering the surface with polysilicon and then etching the required
pattern (in this case an inverted “U”). As noted previously, the
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“poly” gate regions lead to “self-aligned” source-drain regions
(Fig. 3.6c).

A p-plus (p*) mask is then used to indicate those thin-oxide
areas (and polysilicon) that are to be implanted p*. Hence a
thin-oxide area exposed by the p-plus mask will become a p*
diffusion area (Fig. 3.6d). If the p-plus area is in the n-substrate,
then a p-channel transistor or p-type wire may be constructed.
If the p-plus area is in the p-well (not shown), then an ohmic
contact to the p-well may be constructed. An chmic contact is

(d)

st
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one which is only resistive in nature and is not rectifying (as
in the case of a diode). In other words, there is no junction
(n-type and p-type silicon abutting). Current can flow in both
directions in an ohmic contact. This type of mask is sometimes
called the select mask as it selects those transistor regions that
are to be p-type.
« The next step usually uses the complement of the p-plus mask,
although an extra mask is normally not needed. The “absence”
i of a p-plus region over a thin-oxide area indicates that the area
will be an n* diffusion or n-thinox. n-thinox in the p-well
defines possible n-transistors and wires {Fig. 3.6e). Ann~ diffusion
in the n-cubstrate allows an ohmic contact to be made. Following
this step, the surface of the chip is covered with a layer of SiO,.

+ Contact cuts are then defined. This involves etching any SiO,
down i the contacted surface (Fig. 3.6f). These allow metal
{next step) to contact diffusion regions or polysilicon regions.
. Metallization is then applied to the surface and selectively etched
(Fig. 3.6g).
« As a final step (not shown), the wafer is passivated and openings
i to the bond pads are etched to allow for wire bonding. Passivation
protects the silicon surface against the ingress of contaminants
that can modify circuit behavior in deleterious ways.

Additional steps might include threshold adjust steps to set the
threshold voltages of the n- and p-devices, The cross-section of the
finished p-well process is shown in Fig. 3.7c. The layout of the
p-well CMOS transistors corresponding to this cross-section is il-
lustrated in Fig. 3.7b. The corresponding schematic (for an inverter)
is shown in Fig. 3.7a, while a more representative cross-section
showing realistic topology is depicted in Fig. 3.7d. From Fig. 3.7
it is evident that the n-type substrate accommodates p-channel devices,
while the p-well accommodates n-channel devices.

The p-well diffusion must be carried out with special care since
p-well doping concentration and penetration depth affect the threshold
voltages as well as the breakdown voltages of the n-channel devices.
To achieve low threshold voltages {0.6V-1.0V), either deep well-
diffusion or high well resistivity is required. Deep junctions require
larger spacings between the n-type and p-type transistors due to
lateral diffusion, resulting in larger chip areas. High resistivity can
accentuate latch-up problems (Section 2.6). In order to achieve narrow
threshold voltage tolerances in a typical p-well process, the well
concentration is made about one order of magnitude higher than
the substrate doping density, thereby causing the body effect for n-
channel devices to be higher than for p-channel transistors. In addition,
due to this higher concentration, n-transistors suffer from excessive
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source/drain to p-well capacitance. In general, the n-transistors are
inferior to those that could be built on a native substrate (no well).
Thus circuits involving n-transistors will tend to be slower than,
say, for a typical nMOS depletion load process; degradation in circuit
performance may be expected in some logic structures (see Chapter
4). Since the sheet resistance for a p-well is in the order of 1-10k(}
per square, as a measure against “latch-up,” the well must be grounded
in such a way as to minimize any voltage drop due to injected
current in substrate that is collected by the p-well.
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s

L In a p-well process, the n-type substrate may be connected to
the positive supply (Vpp) through what are termed Vpp substrate
contacts, while the well has to be connected to the negative supply
{Vss) through Vs substrate contacts. The interesting feature of the
Vs contact is that topside connection of substrate is used. This can

be compared with nMOS, where backside connection is normally AL CONTACTS

, used. Vpp backside contact may be used but topside connection is

= preferred because it reduces parasitic resistances that could cause o I WA e §

35 latch-up. Substrate connections that are formed by placing p* regions 1100 e e 1) e e 111 FIGURE 3.9. GE-ntersil’s
in the p-well (Vgs contacts) and n* in the n-type substrate (Vpp p*+ == SWELL S+ “retrograde p-well”
contacts) are illustrated by Fig. 3.8a. The corresponding layout is n-SUBSTRATE process

P shown in Fig. 3.8b. Other terminology for these contacts include )

u “well contacts’”” for the Vs substrate connection or “‘body ties.” We :
will use the term “‘substrate contact” for both Vss and Vpp contacts, " reduction may influence the quality of metal-poly contacts within
as this terminology can be commonly used for most bulk CMOS p-plus regions.

& : processes. It should be noted that these contacts are formed during To meet the growing need for higher packing density, improve-

i the implants used for the p-channel and n-channel transistor ments in latch-up, and independent threshold adjustment, a number

formation.

In current fabrication processes the polysilicon is normally doped
n*. The p* doping phase reduces the poly doping such that the
polysilicon inside the p-plus regions have a higher sheet resistance
than the polysilicon outside the p-plus region. The extent of this

of improved p-well CMOS processes have emerged during recent
years. We will examine two such processes in more detail: the
“retrograde p-well CMOS” process developed by GE-Intersil, Inc.
[Comb81], and the “CMOSC” process developed by Hewlett-Packard
[HJLV83]. These are illustrated by Fig. 3.9 and Fig. 3.10, respectively.

77




78 CHAPTER 3 CMOS PROCESSING TECHNOLOGY

FIGURE 3.10. Hewlett-
Packard’s CMOSC process
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In the retrograde p-well process the well is implanted with a
high energy boron implant as opposed to a thermal diffusion process.
As a result of this step and the fact that the implant is made after
field oxide, the p-well impurities do not diffuse from their original
implanted position, thus reducing the lateral diffusion of the well.
This enables reductions in the spacing between p- and n-transistors.
Further advantage of the retrograde process is that junction depth,
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sheet resistance, and threshold voltage are independent, allowing
g separate adjustments to take place for optimizing the behavior of
= the CMOS devices.

A number of the process steps for the CMOSC process are shown
. in Fig. 3.10. A boron implant is used to define the p-transistors and
k. aphosphorus implant is used to define the n-transistors. Improvements
in CMOSC processes have resulted in an extremely low standby
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FIGURE 3.10. (Continued)
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leakage current, primarily through characterization of the growth of
field oxide, improved control of the lateral diffusion of the implanted
source/drain junction, and increased integrity of the gate oxide edge.
Thinning of field oxide (Fig. 3.11) during contact etch can result in
a nondestructive breakdown that increases leakage currents. Inhibiting
this thinning effect, referred to as “bird’s beak.” also provides sig-
nificant improvement in the leakage mechanism.

3.2.2 The n-well process

Until recently, p-well processes have been one of the most commonly
available forms of CMOS. However, an advantage of the n-well
process is that it can be fabricated on the same process line as
conventional nMOS. Therefore this process is often “retrofitted” to
existing nMOS pracesses [Ohz80].

Typical n-well fabrication steps are similar to a p-well process,
except that an n-well is used. The first masking step defines the
n-well regions. This is followed by a low-dose phosphorous implant
driven in by a high-temperature step for the formation of the n-
well. The well depth is optimized to ensure against p-substrate to
p* diffusion breakdown, without compromising n-well to n” sep-
aration. The next steps are to define the devices and other diffusions,
to grow field oxide, contact cuts, and metallization. An n-well mask
is used to define n-well regions, as opposed to a p-well mask in a
p-well process. An n-plus (n”) mask may be used to define the n-
channel transistors and Vpp contacts. Alternatively, we could use
a p-plus mask to define the p-channel transistors, as the masks
usually are the complement of each other. '

Although there are a number of n-well CMOS processes becoming
available, the n-well process developed at the University of California
at Berkeley is chosen as a good illustration of the details of the
fabrication steps. To illustrate this process, the process steps have
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been reproduced [GrLN83|. These are couched in a Process Input
Description Language. The commands in this language are as follows:

e SUBSTRATE <NAME> (*TYPE=[P,N] IMPURITY=(1)
Specifies the substrate name, type, and impurity level.
OXIDE <NAME> THICKNESS =[]

Specifies oxide layer and thickness.

DEPOSITION <NAME> (*) THICKNESS=[1]

-Specifies a laver and thickness of a deposited layer. (*) is
followed by TYPE=[1 IMPURITY=[1 if it is silicon.

« ETCH <NAME> DEPTH=[1]

Specifies a material and an etch depth.

DOPE TYPE=[P,N] PEAK=[1 DEPTH=(] DELTA=[]
BLOCK=1L1]

Specifies parameters necessary to define a diffusion step.
MASK <RESIST NAME> <EXPOSED NAME> <MASK NAME>
<POLARITY OF MASK>

Specifies a resist laver and associated information.

The complete process input file is as follows (with abbreviations):
© IEEE 1983 ([GrLN83])

1. LEVEL 1
2. SUBS SILICON TYPE=P IMPU=lel3

Initial oxidation

3. OXIDE 0X) THICK=0.1

‘n-well definition

4. DEPO NTRD THICK=0.5
S. DEPO RST THICK=0.5
6. MASK RST DRST MNRL POSI
?. ETCH DRST DEPTH=0.b
8. ETCH NTRD DEPTH=0.&
9. ETCH RST DEPTH=0.b

10. OXIDE 0X2 THICK=0.5

11. ETCH NTRD DEPTH=0.6

12. DOPE TYPE=N PEAK=1l.Sel5 DEPTH=0.0 DELTA=L.S
BLOCK=0.2

13. ETCH OX DEPTH=0.7

14. OXIDE 0X3 THICK=0.l

81
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All active area definition Boron dope for p-channel source and drain

42. DEPO RST THICK=1.0

43. MASK RST DRST MIIN NEGA

44. ETCH DRST DEPTH=1.1

£45. DOPE TYPE=P PEAK=ledsd DEPTH=0.0 DELTA=0.2
BLOCK=0.¢

4L. ETCH RST DEPTH=1.1

15. DEPO NTRD THICK=0.5
16. DEPO RST THICK=0.S
17. MASK RST DRST HAA POSI
18. ETCH DRST DEPTH=0.6
19. ETCH NTRD DEPTH=0.b
2Q. ETCH RST DEPTH=O.b

3

)

Field dope for n-channel LPCVD oxide {Liquid Phase Chemical Vapor Deposition Oxide)

21. DEPO RST THICK=1.0 47. DEPO 0Xb THICK=0.5 ;’%
22. MASK RST DRST MNWL POSI
23. ETCH DRST DEPTH=1.l Contact definition
=4, DOPE TYPE=P PEAK=le2l DEPTH=0.0S DELTA=0.15
BLOCh=0.2 4a. DEPO RST THICK=1.0 7

49. MASK RST DRST MCC NEGA e
50. ETCH DRST DEPTH=1.l
51. ETCH OX DEPTH=1.1
52. ETCH RST DEPTH=1.1

5. ETCH RST DEPTH=L.1
2. OXIDE 0X4 THICK=0.?
27. ETCH NTRD DEPTH=0.&k

Threshold adjust dope ;
- Metallization
28. DOPE TYPE=P PEAK=1ec0 DEPTH=0.0 DELTA=0.0S
BLOCK=0.2 53. DEPO METL THICK=1.0
54. DEPO RST THICK=1.0
55. MASK RST DRST MME POSI
St. ETCH DRST DEPTH=1.1
57. ETCH METL DEPTH=1.l

5a. ETCH RST DEPTH=1l.1l

.

Regrow gate oxide

29. ETCH 0X DEPTH=0.)
30. OXIDE 0XS THICK=0.1

Poly gate definition Some of the abbreviations are as follows:

NTRD - Nitride 3
RST - Resist : b
METL - Metal (Aluminum)
NEGA - Negative

POSI - Positive

MNWL - N-well mask

MAA - Thin-oxide mask
MSI - Polysilicon mask
MIIN - Nplus mask

MCC - Contact mask

MME - Metal mask

31. DEPO POLY THICK=0.30
32. DEPO RST THICK=0.5

. 33. MASK RST DRST MSI POSI
35. ETCH DRST DEPTH=0.&
35. ETCH POLY DEPTH=0.G
3. ETCH RST DEPTH=0.6

Arsenic dope for n-channel source and drain

37. DEPO RST THICK=1.0

38. MASK RST DRST MIIN POSI

39. ETCH DRST DEPTH=1.l

40. DOPE TYPE=N PEAK=1e22 DEPTH=0.0 DELTA=0.2
BLOCK=0.8

41. ETCH RST DEPTH=1.1

Using the abbreviations and language definitions, the sequence in
processing may be traced out. For instance, steps 31-36 deposit
and etch the polysilicon layer. Step 31 deposits .3p of polysilicon.
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STEP 40

Step 32 deposits .5u of resist called RST. Step 33 masks this resist
with a positive polysilicon mask, calling the exposed resist DRST.
Step 34 etches DRST to a depth of .6u. The exposed polysilicon
is then etched to a depth of .6u by step 35. Finally resist RST is
etched away, leaving the final polysilicon pattern. Fig. 3.12 shows
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snap-shots of the cross-section of part of the layout for a number
of steps during processing. The layout corresponding to the cross-
section is shown in Fig. 3.12a. The cross-sections may be generated
automatically from this process file using the SIMPL-1 program
[GrLNB83]. Fig. 3.12b shows the n* implant step. Fig. 3.12c shows
the step required to define contact windows. Fig. 3.12d illustrates
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the wafer prior to metal definition, while Fig. 3.12e demonstrates
the completed inverter in cross-section. .

Due to differences in mobility of charge carriers the n-well process
creates nonoptimum p-channel characteristics, such as high junction
capacitance and high body effect (in the same manner that the p-
well influences n-transistors). However, many emerging CMOS designs
contain more n-channel than p-channel devices, so the overall effect
of poor p-transistor performance may be minimized by careful circuit
design. The n-well technology provides a distinct advantage here.
where optimum device characteristics are only required for the n-
channel transistors and not for the p-transistors. Thus n-channel
devices may be used to form logic elements to provide speed and
density, while p-transistors could primarily serve as pull-up devices.
Fully n-type 1/O circuits may be also used to advantage.

3.2.3 The twin-tub proceés

Twin-tub CMOS technology provides the basis for separate optim-
jzation of the p-type and n-type transistors, thus making it possible
for threshold voltage, body effect, and the gain associated with n-
and p-devices to be independently optimized [Parr80]. Generally
the starting material is either an n* or p~ substrate with a lightly
doped epitaxial or epi layer, which is used for protection against
latch-up. The aim of epitaxy (which means “arranged upon”) is to
grow high purity silicon layers of controlled thickness with accurately
determined dopant -concentrations dis§ributed homogeneously
throughout the layer. The electrical properties for this layer are
determined by the dopant and its concentration in the silicon.

The process sequence, which is similar to the p-well process
apart from the tub formation where both p-well and n-well are
utilized, entails the following steps: :

« tub formation

- thin oxide etching

« source and drain implantations
« contact cut definition

« metallization.

Fig. 3.13 illustrates the steps involved in the AT&T-Bell Lab-
oratories twin-tub process. Since this process provides separately
optimized wells, better pefformance n-transistors {lower capacitance,
less body effect) may be constructed when compared with a con-
ventional p-well process. Similarly, the p-transistors may be optim-
ized. Note that the use of threshold adjust steps is included in this
process. These masks are derived from the thinox and n-plus masks.

3.2

WELL REGIONS ARE DEFINED

}

nWELL IS IMPLANTED AND
SELECTIVELY OXIDIZED

!

P-WELL IS IMPLANTED

!

n-WELL FORMATION (= 5 um DEEP)

}

p-WELL FORMATION (= 5um DEEP)

!

FIELD-OXIDATION (= 14m THICK)

|

THICK FIELD OXIDE IS NONSELECTIVELY
IMPLANTED WITH ARGON TO GENERATE A
FAST ETCHING SURFACE LAYER

}

MASK 2 FIELD OXIDE IS ETCHED TO DEFINE THE
THINOX DEFINITION AREAS WHERE GATE OXIDE IS REQUIRED
TO BE GROWN '

}

FORMATION OF GATE OXIDE (=~ 500 A )

!

THRESHOLD ADJUSTMENT OF FUTURE
MASK 3: p-CHANNEL DEVICES BY SELECTIVE
IMPLANTATION OF BORON

!

POLYSILICON DEPOSITION

FIGURE 3.13. AT&T Bell Laboratories’ twin-tub CMOS process steps
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MASK 4:
) (POLYSILICON PATTERNING) POLYSILICON i§ PATTERNED
L |

BORON IMPLANT* FOR FORMATION
OF p*+ REGIONS

}

PHOSPHOROUS IS IMPLANTED FOR
FORMATION OF n* REGIONS

’

PASSIVATION

|

MASK 8: . CONTACT CUT

ALUMINIUM DEPOSITED OVER THE

MASK 5:

L

i WHOLE OF WAFER
MASK 7: PATTERNING OF ALUMINIUM
MASK 8: CUTS FOR BONDING PADS

*INITIALLY BORON IS IMPLANTED INTO SOURCE AND DRAIN REGIONS OF BOTH
TRANSISTORS FOLLOWED BY PHOSPHOROUS IMPLANT FOR FORMATION

_GURE 3.13. (Continued) OF n+ REGIONS

The cross-section of a typical twin-tub structure is shown in Fig.
1 3.14. The substrate contacts (both of which are required) are also
i/ ; included.
o

3.2.4 Silicon on insulator
} B Silicon on insulator (SOI) CMOS processes have several potential

gg} advantages over the traditional CMOS technologies [MaSi64]. These
include higher density, no latch-up problems, and lower parasitic
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.

capacitances. In the SOI process a thin layer of single crystal silicon
film is epitaxially grown on an insulator such as sapphire or mag-
nesium aluminate spinel. Various masking and doping techniques
(Fig. 3.15 on page 90) are then used to form p-channel and n-channel
devices. Unlike the more conventional CMOS approaches, the extra
steps in well formation do not exist in this technology.

The steps used in typical SOI CMOS processes are:

+ A thin film (7-8 pum) of very lightly-doped n-type Si is grown
over an insulator. Sapphire is a commonly used insulator {Fig.
3.15a).

+ An anisotropic etch is used to etch away the Si except where
a diffusion area (n or p) will be needed. The etch must be
anisotropic since the thickness of the Si is much greater than
the spacings desired between the Si “islands” (Fig. 3.15b, 3.15¢).

« The p-islands are formed next by masking the n-islands with a
photoresist. A p-type dopant, boron, for example, is then im-
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FIGURE 3.14. Twin-tub
process cross-section and
layout of an inverter
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FIGURE 3.15. Typical sillcon on insulator (SOI) process flow

planted. It is masked by the photoresist, but forms p-islands at

- : the unmasked islands. The p-islands will become the n-channel
devices (Fig. 3.15d).

« The p-islands are then covered with a photoresist and an
n-type dopant, phosphorus, for example, is implanted to form
the n-islands. The n-islands will become the p-channel devices
(Fig. 3.15€). :

« A thin gate oxide (around 500-600 A) is grown over all of the
Si structures. This is normally done by thermal oxidation.

- A polysilicon film is deposited over the oxide. Often the po-
lysilicon is doped with phosphorus to reduce its resistivity (Fig.
3.15f).
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"« The polysilicon is then patterned by photomasking and is etched. =
This. defines the polysilicon layer in the structure (Fig. 3.15g). ;ﬁ*‘?

« The next step is to form the n-doped source and drain of the
n-channel devices in the p-islands. The n-islands are covered
with a photoresist and an n-type dopant, normally phosphorus,
is implanted. The dopant will be blocked at the n-islands by
the photoresist and it will be blocked from the gate region of
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the p-islands by the polysilicon. After this step the n-channel
devices are complete (Fig. 3.15h).

The p-channel devices are formed next by masking the p-islands
and implanting a p-tvpe dopant such as boron. The polysilicon
over the gate of the n-islands will block the dopant from the
gate, thus forming the p-channel devices {Fig. 3.15i).

A layer of phosphorus glass or some other insulator such as
silicon dioxide is then deposited over the entire structure. The
glass is etched at contact cut locations. The metallization layver
is formed next by evaporating aluminum over the entire surface
and etching it to leave only the desired metal wires. The aluminum
will flow through the contact cuts to make contact with the
diffusion or polysilicon regions (Fig. 3.15j).

A final passivation laver of a phosphorus glass is deposited and
etched over bonding pad locations.

Because the diffusion regions extend down to the insulating
substrate, only “sidewall” areas associated with source and drain
diffusions contribute to the parasitic junction capacitance. Since
sapphire is am extremelv good insulator, leakage currents between
transistors and substrate and adjacent devices are almost eliniinated.

In order to improve the yield, some processes use “preferential
etch” in which the island edges are tapered. Thus aluminum or
poly runners can enter and leave the islands with a minimum step
height. This is contrasted to “fully anisotropic etch” in which the
undercut is brought to zero as shown in Fig. 3.16. An “isotropic
etch” is also shown in the same diagram for comparison. The ad-
vantages of SOI technology are:

« Due to the absence of wells, denser structures than bulk silicon
can be obtained. Also direct n to p connections may be made.

+ Low capacitances provide the basis of very fast circuits.
« No field-inversion problems exist (insulating substrate).

No latch-up due to isolation of n- and p-transistors by insulating
substrate.
. As there is no conducting substrate, there are no body effect
problems.

« Enhanced radiation tolerance.

.

However, on the negative side, due to absence of substrate diodes,
the inputs are somewhat more difficult to protect. As device gains
are lower, [/O structures have to be larger. Single crystal sapphire
or spinel substrates are considerably more expensive than silicon
and processing techniques tend to be less developed than bulk
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silicon techniques. Thus although SOI has the potential to be the
fastest MOS technology, it is also the most expensive.

325 CMOS process enhancements

A number of enhancements may be added to the CMQOS processes,
primarily to increase routability of circuits, provide high quality
capacitors for analog circuits and memories, or provide resistors of
variable characteristics.

These enhancements include:

« double or triple level metal
« double or triple level poly
+ combinations of the above.

FIGURE 3.16. Classifica-
tion of etching process
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FIGURE 3.17. Refractory
gates and interconnect ©
IEEE 1983 ([Chow83])
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For example, a second level of good quality interconnect is almost
mandatory in modern processes. One method that requires no extra
mask levels is to reduce the polysilicon resistance by combining it
with a refractory metal. Four such approaches are illustrated in Fig.
3.17 [Chow83]. In Fig. 3.17a, a silicide (e.g., silicon and tantalum)
is used as the gate material. Sheet resistances of the order of 1-2
/] may be obtained. This is called the silicide gate approach.
Silicides are mechanically strong and may be dry etched in plasma
reactors. Tantalum silicide is stable throughout standard processing
and has the advantage that it may be retrofitted into existing process
lines. Fig. 3.17b uses a sandwich of silicide upon polysilicon, which
is commonly called the polycide approach. A molybdenum gate,
capped with silicide yields a metal/silicide sandwich or heart of
moly structure (Fig. 3.17¢). Finally, the silicide/polysilicon approach
may be extended to include the formation of source and drain regions
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using the silicide. This is called the salicide process (Fig. 3.17d).
The effect of all of these processes is to reduce the “second layer”
interconnect resistance. allowing the gate material to be used as a
reasonable long distance interconnect. This is achieved by minimum
perturbation of an existing process.

A second approach is to just use a second layer of metal as
discussed above. As a rule, second level metal layers have a coarser
pitch as the topology of the silicon surface is more varied. Usually,
contacting the second layer metal to first layer metal is achieved
by a via, as shown in Fig. 3.18. If further contact to diffusion or
polysilicon is required. a separation between the via and contact
cut is usually required (although not in advanced processes). This
. requires a first level metal tab to bridge between metal 2 and the

g lower level conductor. It is important to realize that in contemporary
.. processes first level metal must be involved in any contact to un-
derlying areas. Probably as processes mature, this rule will be relaxed.
A number of contact geometries are shown in Fig. 3.19 on page 96.
Processes may require metal borders around the via on both levels
of metal, on second Ievel metal only, or no borders on either level,
" in which case the via normally overlaps the intersectior. of the two
layers. Fig. 3.19b shows an example of the second instance. Aggressive
processes allow one to stack vias on top of contacts, as shown in
Fig. 3.19c. Consistent with the relative large thickness of the inter-
mediate isolation layer, the vias may be larger than contact cuts
and second layer metal needs to be thicker and requires larger via
% overlap. The process steps for a two metal process are briefly as
- follows:

« The oxide below the first metal layer is deposited by atmospheric
chemical vapor deposition (CVD).

« The second oxide layer between the two metal layers is applied
in a similar manner. :
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FIGURE 3.18. Cross-sec-
tion of a second metal via

.
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« Depending on the process, removal of the oxide is accomplished
using a plasma etcher designed to have a high rate of vertical
ijon bombardment. This allows fast and uniform etch rates. The
structure of a via etched using such a method is shown in Fig.
3.18. Similarly, the bulk of the process steps for a double poly
process are common to the processes described so far. With
polysilicon, the oxide may be grown on top of the polysilicon
to serve as isolation between polysilicon layers.

Recent innovations in research processes have included 3-D
CMOS structures to reduce area and increase performance of circuits
by using the vertical dimension in a silicon wafer [Gibb80} [ADYY83]
[KSIM83]. Fig. 3.20a illustrates a cross-section of one particular 3-
D SOI CMOS process [KSIM83], with an accompanying layout for
an inverter shown in Fig. 3.20b. Trench isolation (Fig. 3.21a) improves
latch-up and n to p spacing of transistors by including deep oxide
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filled trenches between n- and p-transistors [IEDM83]. Fig. 3.21b
shows a cross-section from an advanced twin-tub process developed
by Tektronix that has silicide gates, trench isolation, and second
level metal [YMKP83].
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FIGURE 3.20. 3D CMOS
process cross-section and
layout of inverter € IEEE
1983 ([KSIM 83])
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FIGURE 3.21. Trench isolation a) ideal cross-section b) representative
process (Tektronix) © |EEE 1983 ([YMKP83])

3.3 Layout design rules

Layout rules, also referred to as design rules, can be considered as
a prescription for preparing the photomasks that are used in the
fabrication of integrated circuits. The rules provide a necessary com-
munication link between circuit designer and process engineer during
the manufacturing phase. The main objective associated with the
layout rules is to obtain the circuit with optimum yield in as small
a geometry as possible without compromising reliability of the circuit.

In general, design rules represent the best possible compromise
between performance and yield. The more conservative the rules
are, the more likely it is that the circuit will function. However,
the more aggressive the rules are, the greater the probability of
improvements in circuit performance. This improvement may be at
the expense of vield.

Design rules specify to the designer certain geometric constraints
on the lavout artwork so that the patterns on the processed wafer
will preserve the topology and geometry of the designs. It is important
to note that design rules do not represent some hard boundary
between correct and incorrect fabrication. Rather. they represent a
tolerance that ensures very high probability of correct fabrication
and subsequent operation. For example. one may find that a layout
that violates design rules mav still function correctly and vice versa.
Nevertheless, any significant or frequent departure from design rules
will seriously prejudice the success of a design.

Two sets of design rule constraints in a process relate to line
widths and interlaver registration. If the line widths are made too
small it is possible for the line to become discontinuous. On the
other hand, if the wires are placed too close to one another it is
possible for them to merge together; that is, shorts can occur between
two independent circuit nets. Furthermore. the spacing between
two independent layers may be affected by the vertical topology of
a process.

The design rules primarily address two issues: 1) the geometrical
reproduction of features that can be reproduced by the mask masking
and lithographical process, and 2) the interactions between different
layers.

There are several approaches that can be taken in describing
the design rules. These include ‘micron’ rules stated at some micron
resolution, alpha (a) and beta (8) rules, and lambda (A)-based rules.*
Micron design rules are usually given as a list of minimum feature
sizes and spacings for all the masks required in a given process.
For example, the minimum thinox width might be specified as 4
pm. This is the normal style for industry. In « and 8 rules the basic
feature size is defined in terms of 8, while the minimum grid size
that is needed is described by a. @ and 8 may be related by a constant
factor. The lambda-based design rules popularized by Mead and
Conway [MeCo80] are based on a single parameter A, which char-
acterizes the linear feature — the resolution of the complete wafer
implementation process — and permits first order scaling (which
rarely applies). As a rule they can be expressed on a single page.

* The reader should not confuse this use of 8 and A with that used in Chapter
2 for the transistor gain and channel length modulation parameters, respectively.
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Derivation of lambda-based rules from micron rules
i DIMENSIONS

L' MASK FEATURE Micron rule A rule

Minimum thinox width 4 um 2h

i . Thinox Minimum thinox spacing 4 pm 2

} Minimum p-thinox to n-thinox spacing 8 um 1A

b Minimum poly width 3.75 um 2X

Minimum poly spacing 3.75 um 2

*: Polysilicon Minimum gate poly width {p) 1.5 pum 3\

t [ Minimum gate poly width {n) 1.0 pm 2N

LJ Minimum gate poly extension 3.5 pm 2A

6: Alumi Minimum Al width 1.5 um k3

: Aluminum \Minimum Al spacing 4.5 um 3A

.
i
'

L

(-

C

The derivation of some

micron rules is illustrated in Table 3.1.

It should be noted that the degradation in circui
as well as the expected increase in silicon area cou

» rules based on a representative set of

t performance
1d make the

approach unsuitable for commercial circuits and even experimental
circuits. In this text, we will use the A rules to illustrate principles.

By using symbolic techniques as
no reason why the actual micron ru
aim of this text to encourage this practice. Th
is to illustrate approaches that completely

from the designer.

3.3.1

levels that represent the physical features one observes in the final
silicon wafer. At a sufficiently high conceptual level all CMOS

Layer representations

The advances in the CMOS processes
somewhat inhibit the visualization of
used in the actual fabrication proce:
can be abstracted to a manageable number of conceptual layout

processes use the following features:

« two different substrates
. doped regions of both p-
. transistor gate electrodes
« interconnection paths

« interlayer contacts.

described in Chapter 7, there is
les cannot be used and it is the
e objective in this text
hide the design rules

are generally complex and
all the mask levels that are
<s. Nevertheless the design process

and n-transistor forming material
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TABLE 3.2. JPL/Mead Conway layer representation for p-well CMOS process

JPL

[

« Overglass — .

LAYER Color Svmbolic Comments
» p-well Brown — Inside brown is p-well. outside is n-
tvpe substrate.
« Thin oxide Green n-transistor Thinox may not cross a well boundary.
+ Poly Red Polysilicon Generally n". )
ep” ) Yellow p-transistor Inside is p~-
« Metal1 | Light blue Metall —
« Metal2 Dark blue Metal2 —
« Contact cut Black Contact —

figures in terms of:

. a color scheme proposed by jPL*

« stipple patterns
« line styles

. or a mixture of these.

CMOS process

The layers for typical CMOS processes are represented in various

. a modified color scheme to differentiate between nMOS and
CMOS structures (as used on the cover of this text]

Some of these representations are shown in Table 3.2 and Table
3.3. Where diagrams aré presented. a legend will be used to indicate

TABLE 3.3. Alternate layer representations for p-weil

LAYER ALTERNATE COLOR CIF CODE
« p-well’ Brown cw
+ Thin oxide* Red CD
* Poly Green CP
op* Purple CS
« Metall Tan CM
* Metal2 Dark blue CN
» Contact Black CcC
» Overglass White stipples CG

or magenta.

S
* Jet Propulsion Laboratory, California Institute of Technology, Pa

* This layer is referred by Mead & Conway as diffusion. n-thinox is light blue. p-thinox is purple

sadena.
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TABLE 3.4. First character representation of CIF for pro-
cess description .

PROCESS

n-channel MOS

p-channel MOS

bulk CMOS processes

silicon on insulator processes

102

CIF CHARACTER

wOmZ

layer assignments. At the mask level, some layers may be omitted
for clarity. At the symbolic level only n- and p-transistors will be
shown. This should be viewed as translating to the appropriate set
of masks for whatever process is being considered. -

For convenience, the CIF (Caltech Intermediate Form) layer names
as used by JPL for bulk CMOS are also presented in Table 3.3. It
should be noted that CIF version 2.0 uses up to four alpha-numeric
characters to describe a mask level. Generally, the first letter is used
to characterize the process class, €.8- ‘C’ for bulk CMOS processes,
followed by a second character to identify the layer type. Such a
format for a group of closely related processes is shown in Table
3.4. :

The n-well and twin-tub bulk CMOS processes as well as the
SO process can be represented in a similar manner. For example,
in n-well bulk CMOS the only difference in the resulting wafer
structure is the reversal of the role of the well and the original
substrate. Different process lines may use different combinations of
then™, p~, n-well, or p-well masks to define the process. It is very
important to intimately understand what set of masks a particular
process line uses if you are responsible for generating interface
formats. For instance, an n* mask, which is the reverse of a p~
mask, may be used. Thus n* thinox denotes n-transistors and so
on. Conceptually, the mask levels in a silicon on insulator process
are probably the simplest. The levels and visible geometry in this
process correspond directly to the features that a designer has to
deal with conceptually (i.e., n-regions and p-regions). Perhaps the
significant difference between SOI and bulk CMOS processes, from
the designer’s point of view, is the absence of wells.

Our overall thrust to bring the simplicity of SOI to bulk CMOS
technologies is to encourage the adoption of a symbolic level of
design, in which the designer directly manipulates n- and p-transistors
and other circuit features of interest. In turn, this allows the design
rules to be completely removed from layout design and also paves
the way for the next generation of automatically performance op-
timized circuits.
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TABLE 3.5. Lambda-based layout rules
NO. MASK FEATURE DIMENSION
Al.Minimum thinox width 2
1 Thinox A2 Minimum thinox spacing (n” to n”, p” to p7) 2\
A3.Minimum p-thinox to n-thinox spacisg 8X
B1.Minimum p-well width 4 o
B2.Minimum p-well spacing (wells at same potential) 2\ “3‘3
2 p-well B3.Minimum p-well spacing (wells at different potential) 6A t
B4.Minimum distance to internal thinox K2
B5.Minimum distance to external thinox 5A
C1.Minimum poly width 2\ F-‘;
C2.Minimum poly spacing 2) P
3 Poly C3.Minimum poly to thinox spacing A
C+.Minimum poly gate extension 2\
C5.Minimum thinox source/drain extension 2\
D1.Minimum overlap of thinox 1.5-2A
4 p-plus D2.Minimum p-plus spacing 2\
D3.Minimum gate overlap or distance to gate edge 1.5-2)
D4 Minimum spacing to unrelated thinox 1.5-27 —
. E1.Minimum contact area 20 X 2\ : \‘
: E2.Minimum contact to contact spacing 27 !
‘ E3.Minimum overlap of thinox or poly over contact A
E4.Minimum spacing to gate poly 2)
E5.n~ source/drain contact
5 Contact E6.p~ source/drain contact
E7. Vs contact .
E8. Vpp contact See Figure 3.22
E9.Split contact Vss o
E10.Split contact Vip o
F1.Minimum metal width 2-3Xx .
6 Metal F2.Minimum metal spacing 3A
F3.Minimum metal overlap of contact A —

§ 332 Lambda-based p-well rules

Table 3.5 and Fig. 3.22 are a version of p-well rules loosely based

E on the JPL rules [Gris80]. Plate 3 illustrates these rules in color. It
. should be noted that these are only representative and are the result
of averaging a large number of processes. From Fig. 3.22 it can be
seen that the rules are defined in terms of:

« feature sizes
- separations and overlaps.
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There are a number of issues which require some discussion. These D4 D1 FIGURE 3.22. (Continued)
; are: e 2
! T
L 1 Well spacing and separation rules. The p-well is usually a deep . im
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///// // // Y, & D1. MINIMUM OVERLAP OF THINOX 23
// / © D2. MINIMUM p-PLUS SPACING K

diffusion and therefore it is necessary for the outside dimension
; to provide sufficient clearance between the p-well edges and
‘ the adjacent p~ diffusions. In current processes. 5A ensures that
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FIGURE 3.22. (Continued) -

FIGURE 3.23. Influence of
lateral diffusion of p-well
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of the field oxide across the well boundary, as shown in Fig.
3.23. Although some processes may permit zero inside clearance,
problems such as ‘birds beaks’ effect result in the 3A rule, which
is a conservative estimate. A further point to be noted is that
to avoid a shorted condition, thinox is not permitted to cross
a well boundary. Since the p-well sheet resistance can be several
kilo-ohms per square, it is necessary to thoroughly ground the
well. This will prevent excessive voltage drops due to substrate
currents. Thus the rule to follow in grounding the p-well would
be to put a substrate contact wherever space is available consistent
with the rules outlined in Sec. 2.6.

2 Transistor rules. Where poly crosses thinox, the source and
drain diffusion is masked by the poly region. The source, drain,
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and channel are thereby self-aligned to the gate. It is essential
for the poly to completely cross thinox, otherwise the transistor
that has been created will be shorted by a diffused path between
source and drain. To ensure this condition is satisfied, 1.5-2A
of poly is necessary beyond the edges of the diffusion region.
This is often termed the “gate extension.” Thin oxide must
extend beyond the poly gate so that diffused regions exist to
carry charge into and out of the channel. 2\ of thinox extension
is necessary to preserve the source and drain region. Poly and
thinox regions that do not meet intentionally to form a transistor
should be kept separated by .5-1A. The rule for clearance and
overlap of p* and thinox is 2X. Fig. 3.24 demonstrates that both
types of transistors have a thinox region (diffusion) and a po-
lysilicon region. An n-device has a p-well region surrounding
it, whereas a p-device has a p~ region surrounding it. Thin
oxide areas that are not covered by p* are n* and hence are n-
devices or wires (within the p-well). Therefore a transistor is
p-channel if it is inside a p~ region; otherwise it is an n-channel
device. From the above discussion it can be noted that there
are two types of implant/diffusion used to form the p- and n-
transistors. What is important to note is that p* diffusion is

FIGURE 3.24. Placement

of gate edges and p*
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3

obtained by “logical anding” of thinox and p~ masks, whereas
n~ diffusion is derived by “logical anding” of thinox and (NOT
p~) masks.

Contacts. There are several generaily available contacts:

metal to p-thinox (p-diffusion)
metal to n-thinox (n-diffusion)
metal to polysilicon

Vpp and Vss [§ubstrate contacts)
split (substrate contacts]

Depending on the process, other contacts such as “buried” po-
lysilicon-thinox contacts may be allowed. Sometimes this type
of contact is allowed to only one tvpe of thinox. Because the
substrate is divided into ‘well’ regions, each isolated well must
be ‘tied’ to the appropriate supply voltage: that is, the p-well
must be tied to Vs and the substrate {what amounts to n-well)
must be tied to Vpp. This is achieved by the use of substrate
contacts. One needs to note that every n-device must be sur-
rounded by a p-well and that the p-well must be connected to
Vs via a Vg contact. Furthermore, every p-device must have
access to a Vpp contact. The split or merged contact is equivalent
to two separate metal-diffusion contacts that are strapped together
with metal. This structure is used to tie transistor sources to
either substrate or p-well. In order to ensure the p~/n" doping
boundary remains within 1 of the center of the cut, 4—6A rule
is applied to the cut length if an elongated cut is used. This is
shown for the Vs merged contact in Fig. 3.22. Due to requirements
as processes are scaled, the separated contact structure used for
the Vpp merged contact in Fig. 3.22 is preferred. This results in
the ability to make all contact cuts identical for the complete
design, which can be beneficial in processing. A rectifying contact
can be created as the result of missing the cut. This can be fatal
although some circuits might appear to work.

4 Poly doping. In a number of current p-well CMOS processes,

the poly layer is usually doped n”. This means the p* doping
step somewhat reduces the n* doping of polysilicon. Thus an
increase in the sheet resistance of the poly is normally encountered
within the regions. If this is a problem, then the rule to follow
would be to place poly wires (as much as possible) outside the

p* region.

5 p* and gate edges. The 2A rule for the separation between the

gate edges and p-plus provides the basis for a doping change
and enables the creation of lateral diodes as illustrated by Fig.
3.24. As a general rule in the fabrication process, the transition
from n* to p* doping is not controlled. Thus different junction
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gradients having different breakdown voltages can be expected
for different processes.

Guard rings. Guard rings that are p~ diffusions in the n-substrate
and n* diffusions in the p-well are used to collect inject-
ed minority carriers. If they are implemented in a structure,
then p* guard rings must be tied to Vss, while n™ guard rings
must be tied to Vpp. An n~ diffusion with p~ guard ring is
shown in Fig. 3.25a, while a p~ diffusion with n™ guard ring
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FIGURE 3.25. Realization
of n* guard ring and p*
guard ring
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is shown in Fig. 3.25b. A typical layout for a 2-input NAND

B A
Vo ____ A ____ A gate using the lambda-based design rules is illustrated in Fig.
[ Z % -( 3.26 and Plate 4.
_1 W s ! LI L 1 '—) R
Ji = t 3.3.3 Lambda-based SOt rules
Voo !I m : / J—— : @ @ Table 3.6 and Fig. 3.27 (continued on page 112} show a set of lambda
'!_ } / ..{ % - L rules for CMOS silicon-on-insulator. The interesting feature about
', -—-—,' — ! this set of rules is that apart from the n-device to n-device spacing .
. Zp-8 Bt %1111 . = rule, implant rules, metal-to-metal spacing rule, and contact rules, f
W [ 2\ is the only value that needs to be remembered (but who needs -
i // J| / to remember design rules?). The 2\ spacing rule between island ;
Vss i V V - 7 edge and unrelated poly is used to ensure against shorts between .
| / o the poly and island edges. This can be caused by thin or faulty
i— AT T i E oxide covering over the islands. =
| 1 £
@ ) mm| |
FIGURE 3.26. 2-input = 7 At ——\ ! |
NAND gate fayout using 7/ . // // l__ Vs |1}
lambda rules for p-well // A H o
CcMOs z . B A '
TABLE 3.6. Lambda-based layout rules for SOl . - D e oy
NO. MASK ) FEATURE ) . DIMENSION @I R ~
Minimum island width 2x CoNTACT 211 4 % i 35
1 Island p-device to n-device spacing 2 2 I P
: n-device to n-device spacing 3\ " N R0
p-device to p-device spacing 3A . % -f y///////////////[ .f y//////l;{{:}
Implant/island overlap A e
2 Implant Implant/island spacing A !
Minimum poly width O 2A -
. Minimum poly-poly spacing . 2X B
3 Poly Minimum poly to island 2 = —y po— A —
Minimum island edge to poly spacing 2X }. _ i b
Minimum pely extension over island o 2) e 7 e —— i [ ey | *f ':
Distance over poly edge A o }. L ______ _J L —J N
Distance over island edge A = METAL T - T B
4 Contact Distance from island edge . A = T E _______ -_] r’
Distance from noncontacted feature 2 < %
Contact width on island 2A -
Contact width on poly 2x
Minimum metal width 3\ i .
5 Metal Minimum metal spacing 2\ FIGURE 3.27. Lambda-
Minimum metal overlap of contact A ’ based rules for SOI
™
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TABLE 3.7. Double metal rules — micron based
. : (suggested lambda rules)
L LAYER - WIDTH - SPACING
- Metal1l 3 um (2A) 4 pum (3A)
Metal2 - 5 um (4r) . 5 um (47)
i Via 3 pm X 3 um (28 X 2A) 3 (20)
by Cut 3 pm x 3 pum (21 X 23] 3 1 (2A)
2 Cut-via space — 3 um (2A)

TABLE 3.8. Metal1, metal2, via constructs

3.4 PROCESS PARAMETERIZATION

CIn
IR

LAYER SIZE

Metall 5um X 5 pm (4X X 4A)
Via 3 um x 3 um (2A X 2))
Metal2 7 um x 7 pm {5A X 5\)
3.3.4 Double metal design rules

Tables 3.7 and 3.8 show some typical rules relating second layer
metal to first layer metal for a typical two layer metal process: The
increase in width and separation of second level metal ensure against
broken conductors or shorts between adjoining wires due to the
vertical topology.

3.3.5

In commercial designs, lambda rules are rarely sufficient to describe
high performance circuits. Some additional rules that might be present
in some processes are as follows:

Design rules — summary

- Extension of polysilicon in the direction that metal wires exit
a contact. ’

« Differing p- and n-transistor gate lengths.

« Differing gate poly extensions depending on the device length
or the device construction.

While all of these rules can be worst-cased, very inefficient designs
result. A better approach is to implement systems that synthesize
the correct geometry from an intermediate form. Therefore, symbolic
styles of design appear to provide a solution for creating generic
CMOS circuits that can be implemented with a wide range of fab-
rication processes. This is the underlying theme in this text and
will be expanded upon in Chapter 7. For the time being we will
examine some ways of capturing the key rules of a process.

3.4 Process parameterization

As automated tools become more available, the necessity for an
individual designer to know detailed design rules becomes less
important. However, the tool designer must have a form in which
the design rules for a process can be unambiguously represented.

113
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If rules are to be communicated between tools, then a data format
has to be designed to provide the appropriate interface. We will
examine some of these ideas in this section. The main idea is to

identify structures of interest and demonstrate algorithms that might :

be used to construct these. Spacing of these structures from other
structures is achieved by applying the normal spacing rules.

3.4.1 Abstract layers

An important concept in the synthesis (and analysis) process is the
definition of abstract layers. For instance, n-diffusion in a p-well

process consists of the thin oxide mask “anded” with the p-well

mask without p-plus present, while transistor p-diffusion consists
of thin oxide “anded” with the p-plus mask in the absence of the
p-well. We might state this for a p-well process in some pseudo-
language represented by the following:

P_WELL AND THINOX AND NOT

i

NDIFF = N_DIFFUSION
P_PLUS

PDIFF = ¢ DIFFUSION
P_WELL

ACTIVE = ACTIVE_TRANSISTOR_AREAR = THINOX AND
POLYSILICON

YDDN = VDL _¥_DIFFUSION
AND NOT P_PLUS

ySSP = VSS_P_DIFFUSION
P_WELL

P_PLUS AND THINOX AND NOT

THINOX AND NOT P_WELL

THINOX AND P_PLUS BND

3.4.2 Spacing rules

Using the abstract layers and regularly defined layers the spacing
of layers may be specified. For instance, the following rules are
according to Table 3.4:

ND_PD_SP = NDIFF TO PDIFF SPACING = 8+*LAMBDA

ND_ND_SP = NDIFF TO NDIFF SPACING = 2*LARMBDA

PD_PD_SP = PDIFF TO PDIFF SPACING = 2*LAMBDA

CO_CO_SP = CONTACT TO CONTACT SPACING = 2*LAMBDA

CO_GP_SP = CONTACT TO GATE POLY SPRCING =
2*LAMBDA

However, the following rules are also needed:

ND_VP_SP = NDIFF TO VSSP SPACING = 2*LAMBDA
PD_VN_SP = PDIFF TO VDDN SPACING = 2*LAHMBDA
ND_VN_SP = NDIFF TO VDDN SPACING = &*LAMBDA
PD_VP_SP = PDIFF TO VSSP SPACING = 8*LAMBDA

3.4 PROCESS PARAMETERIZATION 115

3.43 Construction rules

Gonstruction rules are used to build structures. The first level of .
these are the minimum width rules. For example: g%
g

TH_WID = MINIMUM THINOX WIDTH = 2*LAMBDA
CO_WID = MINIMUM CONTACT WIDTH = 2*LAMBDA
PO_WID = MINIMUM POLYSILICON WIDTH = 2*LAMBDR

In addition, extension rules may also be specified:

GP_A_EXT = EXTENSION GATE_POLY OVER ACTIVE =

2*LAMBDA

PO_CO_EXT = EXTENSION POLYSILICON OVER CONTACT =
LAMBDA

TH_GP_EXT = EXTENSION THINOX OVER GATE_POLY =
Z*LAMBDA

TUB_TH_EXT = EXTENSION PTUB OVER THINOX =
3*LAMBDA

PP_TH._EXT = EXTENSION PPLUS OVER THINOX =
2*LAMBDA

TH_CO_EXT = EXTENSION THINOX OVER CONTACT =
LAMBDA

Using these parameters, the following is an example of the pseudo- S

code that may be used to build a minimum length transistor of
variable width:

type is transistor type 3
x,y is transistor position L
w is transistor width ) : '

build_transistor(type,X,y,v) .

1 = PO_WID + Z2*TH_GP_EXT

build_rectangle(THINOX, x-l/2: y-w/2,
. x+1l/2, y+w/2)

if(type == N_TRANSISTOR)

{

wp = W + 2*TUB_TH_EXT

1 = 1 + 2*TUB_TH_EXT
build._rectangle(PTUB, x-1/2, y-wp/2,
x+1/2, y+wp/2e) ‘ )

else
{

Wwp = w + 2¥PP_TH_EXT
1 =1+ 2*PP_TH_EXT
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L FIGURE 3.28. Algorith-
mically defined transistors

build_rectangle(PPLUS, x=-1/2, y-wp/<,
x-1/2, y+wp/2)

}

Wp = W - 2*GP_.A_EXT

1 = PO_WIDTH

build_rectangle(POLY, x-1/2, y-wp/2, x-1/2.

y+wp/2)

W + 2 x GP_A_EXT

p-WELL AND p-PLUS
OMITTED

| e

PO_WID + 2 *TH..GP_EXT

B

CO_WID + TH_.CO_EXT

CO_WID

| +
— S
ot
=

CONTACT PITCH = CO_WID e
+ CO_CO._SP ' '
t
T 1 (] -1__1_-_
(. v I \
a 8 aw i ) @ \ i
4 t
Bl B \ ' ! |
K . ! deodo
BB ! H
i [

POLY PITCH = CO_WIO + PO_WID

@ + 2* CO_GP_.SP

1

CO_WID + 2° CO_GP__SP
+ PO__WID
-—
) CO_WID + 2° CO_GP_SP

The resulting unconnected transistor is shown in Fig. 3.28a. The
addition of some parameterized contacts completes the transistor.
A larger transistor is shown with multiple source/drain contacts.
The poly pitch and the source/drain contact pitch are illustrated.
An alternative transistor structure is shown along with the associated
dimensions in Fig. 3.28b. This has a reduced poly pitch at the
expense of a reduced number of source/drain contacts.

3.5 Summary

This chapter has covered some of the more common CMOS tech-
nologies that are in current use. We have presented a set of lambda
rules for a p-well process and an SOI process. Chapter 7 outlines
symbolic layout techniques that allow the CMOS circuit designer
to construct circuits without direct reference to such rules. Of course
the design automation programmer still has to be cognizant of geo-
metric design rules. The last section in this chapter dealt with some
more obvious ways of parameterizing layout software.

FIGURE 3.28.

3.5 SUMMARY
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3.6 Exercises

3R~

3.1 An n-well process has thin oxide, n-well and n-ﬁlus mask layers,

in sddiion o the athr reglarlyes Dr e sk S 8{5}? UIT
a Vpp contact. and a Vgs contact. . k
3.2 Repeat Exercise 3.1 for a twin-tub process with thin oxide. p- AN DRP'A EC R-rFEoRé%AA;ILOCIQE

well, and n-plus mask layers. -
[ o —

t for an SOI inverter and transmission gate 2- E STIM ATI ON *

s included in Fig. 3.27.

3.3 Design the layou
input multiplexer using the design rule
rter in p-well technology

3.4 Write a program to generate a CMOS inve!
-transistors to alter the

that can individually size the n- and p
threshold of the gate.

o

£y

e

P
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CHAPTER 4 CIRCUIT CHARACTERIZATION AND PERFORMANCE ESTIMATION
4.1 Introduction o

In previous chapters we established that an MOS structure is created
by superimposing a number of layers of conducting, insulating, and
transistor-forming materials. It was further demonstrated that in a
conventional silicon gate process an MOS device requires a gate
forming region and a source/drain forming region, which consists
of diffusion, polysilicon, and metal layers separated by insulating
layers. Each layer has both a resistance and capacitance that are
fundamental components in estimating the performance of a circuit
or system. They also have inductance characteristics that we will
assume to be negligible. ’

In this section we are primarily concerned with the development
of simple models that will assist us in the understanding of system
behavior and will provide the basis whereby systems performance,
in terms of signal delays and power dissipation, can be estimated.

The issues to be considered in this section are:

. resistance and capacitance calculations

+ delay estimations
« determination of conductor size for power and clock distribution

+ power consumption
« charge storage mechanism
- effects of scaling.

4.2 Resistance estimation

The resistance of a uniform slab of conducting material may be
expressed as

R= (3) (l) (ohms), @.1)
t/\w
where
p = resistivity
t = thickness
I = conductor length
w = conductor width.
This expression may be rewritten as
R= Hs(l> (ohms), (4.2)
w

(@ 1 SQ. BLOCK (b) 4 sQ. BLOCKS

R =R (‘_‘)
$ \aw,

£
=R, (—) ohms
w

R =R, () ooms

where R, is the sheet resistance having units of ohm/square. Thus
to obtain the resistance of a layer one would simply multiply the
shest resistance R,, by the ratio of the length to width of the conductor.
For example, the resistances of the two shapes shown in Fig. 4.1
are equivalent. Table 4.1 shows typical sheet resistances that can
be expected in 3 um to 5 um MOS processes. Note that for metal
having a given thickness ¢, the resistivity is known, while for poly
and diffusion the resistivities are significantly influenced by the
concentration density of the impurities that have been introduced
into the conducting regions during implantation. This means that
the process parameters have to be known to accurately estimate
these quantities. ,

Although the voltage-current characteristic of an MOS transistor
is generally nonlinear, it is sometimes useful to approximate its
behavior in terms of a “‘channel” resistance to estimate performance.
From Chapter 2, Eq. (2.9), one may express the channel resistance
{in the linear region) R, by

L
e 1)

TABLE 4.1. Typical sheet resistances for conductors
SHEET RESISTANCE OHM/SQ.

(4.3)

Material Min. Typical Max.
Metal (Al} 0.03 0.05 0.08
Silicides 2 3 6
Diffusion

(n+ and p+) 10 25 50
Polysilicon 15 50 100

FIGURE 4.1.
tion of layer resistance
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k= [p(sf')(vy - V.)] :

For both the n-channel and p-channel devices, k may take a value
within the range 5,000 to 30,000 Q/sq.. Eq. (4.4) demonstrates the
dependence of channel resistance on the surface mobility u of the
majority carriers (i.e., electrons in n-device and holes in p-device).
Sinde the mobility is also a function of temperature, the channel
resistance and therefore switching time parameters, as well as power
dissipation, change with temperature variations. The increase in the
channel resistance may be approximated by +0.25 percent per °C
for an increase in temperature above 25°C.

122

where

(4.4)

421 Resistance of nonrectangular regions

Many times during the course of a layout nonrectangular shapes
are used (far instance, the corners of wires). The resistance of these
shapes requires more elaborate calculation than that for simple rec-
tangular regions. One method of calculating the resistance is to break
the shape in question into simple regions, for which the resistance
may be calculated [HoDu83]. Fig. 4.2a summarizes the resistance
of a number of commonly encountered shapes. Fig. 4.2b shows some
shapes that are commonly encountered in practice. Table 4.2 presents
the results of a study {HoDu83] to calculate the resistances of these
shapes for different dimension ratios. This shape information may
also be used to estimate the effective w/1 of odd shaped transistors

TABLE 4.2. Resis-
tance of test shapes

SHAPE RATIO mgﬁ [GiBo83}. A few precautions need to be taken, however, especially
concerning which side of a shape is the source or drain. The values

A i 1 shown in Table 4.2 best approximate the linear region of operation
A 5 3 of an MOS transistor. Note that contacts and vias also have a resistance
g 1 5 ;55’5 associated with them. As contacts are reduced in size, the associated
B 9 2:6 resistance increases. Typical values for processes currently in use
B 3 g5  TAange from .25 to 1002
C 15 2.1
C 2 2.25
C 3 2.5 4 3 . . .
s 4 e 4.3 Capacitance estimation
D 1 2.2
D 1.5 2.3 :
D 2 2.3 The dynamic response (e.8., switching speed) of MOS systems are
D 3 2.6 very much dependent on the parasitic capacitances associated with
E 1.5 145  the MOS device and interconnection capacitances that are formed
E 2 1.8 by metal, poly, and diffusion wires (often called “runners”) in concert
E 3 2.3 with transistor and conductor resistances. The total load capacitance
E 4 2.65_  on the output of an MOS gate is the sum of:

T i Tt A D T N E TS o A A

« gate capacitance (of other inputs connected to the output of the
gate)

. diffusion capacitance {of the drain regions connected to the
output) '

« routing capacitance (of connections between the output and
other inputs). .

3 Understanding the source of parasitic loads and their variations is
¢ essential in the design process, where system performance in terms
&~ of the speed of the system form part of the design specification.

- We will first examine the characteristics of an MOS capacitor.
& Following this, the MOS transistor gate capacitance, source/drain
‘ capacitance, and routing capacitance will be estimated.

43 CAPACITANCE ESTIMATION

FIGURE 4.2. Resistance
of nonrectangular shapes
© IEEE 1983 ([HoDu83))
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4.3.1 MOS capacitor characteristics

The capacitance-voltage characteristics of an MOS structure depend
on the state of the semiconductor surface. Depending on the gate
voltage. the surface may be in:

« accumulation
+» depletion

* inversion.

Referring to the p-substrate structure shown in Fig. +.3. an accu-
mulation laver is formed when V; <0 {V; > 0 for n-substrate). The
negative charge on the gate attracts holes toward the silicon surface.
\When an accumulation layer is present the MOS structure behaves
like a parallel plate capacitor. The gate conductor forms one plate
of the capacitor. The high concentration of holes in a p-substrate
(n-device) forms the second plate of a capacitor. Since the accu-
mulation layer is directly connected to the substrate. the gate ca-
pacitance may be approximated by

€ i ,€o -
C, = (—%—) CA, A (4.5)
where
A = area of gate
esi0, = dielectric constant {or relative permittivity of SiO,

taken as 3.9).

When a small positive voltage is applied to an n-device gate
with respect to the substrate, a depletion layer is formed in the

ACCUMULATION
)

p-SUBSTRATE

© |t e o e s s

(a)

v w

Vss (b)

[

p-substrate directly under the gate. The positive gate voltage repels
holes leaving a negatively charged region depleted of carriers. A
corresponding effect occurs in an n-substrate device for a small
negative gate voltage.

Since the magnitude of the charge density per unit area in the
surface depletion region is dependent on the doping concentration
(N}, electronic charge (q), and the depth of the surface depletion
region (d), increasing the gate to substrate voltage also increases d.
Caep- the depletion capacitance. is given by

Ciep = (%) A, {4.6)
where
d = depletion layer depth
es; = dielectric constant of silicon taken as 12.

Thus as the depth of the depletion region increases, the capacitance
from gate to substrate will decrease. The total capacitance from gate
to substrate under depletion conditions can be regarded as that being
due to the gate oxide capacitance, C, in series with Cgep; specifically

Cocdeu
Co + Cdep.

As the gate voltage is further increased, minority carriers {electrons
for the p-substrate) are attracted toward the surface. This effectively
inverts the silicon at the surface and creates an n-type channel.
Surface inversion vields a relatively high conductivity layer under
the gate, which restores’ the low frequency capacitance to C,. Because
of the limited supply of carriers (electrons) to the inversion layer,
the surface charge is not able to track fast moving gate voltages.
Hence the dynamic capacitance remains the same as for the maximum
depletion situation.

Cgb = Co;
= ——C"—cdﬂ’—; dynamic
Co + Cdep

Fig. 4.3b summarizes dynamic gate capacitance as a function of gate
: voltage.

Cgb = [4.7)

low frequency (<100Hz)

4.3.2 MOS device capacitances

So far we have considered the MOS gate in isolation. Fig. 4.4 on
page 126 is a diagrammatic representation of the parasitic capacitances
of an MOS transistor. In this model and in the subsequent analysis
the overlap of the gate over the drain and source is assumed to be

43 CAPACITANCE ESTIMATION
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TABLE 4.3. Approximation of intrinsic MOS gate

capacitance
P CAPACITANCE
SOURCE Off Linear Saturation

A =
e o = 0 0 ;ﬂ
FIGURE 4.4. Represen- L/eA 2 /ed

tation of parasitic capaci- C, 0 3 T,: _3_(70:)
tance for an MOS e .
transistor Ce 0 3= 0 5
. . : eA e 2{eA L

zero, a simplification that is valid to a first order in self-aligned C, = Cp + Cu + Cus = = 5(}—)

silicon gate processes. y
In Fig. 4.4, the following capacitive components have been

identified: _

Cg. Cea = gateto channel capacitances, which are lumped
at source and drain regions of channel.
respectively. ;

Cs. Cqp = source and drain diffusion capacitances to bulk
(or substrate).

Note: £ = €510,

1 Off region, where V,, < V,. When the MOS device is “OFF",
there is no channel, and hence Cg = Cga = 0. Cgy can be modeled
as the series combination of the two capacitors (C, and Cgep),
as shown in Fig. 4.3.

2 Linear region, where Vg, — V= Vi, In this region, the depletion —

C., = gate to bulk capacitance. layer depth remains relatively constant. Cg, therefore, remains
it is now possible to view the model in terms of circuit symbols. & constant. As a result of the formation of the Fha'nnel, gate to
This is illustrated in Fig. 4.5. The total gate capacitance C, of an 3 chann'el capacitances G, and Cyq now become SIBH}ﬁcant- These
MOS transistor is given by - R capacitances are dependent an gate voltage. Their values can

° R be conservatively estimated as
C, = Cp + Cos + Caa- @8 S _
. BN C=C _ 1/{&o€si0, A
The behavior of the gate capacitance of an MOS device can be 0= Cs=73 ———-—t” - A (4.9)

explained in terms of the following simple models in the three o .
regions of operation: ¢ 3 Saturation region, where Vg, — V, < V4. In this mode the
3 -3 channel is heavily inverted. The drain region of the channel is

: pinched-off, causing Cgq to be zero. G, increases to approximately

c 1 ;
o C, . .
\/.\, ® : i _Z_(eoss,-o,) A —
DRAIN _ ‘ L

3

tux

oae| r SUBSTRATE : ) The behavior of the input capacitances in the three regions of
”;souncs \/ - k- operation can be approximated as shown in Table 4.3. If the gate o
: ¥ does overlap the drain and source (as in a metal gate process), then .
c /&_‘/\c & a fixed parasitic contribution due to the overlap area and separation
® * i E must be added to Gy and C,y. Note that although some of the

. components of the gate capacitance are highly voltage dependent,
the overall gate capacitance {for an n-device), as shown in Fig. 4.6

? on page 128, is approximately equal to the intrinsic “gate-oxide”
£ capacitance for all values of gate voltage. The only region where

FIGURE 4.5. Circuit sym-
bols for parasitic c
capacitance

k)




.28 CHAPTER 4 CIRCUIT CHARACTERIZATION AND PERFORMANCE ESTIMATION

| IGURE 4.6. Total gate
{_apacitance as a function
of Vg,
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#IGURE 4.7. Physical lay-
out of an MOS transistor
;tor capacitance estimation
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this does not hold is around the threshold voltage of the transistor
{V,). Since transistors in digital circuits switch through this region
rapidly, we can conservatively approximate C, = C,.
Another way of stating this approximation is
C, = Cox A, (4.10)

where C,, is in the “thin oxide" capacitance per unit area given by

£,Esi
C,, = =32 4.11)

tox
With a thin-oxide thickness in the order of 500-1000 A, and the
relative permittivity for SiO, approximated as 4, the value of Cox is
4%8.854%10°"
(500 — 1000) * 10™°
~ (8 — 4) * 107* pF/um”.

Cox =

Approximation of the gate capacitance may now be undertaken by
simply taking the above value and multiplying it by the gate area.
For example, the input (or gate) capacitance for a typical MOS
transistor shown in Fig. 4.7, with A = 2 pm and t,, = 1000 A, is

KK OO X

OO OOXX 4

Loat, -l
Rodtans
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3.5% 107 = 8A°pF
11.2 fF.

We will refer to this transistor as a ““unit transistor” — a transistor
that can be conveniently connected to metal at source and drain.
It is the same width as a metal-diffusion contact.

Gy

4.3.3 Diffusion capacitance

Shallow n~ and p~ diffusions form the source and drain terminals
of n- and p-channel devices. Diffusion regions are also used as wires.
All diffusion regions have a capacitance to substrate that depends
on the voltage between the diffusion regions and substrate (or well),
as well as on the effective area of the depletion region separating
diffusion and substrate {or well). The diffusion capacitance Cy is
proportional to the total diffusion to substrate junction area. As
shown in Fig. 4.8. this is a function of “base” area and also of the

I-—— ® _-I POLY

- 2
T e % oo | o = s
= e |
%;@F;c/ Z i i
() BASIC MOS STRUCTURE =

—

: 7
DEPLETION s PARALLEL PLATE

LAYER
SIDE VIEW

(b} CAPACITANCE REPRESENTATION {c) CAPACITANCE MODEL

FIGURE 4.8. Area and pe-
ripheral components of ditf-
fusion capacitance
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area of the “sidewall” periphery. The latter occurs because the
diffusion region has a finite depth. Sidewall capacitance can be
characterized (assuming constant depth diffusion) by a periphery
capacitance per unit length. The model generally used is shown in
Fig. 4.8¢c. Total C, can be represented by

Cy = Cip*(ab) + Cjp* (2a + 2b), (4.12)
where
C,, = junction capacitance per sq. pmn
Cp = péribhery capacitance per um
a = width of diffusion region
b = extent of diffusion region.

Note that the capacitance contributed by the sidewall facing the
channel will be reduced somewhat by the presence of the channel
depletion region.

An obvious factor that emerges from Eq. (4.12) is that as the
diffusion area is reduced {through scaling, to be discussed later) the
relative contribution of the peripheral capacitance becomes more
important. Typical values for diffusion capacitances are shown in
Table 4.4 for both n- and p-channel devices.

For example, the drain diffusion capacitance of an n-channel
device with the dimensions shown in Fig. 4.7 may be approximated
in the following manner: .

Cyq = Cio * (ab) + Cj, * (2a + 2b)
1%107(10 * 8} + 9+ 107* (20 + 16)

= 40 fF.
These simple capacitance calculations assume zero DC bias across
the junction. Since the thickness of depletion layer depends on the
voltage across the junction, both C;, and C;, are functions of junction
voltage V. A general expression that describes the junction capacitance
is

C = c,.o( 1 - %,:)m (4.13)

where
V; = junction voltage (negative for reverse bias)

TABLE 4.4. Typicéi diffusion capacitance values

4.3 CAPACITANCE ESTIMATION

FRINGING CAPACITANCE

n-DEVICE (OR WIRE) p-DEVICE (OR WIRE)

Ci 1 * 107*pF/um’ 1 107*pF/um?
Cpp 9 » 10™*pF/um 8+ 107 'pF/um

C;o = zero bias capacitance: (V; = 0)
&g = built-in junction potential = 0.6 volts

and m is a constant. which depends on the distribution of impurities

_near the junction. and has a value of the order of 0.3 to 0.3.

4.3.4 Routing capacitance

Routing capacitances between metal and poly lavers and the substrate
can be approximated using a parallel plate model (C = %A]. where

A is area of the parallel plate capacitor, t is the insulator thickness,
and ¢ is the dielectric constant of the insulating material between
the plates. The parallel-plate approximation, however, ignores fringing
fields. The effect of fringing fields is to increase the effective area
of the plates. Consequently, polv and metal lines will actually have

_a higher capacitance (up to twice as large) than that predicted by

the model. Interlaver capacitance such as metal-poly capacitance is
also enhanced by fringing. Fig. 4.9 illustrates this effect. As line
widths are scaled, the width (w) and heights of wires tend to reduce
less than their separations {I). Accordingly, this fringing effect in-

B creases in importance. For current processes, a factor of 1.5-3 should

be used. Methods for more accurately computing the fringing factor
can be found in [RuBr73).
Another factor, which should be taken into account for small

' geometries when using the parallel plate model, is that a drawn

shape {on mask) will not be the same as the actual physical shape

g produced on silicon. This effect, shown in Fig. 4.10 on page 132,
B is most pronounced for diffusion regions and the extent may be
- determined analytically or empirically through experimentation.

4.3.5 Distributed RC effects

The propagation of a signal along a wire depends on many factors,
including the distributed resistance and capacitance of the wire,
the impedance of the driving source, and the load impedance. For

FIGURE 4.9. Effect of
tringing fields on
capacitance
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very long wires propagation delays caused by distributed resistance-
capacitance {RC) in the wiring layer tend to dominate. This trans-
mission line effect is particularly severe in poly wires because of
the relatively high resistance of this layer. A long wire can be rep-
resented in terms of several RC sections, as shown in Fig. 4.11.
The response at node V; with respect to time is then given by

av,
dt

f‘tg
3|

e

c = (I, - I)

(4.14)
_ (Vi—l - Vi] _ (Vi - Viﬂ)
B R R

As the number of sections in the network becomes large (and the
sections become small), the above expression reduces to the dif-
ferential form:

dv _d%v
,rc—dT = EX—Z, (4.15)

where

x = distance from input
w = resistance per unit length
'L‘ ¢ = capacitance per unit length.

. c c
i JGURE 4.11. Represen-
L’}tion of long wire in terms

of distributed RC sections

The form of this relation is that of the well known diffusion equation.
The solution for the propagation of a voltage step along the wire
shows that the propagation time t, over a wire of length x is

t, = kX%, (4.16)

where k is a constant. Alternatively, a discrete analysis of the circuit
shown in Fig. 4.11 yields an approximate signal delay of

_RCn(n + 1)
n 2 ’

(4.17)
where
n = number of sections.

As n becomes very large (i.e., the individual sections become very
small), this reduces to

t = ) (4.18)

where
r = resistance per unit length
¢ = capacitance per unit length
1 = length of the wire.

The I? term in Eq. (4.18) shows that signal delay will be totally
dominated by this RC effect for very long signal paths. In order to
optimize speed in a long poly line,:one possible strategy is to segment
the line into several sections and insert buffers within these sections.
Fig. 4.12 shows a poly bus of length 2 mm that has been divided
into two 1 mimn sections. Forr = 12 Q/umandc = 4 x 107* pf/um.

Eq. (4.18) yields

t=24x10" "

- Assuming that the delay associated with the buffer is 7., the total
= celay for this bus is

t, = 2.4 X 107" X {1000)® + Tpu

= 2.4 108 + Ty

BUFFER

1 & 1

POLYSILICON
BUS

4.3 CAPACITANCE ESTIMATION

FIGURE 4.12. Segmen-
tation of polysilicon line
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" FIGURE 4.13. Simple

model for RC delay

" calculation

This may be contrasted to the situation in which the buffer is missing,
which yields '

t, = 9.6 ns.

Thus by keeping 7,,s small, significant gain can be obtained through
appropriately segmenting the bus. 7p, does, in fact. depend on the
resistance of the first section of the bus and on the capacitance of
the second section of the bus. The relative importance of these two
terms depends on other circuit parameters such as final load ca-

pacitance. ir: some situations, it may be preferable to use a wide
poly wire ts reduce gverall series resistance at the expense of
capacitance.

When the RC product of a long line is high, it might not be
possible to compensate by simply adding drivers. This is where
technologies such as double metal layer prove useful. Here, the
second metal layer may be arranged to run in place of the polysilicon
line. Puiv is still used for local gate connections. Another approach
that is also effective in reducing the influence of RC effects is to
use silicides (tantalum, molybdenum) with sheet resistances in the
order of 2-4 ohm/sq. This approach provides considerable im-
provement in the RC delay associated with a line and is argued to
be as effective as a second metal layer while maintaining compatibility
with a single metal process.

A model for the distributed RC delay, which takes driver and
receiver loading into account, is shown in Fig. 4.13. R, is the output
resistance of the driver. C, is the receiver input capacitance. R, and
C, are the total lumped resistance and capacitance of the line. 7 is
the RC delay calculated using Eq. (4.18). Such a model yields results
that are very economical in terms of computation and, more im-
portantly, are accurate enough for most purposes. The concept of
using RC time constants for delay estimations is based upon the
assumption that the time taken for a signal to reach 63 percent of
its final value approximates the switching point of an inverter.

4.3.6 Capacitance design guide

As a guide to the design process and, in particular. to the choice
of layers, Table 4.5 is provided. It shows a range of capacitance
values (no fringing) for a typical 4 pm (A = 2 wm) silicon gate

TABLE 4.5. Typical 4 um silicon gate CMOS process

4.3 CAPACITANCE ESTIMATION

capacitances

PARAMETER MIN. MAX. COMMENTS

C(pF/um’} 40+107" 5.0+ 107" Gate

C,(pF/pm’) 0.4 * 107" 0.6+ 107" Polysilicon over field

Con,(pF/pum?) 04 *107" 0.6+107* Metal over poly

Cod pF/um®) 0.15 107" 03*107* Metal over field

Cumg(pF/um?) 0.8*10"" 1.0 %107 Metal over diffusion;
(p” AND n")

Cion(pF/um®) 0.8 *10"" 1.0+107" n-diffusion

Cio,(PF/um?) 0.8 = 107* 1.0+ 107 p-diffusion

CipapF/pum) 70*107" 9.0 107" n-channel device

Ciy{ PF/pem) 6.0 » 107" 8.0+ 107" p-channel device

CMOS process. Table 4.6 shows typical capacitance values for the
second level metal in a two metal process. These are inciuded for
comparison purposes. Since the second level metal capacitance is
governed by the planarization layer thickness, it is strongly dependent
E. upon the process. Furthermore, fringing fields are quite small and
E generally can be neglected for current technologies. An example
* showing the manner in which detailed parasitic capacitances may
be calculated is shown in Fig. 4.14 on page 136. Substituting in
some typical values (\ = 2 um) yields:

metal; Cpy = (3A * 100A)0.3 * 107" = 0.036pF
poly: C, = [(4A * 4X) + (A + 27) * 2\]0.6 * 107" = 0.0053pF
gate; C; = [2A * 21]5.0 * 107* = 0.008pF.
¥~ Therefore the total capacitance is
Cr=Cy+C+C
=~ 0.049pF.

) It is important to be able to estimate capacitances before any
E detailed layout is completed. For each progess, it is useful to have
f- an approximate figure for the gate capacitance of a unit size n- and
§ p-transistor, the capacitance of 100 um of poly wire, etc. In this

E TABLE 4.6. Typical 4 um second level metal CMOS pro-
i cess capacitances

& ' PARAMETER MIN. MAX.

COMMENTS
€ Crof(pF/um’) 0.1+107* 0.15 * 107* Metal 2 to substrate
CanzplpF/pm’) 0.2+ 107 0.3+ 107 Metal 2 to poly
Conza(pF/pm’) 0.3 + 107" 0.5 * 107" Metal 2 to metal 1
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i+ FIGURE 4.14. Example ot
= parasitic capacitance cal-
Y aulation for A = 2um

[
!
L

e
LR

L

{
L TABLE 4.7. Guide-
lines for ignoring RC
~wire delays

R +
! in mij

e MAXIMUM
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way, bus loadings and other critical parasitics can be estimated to
a first order without resorting to any detailed analysis.

4.3.7 Wire length design guide

For the purposes of timing analysis, an electrical node may be
defined as that region of connected paths in which the delay associated
with signal propagation is small in comparison with gate delays.
For sufficiently small wire lengths, RC delays can be ignored. Wires
can then be treated as one electrical node and modeled as simple
capacitive loads. It is therefore useful to define simple electrical
rules that can be used as a guide in determining the maximum
length of communication paths for the various interconnect levels.
To do this we require that wire delay 7, and gate delay 7, satisfy
the following condition:

To < Tg {4.19)
On substituting Eq. {4.18) into Eq. (4.19), we obtain the result
1< \/zﬁ (4.20)
Ic

This establishes an upper bound on the allowable length of the
interconnects where the above approximations are valid. The electrical
rules governing interconnect paths for a typical process are illustrated
in Table 4.7 in terms of A (as used in specification of design rules).
This table assumes gate delays of the order of 1.5 nS to 2.0 nS and
uses the values in Table 4.1 and Table 4.5 in conjunction with Eq.
{4.20). For example, for aluminum,

2%2,0*107°,) A2
03(r) * .3 * 107%(c)
= 60000A.

4.4 SWITCHING CHARACTERISTICS

So, conservatively.
1 < 20000A.

The significant factor that emerges from the table is the difference
in tolerable communication distance between metal and polysilicon.
Although the rules shown in Table 4.7 are very conservative, they
are simple to remember and satisfy most of the CMOS processes
that are currently available. They may be simply rederived, for
future processes, using Eq. (4.20}.

4.4 Switching characteristics

The switching speed of a CMOS gate is limited by the time taken
to charge and discharge the load capacitance C.. An input transition
results in an output transition that either charges C, towards Vpp
or discharges C;.towards Vgs. .

In this section, we develop simple models that describe the
switching characteristics of a CMOS inverter. Before proceeding,
however, we need to define some terms. Referring to Fig. 4.15, on
page 138: : '

. Rise time; t, = time for a waveform to rise from 10 percent to
90 percent of its steady-state value.

+ Fall time; t;, = time for a waveform to fall from 90 percent to
10 percent of its sjeady-state value.

+ Delay time; t; = time difference between input transition (50
percent level) and the 50 percent output level. (This is the time
taken for a logic transition to pass from input to output.)

Fig. 4.15a shows the familiar CMOS inverter with a capacitive load
C, that represents the load capaci.ance (input of next gates, output
of this gate and routing). Of interest is the voltage waveform V(1)
when the input is driven by a step waveform V,,(t), as shown in
Fig. 4.15b.

4.4.1 Fall time determination

Fig. 4.16, on page 138, shows the trajectory of the n-transistor operating
point as the input voltage, Vi(t), changes from zero volts to Vpp.
Initially, the n-device is cut-off and the load capacitor, Cy, is charged
to Vpp. This is illustrated by X on the characteristic curve. Application
of a step voltage (i.e., V,; = Vpp) at the input of the inverter changes
the operating point to X,. From there onwards, the trajectory moves
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on the V,, = Vpp characteristic curve towards point X, at the origin.
From the switching characteristics shown in Fig. 4.15, it is evident
that the fall time, t;, consists of two intervals:

1 t;, = period during which the capacitor voltage, V,, drops from
0.9 Vpp to (Vop — Vi)

2 t;, = period during which the capacitor voltage, V,, drops from
(Vop — Vi) to 0.1 Vpp.

The equivalent circuits that illustrate the above behavior are shown
in Fig. 4.17. From Fig. 4.17a, while in saturation

dv,
el %(Voo ~V =0 V.= Vpp -V, (421)

Integrating from t = t,, corresponding to V, = 0.9 Vpp, to t = f,
corresponding to V, = (Vpp — V,.) results in

CL 0.9Vpp
try = 2————"— 3 j dv
17 °B (Vpp — V., ) Ivoo-vaa ° (4.22)

_ 2Cy{V,, — 0.1 Vip)
BaVoo = Vi)

C

4.4 SWITCHING CHARACTERISTICS

FIGURE 4.17. Equivalent
circuits for fail and rise
tit;ne determination
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When the n-device begins to operate in the linear region, the discharge
current is no longer constant. The time, i, taken to discharge the
capacitor voltage from (Vop — Vi) to 0.1 Vpp can be obtained as
before, giving

[T
f2 B.Vop — V) 0.1Vop' V2

Yo _ vy,
2(Voo - V..) (4.23)

_ ) CL ln(lg Vpp — 20 Vrn)
B ) Voo '

:Bn[VDD -V
Thus the complete term for the fall time, ¢ is
Co
f = 22—
’ BatVoo — Vi) (4.24)
V-0t Voo |, lln(w Voo — 20 V,nﬂ.
Voo = Vi 2 Vo

If we make the assumption that V,, = 0.2 Vip (in a 3 volt process
V.=1vV, = —1V), then t; can be approximated as

S (4.25)

4.4.2 Rise time

Due to the symmetry of the CMOS circuit, a similar approach may
be used to obtain the rise time, t, (Fig. 4.17b). Thus

T "BpVop ~ Vil) (4.26)
y [IV.| - 01Vpp }_ln(lg Vop - 20}V, |)]
Voo = [Vel Voo
As before, with |V, | = 0.2 Vpp, Eq. (4.26) reduces to
C.
t~4 ) 4.27)
' BpVDD
For equally sized n- and p-transistors, where 8, = 26,
t
=<, 4.28
=3 (4.28)

Thus the fall time is faster than the rise time, primarils.,' due. to
different carrier mobilities associated with the p- and n-devices (i.e.,

ey ar—

REVS

4.5 CMOS GATE TRANSISTOR SIZING

#n = 24,). Therefore, if we want to have approximately the same
rise and fall time for an inverter we need to make

B _
By

This implies that the channel width for the p-device must be increased
to approximately two times that of the n-device, so

W, = 2W,.

P

1.

Note that to accurately specify the width ratio required to achieve
equal rise and fall times, an accurate ratio of x, and g, must be
known. These, in turn, depend on process parameters.

4.4.3 Delay time 7,

In an MOS circuit, the delay of a single gate is dominated by the
output rise and fall time. The delay is approximately given by

LN Ead

tdr
(4.29)

[CRE

tdf =

The average gate delay for rising and falling transitions is then

~ =.tdf+ tyr
S 2 (4.30)
Lt
T4

4.5 CMOS gate transistor sizing

45.1 Similar stage loads

The discussions so far have led us to believe that if we want to
have approximately the same rise and fall times for an inverter, we
must make

W, ~ 2W,,
where W, is the channel width of the p-device and W, is the channe

width of the n-device. This, of course, increases layout area and,
as we shall see later, dynamic power dissipation. In some cascaded
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FIGURE 4.18. CMOS In-
verter pair timing response
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(a) W, =2W,

(b) Wp =W,

structures it is possible to use minimum size devices without com-
promising the switching response. This is illustrated in the f'ollowmg
analysis, in which the delay response for an inverter pair (Fig. 4.18a)
with W, = 2W, is given by :

= tfull + tl'ise

A

. + 2{=).3C
R3Ce 2<2) * (a.31)
3RC., + 3RCy

= 6RCeq»

where R is the effective ‘on’ resistance of a unit-sized n-transistf)r
and C.q = C; + Cu is the capacitance of a unit-sized gate anfi drain
region. The inverter pair delay with W, = W, (Fig. 4.18b} is
= 4HCeq + ZRC,q (4.32}
= 6RC,q-
Thus we find similar responses are obtained for the two different

conditions. . )
It is important to remember that changes in § ratio also affect

inverter threshold voltage V;po- From Eq. {2.15), the relation defining
V. is given by

tinv - pair

tinv - pair

1/2

_ Vpp + Vi, + V,,,(Bn/,BpJ__ (4.33)
Vie == 11 @B

R, = CHANNEL RESISTANCE

FOR p-DEVICE
R, = CHANNEL RESISTANCE
'Q Lsage '\ FOR n-DEVICE
V c,‘,--L W —Lc.q
1,
T L
R =2R =2R
tiw-oaw = 7RCaq (1. "MOS 5RC,q)
With Vpp = 5 volts. V,, = 1 volt, and V,, = —1 volt, we obtain

2.5 volts; W, = 2V,
Vi ={ 2 ? ' {4.34)

2.24 volts; W, = W,
which shows less than 10 percent variation in Viq, for these two 8
ratios. Based on all these results it is evident that it is usually

preferable (density and power dissipation — see Sec. 4.7.2) to use
W, = W, when similar structures are cascaded.

45.2 Switching performance of the pseudo
nMOS inverter

A simple timing model of the pseudo-nMOS inverter introduced in
Chapter 2 is shown in Fig. 4.19. This uses the 3:1 transistor width
ratios determined in that chapter. The approximate delay for a pair
of inverters is
tinv-pair = BR(Cg + 2C4) + R(Cg + 2C4) (4.35)
= 7RC,q.

:11 where Coq = C; + 2C4-

' 45.3 Cascaded stage loads

. Often it is desired to drive large load capacitances such as long
¥ buses, /O buffers, or, ultimately, pads and off-chip capacitive loads.
A method of determining the transistor ratios needed is as follows:

« Calculate final stage size according to required t, and t; and Cp.

« Calculate size and number of intermediate stage sizes needed
to drive output for a given optimization criteria (i.e., power,
speed, density).

45 CMOS GATE TRANSISTOR SIZING

FIGURE 4.19. Pseudo
nMOS inverter pair timing
response
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The stage ratio is the ratio used to multiply the size of transistor
sizes in successive stages. For optimum speed, this ratio is 2.7, but
values from 2 to 10 may be used. An example of cascaded stage
optimization is given in Chapter 5.

4.6 Determination of conductor size

Electromigration is the transport of metal ions through a conductor
resulting from the passage of direct current. It is caused by a mod-
ification of the normally random diffusion process to a directional
one caused by charge carriers. This can result in the deformation
of conductors and subsequent failure of circuitry. Factors that in-
fluence electromigration rate are:

« current density
« temperature
« crystal structure.

In determining the minimum size of conductors, particularly those
for Vpp and. Vs, it is necessary to estimate the current density in
the conductor. If the current density, ], of a current carrying conductor
exceeds a threshold value, then one finds that the conductor atoms
begin to dislocate and move in the direction of the current flow. If
there is a constriction in the conductor, then the conductor atoms
move at a faster rate in the region of the constriction. This results
in a weakening of the constriction, which eventually blows like a
fuse. For example, the limiting value for 1 pm thick aluminum is

Ja = 1— 2mA/pm.

As a rule of thumb, one should use 0.5mA/um to 1.0mA/pm of
metal width for both Vppand Vss lines. Apart from electromigration,
voltage drops can GCCUT On POWeT canductors due to IR drop during
charging transients. While electromigration usually sets the minimum
width of conductors, the need to supply correct Vpp and Vs is often
the driving consideration. Sometimes the supply conductors cannot
be increased to the desired width. For such circumstances, other
techniques such as adding extra supply pins to distribute the current
flow could be considered. Another consideration is that the current
density in a window (cut) periphery must be kept below about
0.1mA/um. One finds that due to current crowding around the
perimeter of a window, a chain of small windows, suitably spaced,
generally provides just as much current carrying capacity as a single
long, narrow cut.
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4.7 Power consumption

There are two components that establish the amount of power dis-

sipated in a CMOS circuit. These are:

1 Static dissipation — due to leakage current.

2 Dynamic dissipation — due to:
a. switching transient current
b. charging and discharging of load capacitances.

4.7.1 Static dissipation

Qonsidering a complementary CMOS gate, as shown in Fig. 4.20.
if the input = ‘0, the associated n-device is ‘OFF’ and the p-device

is ‘ON". The output voltage is Vpp or logic ‘1". When the input =

>t P
A
v, ="0"
| ] -y
Ot - Vg = 1
L\ N
- .
v
Vss
Voo
—p \P
v, =1
| -
[o e V° ()
N
Vss

FIGURE 4.20. CMOS in-

verter states for static dis-
sipation calculations




FIGURE 4.21. Model de-
scribing parasitic diodes
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‘1", the associated n-channel device is biased ‘ON’ and the p-channel
device is ‘OFF’. The output voltage is 0 volts {Vss). Note that one
of the transistors is always ‘OFF’ when the gate is in either of these
logic states. Since no current flows into the gate terminal, and there
is no D.C. current path from Vpp to Vs, the resultant quiescent
(steady state) current, and hence power P, is zero.

However, there is some small static dissipation due to reverse
bias leakage between diffusion regions and the substrate. We need
to look at a simple model that describes the parasitic diodes for a
CMOS inverter in order to have an understanding of the leakage
involved in the device. The source-drain diffusions and the p-well
diffusion form parasitic diodes. This can be represented in the profile
of an inverter shown in Fig. 4.21. In the model, diode D1 is a
parasitic diode bhetween p-well to substrate. Since parasitic diodgs
are reverse biased, only their leakage current contributes to static
power dissipation. The leakage current is described by the diode
equation
ip = ife™" = 1, (4.36)
where
reverse saturation current

....
P
1

V = diode voltage
g = electronic charge
k = Boltzmann’s constant

T = temperature.

The static power dissipation is the product of the device leakage
current and the supply voltage. A useful estimate is to allow a
leakage current of 0.1nA to 0.5nA per gate at room temperature.
Then total static power dissipation Ps is obtained from
) n

P = Z leakage current * supply voltage, (4.37)

1

where

i n = number of devices.

For example, typical static power dissipation due to leakage for an
inverter operating at 5 volts is between 1-2 nano-watts.

4.7.2 Dynamic dissipation

During transition from either ‘0’ to ‘1’ or, alternatively, from ‘1" to
‘0’, both n- and p-transistors are on for a short period of time. This
results in a short current pulse from Vpp to Vgs. Current is also
required to charge and discharge the output capacitive load. This
latter term is generally the dominant term. The current pulse from
Vpp to Vs results in a “shert-circuit” dissipation which is dependent
on the load capacitance and gate design. This is of relevance to 1/0
buffer design. Further discussion may be found in [Veen84].

The dynamic dissipation can be modeled by assuming the rise
and fall time of the step input is much less than the repetition
period. The average dynamic power, Py, dissipated during switching
for a square-wave input Vi, having a repetition frequency of f, =
1/t,, as shown by Fig. 4.22 {page 148), is given by

o

1 [*? 1
Py = —J' i(HVedt + ——J' ip[t)(VDD - V) dt, (4.38)
tp o ty Jter2

where

i, = n-device transient current
i, = p-device transient current.

For a step input and with i,(t) = C, dV,/dt (C, = load capacitance)

CL Voo CL
P, == VodVe + — (Voo — Vo) d (Voo — Vo)
p /0 t, Jvoo
2
_ GV (4.39)
t,
1
withf, = —.
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resulting in
P; = CVipfo- {4.40)

Thus for a repetitive step input the average power that is dissipated
is proportional to the energy required to charge and discharge the
circuit capacitance. The important factor to be noted here is that
Eq. (4.40) shows power to be proportional to switching frequency
but independent of the device parameters.

Total power dissipation can be obtained from the sum of the
two dissipation components, so

Ptolal = Ps + Pd‘ [4-41)

When calculating the power dissipation, a rule of thumb is to add
all capacitances operating at a particular frequency and calculate
the power. Then the power from other groups operating at different
frequencies may be summed. The dynamic power dissipation may
be used to estimate total power consumption of a circuit and also

4.8 CHARGE SHARING

the size of Vpp and Vgs conductors to minimize transient induced
voltage drops. The latter design decision is increasingly important

in large CMOS designs {See Section 9.7).
Example:

Determine the power dissipated for a typical system using N inverters
when operated at a frequency of 10 MHz and Vpp = +5 volts.

output gapacitance = 2Cq4
input ce;pacitance = 2C,
P, = N(0.1-10"* - 5)watts
N(0.5 - 107° Jwatts
N(2C4 + 2C,)25
100

P, = -10°

(C, = 11.2fF Fig. 4.7).

N(25 - 10~ %)watts

4.8 Charge shariné

In many structures a bus can be modeled as a capacitor C,, as shown
in Fig. 4.23. Sometimes the voltage on this bus is sampled (latched)
to determine the state of a given signal. Frequently, this sampling
can be modeled by the two capacitors, C, and C;, and a switch. In
general, C, is in some way related to the switching element. The
charge associated with each of the capacitances prior to closing the
switch can be described by

Q =GV, (4.42)
and
_Q, = GV,.
BUS
L(swrrcu

FIGURE 4.23. Charge
sharing mechanism

148




150 CHAPTER 4 CIRC

UIT CHARACTERIZATION AND PERFORMANCE ESTIMATION

The total charge Qr is then given by
Qr = GVi + CVs. © o {4.43)

The total capacitance Cr is given by

Cr =G, + C.. (4.44)
Therefore, when the switch is closed, the resultant voltage V (not
shown in Fig. 4.23} is ’

Qr _ GV + C.V,

Vs = E: = —-E;—Cs—’. (4.45)

For example, if

Vp = Vop
and
Vb > Vsr
then -
Gy
Va= Vppl o= |- 4.46
R DD[Cb n Cs] (4.46)

To ensure reliable data transfer from C, to C,, it is necessary to
ensure C, < C,. A useful rule to follow is C, > 10 * C,.

4.9 Scaling of MOS transistor dimensions

So far in this chapter we have examined some electrical design
issues and formulated some electrical design rules that should be
taken into account when building high performance circuits with
current CMOS processes. As CMOS processes are improved and
device dimensions are reduced, these rules will change. In this
section, we take a look at the effect that these reduced dimensions
will have on electrical circuit behavior. The model we use is a
simple first-order “constant field” scaling. Although it is unlikely
that CMOS processing will scale in such a simple fashion, the results
presented give some idea as to what the designer can expect from
future fine line processes.

4.9.1 Scaling principles

First-order MOS scaling theory, based upon the “constant field”
model formulated by Dennard et al. {Denn73}[Denn74], indicates

the characteristics of an MOS device can be maintained and
the basic operational characteristics preserved if the critical parameters

L

49 SCALING OF MOS TRANSISTOR DIMENSIONS

of a device are scaled in accordance to a given criterion. Such an
approach has shown to be very effective in scaling from the range
5 um to 10 um minimum features to the range 1 um to 3 um
minimum feature size.

Although first-order scaling does not give optimized device per-
formance at small dimensions, the technique is very powerful in
providing the necessary guidelines to identify the improvements
(or otherwise) that can be expected as processes are scaled.

Basically the scaled device is obtained by applying a dimension-
less factor « to v

« all dimensions. including those vertical to the surface
» device voltages ‘
- the concentration densities.

The resultant effect of the first-order scaling process is illustrated
in Fig. 4.24 and Table 4.8. Table 4.8 shows that if device dimensions
{which include channel length L, channel width W, oxide thickness
.., junction depth X;, applied voltages, and substrate concentration
density N) are scaled by the constant parameter c, then the depletion

i —

llllIHIHl[HHIl[llllHHi DRAIN

SOURCE l
I nt {orp*) n+ (orp¥) ' %
a

aNyg

p-orn- SUBSTRATE

FIGURE 4.24. Basic
scaled MOS device
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TABLE 4.8. Influence of first-order scaling on MOS de-
vice characteristics

SCALING
PARAMETERS FACTOR
Length; L 1/’;1
Width: W 1/a
DEVICE Gate oxide thickness; to 1//«:
PARAMETERS Junction depth; X; 1/a
: Substrate doping: Ngora) a
Supply voltage: Voo e
Electric field across gate
oxide; E 1
Depletion layer thickness; d e
Parasitic capacitance: WL/tox 1 Ja
Gate delay; (VC/1} 1 i
RESULTANT DC power dissipation; P, e
INFLUENCE Dynamic power dissipation: Py 1 /a;
Power-speed product 1/’(1‘
Gate area 1/a”
Power density; (VI/A) 1
Current density; (I/A) . a

Transconductance; 8m

layer thickness d, the threshold voltage V,, and drain-to-source qurrent
1, are also scaled. One of the important fact9rs to be npted is tl'lat
since the voltage is scaled, electric field E in the de\flce remains
constant. This has the desirable effect that many nonlinear f.acto'rs
essentially remain unaffected. A further point is that reductlon‘ in
oxide thickness would require the fabrication process to provde
thinner oxides with comparable yield to conventional oxide
icknesses.
thmﬁe depletion regions associated with the pn junctions of the
source and -drain determine how small we can make the channel.
As a rule, the source-drain distance must be greater than th‘e sum
of the widths of the depletion layers to ensure that_thg gate is ab.le
to exercise control over the conductance of the channel. Thus in
order to reduce the length of the channel one needs to reduce Fhe
width of the depletion layers. This is accomplished by. increasing
the doping level of the substrate silicon. A number of issues arise
as the result of first-order scaling and therefore are important enough_
for further review. As we scale device dimensions by 1/e, the drain-
to-source current Iy, per transistor reduces by «, the number ozf
transistors per unit area; that is, circuit density scale§ up'by a’,
which subsequently results in the current density scaling linearly

with . Thus wider metal conductors will be necessary for densely
packed structures.

A second characteristic illustrated in Table 4.8 is power density.
Both the static power dissipation P, and frequency dependent dis-
sipation P4 decrease by 1/a” as the result of scaling. However, since
the number of devices per unit area increases by o, the resultant
effect is that the power density remains constant.

An estimation of the limit in power density is derived from the
thermodynamic relationship given by

Tf = Tumb + 6[.—\~Py

where
T, = temperature of silicon chip
T,m» = ambient temperature
9,4 = thermal resistance of the package
P = power dissipation.

Generally, the thermal resistance is expressed as A°C per watt, which
means one watt of heat energy will raise the temperature by A°C.
For a 40-pin ceramic package, this value is in the range of 30 to
40°C per watt. If we assume an ambient temperature of 75°C, and
the maximum allowed silicon junction temperature is about 175°C,
then the maximum power dissipation that does nat require special
cooling is
= Ty’ — Tamb

0ia
175 - 75

40
= 2.5 watts.

Pmax

As the temperature increases, the carrier mobility falls, thus reducing
the gain of devices. This, in turn, woulc reduce the speed of circuits.
If high temperature, high speed circuits are required, then special
consideration during design is necessary.

It is necessary to recognize that the variables shown in Table
4.8 are only first-order approximations. A more rigorous analysis
would modify some of the values. For example, scaling of the substrate
doping level by e, causes the mobility to decrease slightly. Therefore
the propagation delay, as a rule, does not improve by as much as
the predicted factor of 1/a. However, power dissipation will decrease
by somewhat more than the expected value of 1/ o. Thus the power-
speed product remains at 1/,

One of the limitations of first-order scaling is that it gives the
wrong impression of being able to scale proportionally to zero di-
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FIGURE 4.25. Relation-
ship between channel
tength L, voitage and
doping level (N)
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mension, or o zero threshold voltages. In reality, both theoretical
and practical considerations do not permit such behavior. This is
highlighted when the surface concentrations become larger than
1 = 10" cm®, above which the gate oxide breaks down before
surface inversion can take place for the formation of the channel.
Fig. 4.25 is a good example that shows some of the practical lim-
itations. From the figure it is possible to, estimate the maximum
supply voltage and minimum channel length that can be used with
each doping level. Both junction breakdown and oxide breakdown
also limit the extent of scaling.

As memories scale, they involve special consideration. As dif-
fusion areas are reduced in size they become susceptible to alpha
radiation and special circuit techniques must be employed to detect
the small stored charges.

49.2 Interconnect layer scaling

Although constant-field (first-order) scaling gives a number of im-
provements, there are a number of circuit parameters such as voltage
drop, line propagation delay, current density, and contact resistance
that exhibit significant degradation with scaling. For example, scaling
the thickness and width of a conductor by «, reduces the cross-
sectional area by o?. The scaled line resistance R’ is given by

YR UL
T t/a| W/a (4.47)
= aR,

4.9 SCALING OF MOS TRANSISTOR DIMENSIONS

where p is the conductivity term, which is related to sheet resistance
by R, = p/at, and t is conductor thickness. The voltage drop along
such a line can now be expressed as

Vi = (I/a){eR) (4.48)
= IR,

which is a constant. However, for constant chip size, the length of
some of the signal paths that traverse across the chip, as a rule, do
not scale down. This gives the principal result that voltage drops
along communication paths are larger by a factor of o with respect
to the scaled voltages. In a similar manner, we can derive the line
response time as

7 = {aR)(C/a) (4.49)
= RC,

which is a constant. However, as before, for a constant chip size
many of the communication paths do not scale. Thus the line response
time normalized to scaled line response is larger by a factor of a.
The significance of this result is that it is somewhat difficult to take
the full advantage of the higher switching speeds inherent in scaled
devices when signals are required to propagate over long paths.
Thus the distribution and organization of clocking signals becomes
a major problem as geometries are scaled.

The influence of scaling on interconnection paths is summarized
in Table 4.9. As can be seen from Table 4.9, fine line metallization
brings new problems. We find in the first instance that metal lines
must carry a higher current with respect to cross-sectional area; thus
electron migration becomes a major factor to consider. Thus new
metallization schemes will be required to accommodate the higher
current density: The second problem relates to an increase in the
capacitance of wiring. As the level of integration increases, the
average line length on a chip tends to increase also. However, the
power dissipation per gate decreases, which diminishes the ability

.TABLE 4.9. Influence of scaling on Interconnect media

PARAMETERS SCALING FACTOR

Line resistance; r

Line response; rc

Normalized line response

Line voltage drop; Vy

Normalized line voltage drop

Current density; ]

Normalized contact voltage drop; V./V

R R =R =R

nN

155

B

e
!




13
13

Co

.

2

|
s

CHAPTER 4 CIRCUIT CHARACTERIZATION AND PERFORMANCE ESTIMATION

of gates driving wiring capacitances. Under such conditions, average
gate delay is determined by the interconnection rather than the gate

itself.
Many of these limitations are being overcome by scaling lateral

dimensions while keeping vertical dimensions approximately con-
stant. This, however, impases more constraints on the vertical to-

pography of the process.

4.10 Yield

An important issue in the manufacture of VLSI structures is the
yield [SaAr82]. Although yield is not a performance parameter, it
is influenced by such factors as: :

» technology
» chip area
« layout [Rung81].

Yield is defined as

_ No. of Good Chips on Wafer 100%
" Total Number of Chips '

and may be described as a function of the chip area and defect
density. Two common equations are used.

1 Seed’s model [Seed67], which is given by

Y =e VD, {4.50)

where
A = chip area
D = defect density (defined as lethal defects per cm’).

This model is used for large chips and for yields less than about

30 percent.
2 Murphy’s model {Murp64], which is described by
1 — e 4P\*
={—]. 4.51
Y ( AD ) {4.51)
This model is used for small chips and for yields greater than
30 percent.

From these relations it is obvious that yield decreases dramatically
as the area of the chip is increased. One can easily encounter a

situation in which all of the chips on a wafer are found defective.
Modern fabrication lines using dry etching techniques generally
yield a D value of around 4 defects/cm®. In order to improve yield
it is possible to incorporate redundancy into the structure. In random
logic, yield improvement is minimal due to increase in area. However,
in memory structures, it is possible to gain dramatic improvement
in yield through incorporation of redundant cells.

4.11 Summary

In this chapter we have developed simple models to allow us to
estimate circuit performance. We will use these models in subsequent
chapters to evaluate different circuit approaches to different problems.
The effects of scaling based on a first-order model yield some insight
into where CMOS technology is heading.

4.12 Exercises

4.1 If the sheet resistance of aluminum is .05 Q/sq, and the sheet
resistance of polysilicon is 30 Q/sq, calculate the resistance of
a 5 mm run of each material, assuming a 4 pm wire width. If
the sheet resistance remains the same, calculate the resistance
for a 5 mm run based on a 0.5 um wire width.

4.2 A transistor is built by overlaying a 2 um by 6 uwm polysilicon
gate centrally over a 4 um by 14 pm thinoxide region. C,, =
107? pf/um?, G, = 107* pf/um’, C = 107° pf/um, and C, =
5.10"° pf/um?®. Calculate the capacitance of the polysilicon region
and the diffusion regions.

4.3 Calculate the approximate worst-case rise and fall times for
a 3-input NAND gate using 8, = 40 gAV™> (w = 9 um, | =
3 um) and B, = 20 pAV™* (w = 9 pm, I = 3 um). What would
you do to equalize the rise and fall time?

4.4 Design a four-stage minimum delay pad buffer to drive a 200
pf load with a 20 ns rise and fall time, using the parameters in

Exercise 4.3. Calculate a} the dynamic power dissipation at 10
MHz; b) the aluminum power bus width if Jo, = 1.5 mA/pm.

see if the buffer is located 2 mm. from the supply point?

What worst-case supply rail noise spikes would you expect to-

4.12 EXERCISES
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4.5

4.6

4.7

A dynamic memory node has a capacitance of 0.1 pf and is
charged to 5 volts. The leakage current from the node is 1 nA.
How often must the node be refreshed? What is the average
static power dissipation for an array of 64K such nodes?

The node in Exercise 4.5 is switched onto a bit-line with a
capacitance of 3 pf, initially charged to 2.5 volts. What is the
change in the bit-line if the memory node is initially charged
to 0 or 5 volts?
If D = 4 defects/cm?, calculate the yield for a 1 mm by 1 mm
chip (chip A), a 7 mm by 7 mm chip (chip B). andal.2by 1.2
cm chip (chip C). How many good chips would you expect to
get from a 4 inch wafer and a 6 inch wafer for each? Packaging
costs are A — $2. B — 815, and C — 850. A 6 inch wafer costs
$600 to fabricate. A system can use 50 As, 4 Bs, or 1-C. Which
is the most economic solution based on these processing and

packaging costs?
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5.1 Introduction

In Chapter 1, CMOS logic was introduced with the assumption that
MOS transistors act as simple switches. We have seen in subsequent
chapters that certain limitations pertain to MOS transistors that
detract from this idealized viewpoint. Furthermore, we have only
considered fully complementary logic structures and the ratioed

CMOS inverter.
In this chapter we first examine alternative CMOS logic config-

urations to the fully complementary CMOS logic gate. \Ve then
examine the effects of non-ideal switch behavior on circuits. Finally,
we compare the alternate logic structures that are available. As we
are interested in designing physical layouts and creating performance
optimized designs, two areas have to be addressed in order to achieve

a prescribed behavior:

1 circuit (structural) design
2 layout (physical) design.

As we will see, these two phases of design are intimately meshed.
The behavior of many circuits may have a direct impact on any
high level architectural decisions. For this reason it is important
for the system designer to have some idea of low level circuit options.

5.2 CMOS logic structures

In some situations, the area taken by a fully complementary static
CMOS gate may be greater than that required, the speed may be too
slow, or the function may just aot be implementable as a purely
complementary structure (as in the case of a-large PLA}. In these
cases, it is desirable to implement smaller and faster gates at a cost
of increased design and operational complexity and, possibly, de-
creased circuit stability. There are a number of alternate CMOS logic
structures that can be used. These structures will be summarized

in this section.

52.1 CMOS complementary logic

For review, the complementary CMOS inverter, NAND, and NOR
gates are shown in Fig. 5.1. All complementary gates may be designed
as ratioless circuits. That is, if all transistors are the same size the
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FIGURE 5.1. CMOS complementary logic

circuit will function correctly. Later in this cha

o_ptimizing the speed of such circuits by using dif?:;ryltlzfztggiiaxo:
sistors will be presented. In addition, a complex gate that will form
the basis for comparison between logic families is shown. It im-
plements the function Z = (A.B} + C.(D + E). In these schematics
the substrate connection has been shown, although in subsequent
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FIGURE 5.2. Pseudo-
nMOS logic

schematics this connection will be omitted. It is important to keep
this connection in mind, as it causes some important behavior mod-

ification in MOS circuits.

52.2 Pseudo-nMOS logic

A pseudo-nMOS gate is shown in Fig. 5.2. It is the extension of the
inverter dealt with in Chapter 2. Here, the load device is'a single
p-transistor, with the gate connected to Vss. This is equivalent to
a conventional nMOS gate except that the depletion or enhancement
aMOS load is replaced by a p-device. As with nMOS, the gain ratio
of the p-transistor load to n-driver transistors Brood/ Bariver 1aS t0 be
selected to vield sufficient gain to generate consistent logic levels.
The design of this style of gate thus involves ratioed transistor sizes
to ensure correct switching. That is, the effective B8,/B, ratio has to
be consistent with the value predicted in Eq. 2.37 for all combinations
of input values. The main problem with the gate {in common with
conventional nMOS) is the static power dissipation that occurs
whenever the pull-down chain is turned on. As the p load is always
turned on, when the n pull-down is on. current flows in the gate
structure. There are n + 1 transistors in an n-input pseudo-nMOS
gate. In 2 complementary gate, the capacitive load on each input is
at least two unit gate loads (the gate input capacitance of a unit
sized transistor). In this type of gate, the minimum load can be one
unit gate load, as a result of using only one transistor for each term
of the input function. However, if minimum sized driver transistors
are used, the pull-up gain has to be decreased to provide adequate
noise margins. This, in turn, slows the rise time of the gate. The
gate has no advantage over a conventional nMOS depletion load

U
2=AB +C.(D+E
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gate, save that in a CMOS process it gives one a method i

e tha ; of emulatin
nMOS circuits. One possible advantage of the pMOS load is that 1gt
does not spffer from body effect as the nMOS depletion load does.
A gate so implemented may have a density advantage over a fully
complementary gate.

5.2.3 Dynamic CMOS logic

A ba?s;ic dynamic CMOS gate is shown in Fig. 5.3 [HeHo76). It
consists of an n-transistor logic structure whose output node- is
p{'echarged to Vpp by a p-transistor {precharge) and conditionally
dlsc':harged by an n-transistor (evaluate) connected to Vss. (Altef.
natively, an n-transistor precharge to Vss and p-transistor discharge
to Vpp apd p logic block may be used.) ¢ is a single phase cloci
For the former case, the precharge phase occurs when ¢ = 0 Thf;
pat}} to the Vs supply is closed via the n-transistor “ground sw.itch"
during & = 1. The input capacitance of this gate is :he same as the
psgudo‘nMOS gate. The pull-up time is improved by virtue of the
act.lve switch but the pull-down time is increased due to the ground
sw1tc§1. Note that the ground switch may be omitted if theoinputs
are guaranteed to be zero during precharge.

:A number of problems are manifest in this structure. Firstly
tl}e. inputs can only change during the precharge phase. If this con-’
dition is not met, charge redistribution effects can corrupt the output
node voltage. This is expanded upon in Section 5.3.6. Simple single
phase' dynamic CMOS gates cannot be cascaded. For instance, consider
the circuit in Fig. 5.4 on page 164. When the gates are precharged
the output nodes are charged to Vpp. During the evaluate phase'
the output of the first gate will conditionally discharge. However‘
some delay will be incurred due to the finite pull-down time. ’I‘hus’

Voo Voo

INPUTS ———3pq LOGIC
B8LOCK

———n
7« AB+C(D+E ¢=1
Z = HIGH =0

FIGURE 5.3.
CMOS logic

Dynamic
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the precharged node can discharge the output node of the following

gate before the first gate is correctly evaluated.
Improvements on this structure use the forms of two and four

phase logic that have been developed for earlier types of MOS design
{PeLa73]. These gates add a sample and hold clock phase to the
precharge and evaluate cycles. Fig. 5.5 shows one version of a gate
implemented using the clock relationships shown in Fig. 5.5b. The
composite clocks $12 and $23 are used in this example. During ¢1,
node PZ is precharged, while node Z is held at its previous value.
When 2 is true, node PZ remains precharged and, in addition, the
transmission gate turns omn, thus precharging node Z. When ¢3 is
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asserted, the gate evaluates and node PZ conditi y di

Node Z fol.lows node PZ as the transmission gatelt;:;:iil}s SIIISCFI};IEES-
when ¢4 is true, node Z will be held in the evaluated st.ate Thy’
state .of node PZ is immaterial. There are four types of gates ‘cha ;
actenzed' by the phase in which evaluation occurs. V\;’hen usinr_
such logic gates, they must be used in the appropriate sequen ;
The allowable connections between types are shown in Fc%g 5C§‘

-
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FIGURE 5.7. 4-phase logic — type B

Note that four levels of logic may be evaluated per hit time. Alter-
patively, a 2-phase logic scheme may be employed by using type
4 gates and type 2 gates of type 1 gates and type 3 gates.

An alternate 4-phase structure is shown in Fig. 5.7a. The clocking
waveforms are shown in Fig. 5.7b. This structure has the intergate
restrictions shown in Fig. 5.8. This gate type is more restrictive than
the previous gate, but the circuit is simpler, the pumber of clocks
is reduced, and the layout would be smaller. Similarly, a 2-phase
system could employ gate types 2 and 4.

The number of transistors required for such logic gates is either
n+ 4orn + 3foran n-input gate. A problem that occurs with
such gates is that the clock frequency must be long enough to allow
for the slowest gate o evaluate. Thus fast gates tend to evaluate
quickly and the remainder of the cycle is «dead time.” Other system
design problems arise when trying to distribute four or more clocks

and synchronize them around a large chip.

524 Clocked CMOS logic (C’MOS)

A clocked CMOS gate is shown in Fig. 5.9 on page 167. This form
of logic was originally used to build low power dissipation CMOS
logic [SuOA73]. The reasons for the reduced dynamic power dis-

*u

n
LOGIC

TYPE 1

TYPE4
TYPE 2
L2H *
—>
n
LOGIC
8 CLOCKS
. _—-l 2 PER LOGIC BLOCK

TYPE3

smation. stemn mainly from metal gate CMOS layout considerations
The main use of such logic structures at this time is to form clocked
structures that incorporate latches or interface with other dynamic
forms.of logic (see Section 5.4.6). The gates have the same input
c_apacxtance as regular complementary gates but larger rise and fall
times due to the series clocking transistors.

52 CMOS LOGIC STRUCTURES 1

FIGURE 5.8. Allowable
gate interconnections —

type B

FIGURE 5.9. Clocked
CMOS logic (C’MOS)
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5.2.5 CMOS domino logic

A modification to the clocked CMOS logic allows a single clock to
precharge and evaluate a cascaded set of dynamic logic blqcks. This
involves incorporating a static CMOS buffer into each logic gate as
shown in Fig. 5.10a [KrLL82]. During precharge (¢ = 0), the output
node of the dynamic gate is precharged high and the output of the
buffer is low. As subsequent logic stages are fed from this buffer,
transistors in subsequent logic blocks will be turned off during the
precharge phase. When the gate is evaluated, the output V\{i!l con-
ditionally discharge, causing the output of the buffer to condltlor}a.lly
go high. Thus each gate in sequence can make at most one transition
(1 — 0). Hence, the buffer can only make a transition from (0 —

52 CMOS LOGIC STRUCTURES

1). In a cascaded set of logic blocks, each state evaluates and causes
the next stage to evaluate — in the same manner that a stack of
dominos fall. Any number of logic stages may be cascaded, provided
that the sequence can evaluate within the evaluate clock phase. A
single clock can be used to precharge and evaluate all logic gates
within a block.

Some limitations are evident with the structure. Firstly, only
non-inverting structures are possible. Secondly. each gate must be
butfered. Finally, in common with clocked-CMOS, charge redistri-
bution can be a problem. Depending on the situation, the effect of
these problems can be minimized. For example. in complex logic
circuits. such as arithmetic logic units, the necessary XOR gates
may be implemented conventionally (as complementary gates) and
driven by the last domino circuit [KrLL82). The buffer is often
needed from circuit loading considerations and would be nceded
in any case.

The domino gate may be made static by including a weak p-
transistor, as shown in Fig. 5.10b. A weak p-transistor is one that
has low gain (small W/L ratio). It has to have a gain such that it
does not fight the pull-down transistors, yet can balance the effects
of leakage. This will allow low frequency or static operation when
the clock is held high. In this case the pull-up time could be an
order of magnitude slower than the pull-down speed. In addition,
the current drawn by the gate during evaluation should be small
enough so that the static power dissipation of a circuit is not impacted.
A value of 10 pA is suggested [KrLL82]. Note that the precharge
transistor may be eliminated if the time between evaluation phases
is long enough to allowsthe weak pull-up to charge the output node.
Authors have claimed the addition of the weak p pull-up transistor
can moderate the charge redistribution problem and also improve
the noise margin. These claims are not valid for high speed circuits,
as the response time of the weak p-device is usually very slow. The
addition of this transistor may impact the speed performance. Note
that the gate may also be made latching by placinga weak p feedback
transistor, as shown in Fig. 5.10c.

5.2.6 Cascade voltage switch logic (CVSL)

The basic form of this style of CMOS logic is depicted in Fig. 5.11a
[HGDT84]. It is a differential style of logic requiring both true and
complement signals to be routed to gates. Two complementary nMOS
switch structures are constructed and then connected to a pair of
cross-coupled p pull-up transistors. When the inputs switch, nodes
Q and Q are either pulled high or low. Positive feedback applied
to the p pull-ups causes the gate to switch. The logic trees may be
further minimized from the full differential form using logic min-
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FIGURE 5.11. CVSL logic (a) static version, {b) example of static gate, (c) dynamic version, and

(d) four input XOR CVSL gate
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imization algorithms. This version, which might be termed a “static”
CVSL gate, is slower than a conventional complementary gate em-
ploying a p-tree and n-tree. This is because during the switching
action, the p pull-ups have to “fight” the n pull-down trees. Fig.
5.11b shows the implementation of the example gate. Note that this
is not a very efficient implementation of this gate.

Further refinement leads to a clocked version of the CVSL gate
(Fig. 5.11c}. This is really just two “domino” gates operating on
true and complement inputs with a minimized logic tree. The ad-
vantages of this style of logic over domino logic is simply the ability
to generate any logic expression, making it a complete logic family.
This is achieved at the expense of the extra routing, active area,
and complexity associated with dealing with double rail logic. How-
ever, the ability to generate any logic function is of advantage where
automated logic synthesis is required. A four-way XOR gate is shown
in Fig. 5.11d [HGDT84].

5.2.7 Modified domino logic

A further refinement of the domino CMOS is shown in Fig. 5.12a
on page 172. Basically, the domino buffer is removed, while cascaded
logic blocks are alternately composed of p- and n-transistors [FrLi84]
[GoDM83]. In the circuit in Fig. 5.12a, when ¢ = 0, the first stage
{with n-transistor logic) is precharged high. The second stage is
precharged low and the third stage is precharged high. As the second
logic stage is composed of p-transistors, these will all be turned off
during precharge. Also, as the second stage is precharged low, the
n-transistors in the third logic state will be off. Domino connections
are possible as shown in Fig. 5.12b on page 172.

Problems that occur with this type of logic include poor speed
response of the p-logic blocks, charge redistribution, and reduced
noise margin. These characteristics will be enlarged upon in Section
5.3.6 and Section 5.4.6. The advantages are primarily due to the
possibility of using only one clock and also the absence of buffers
on the gate outputs. ‘

Common advantages of the dynamic logic styles are as follows:

+ Smaller area than fully static gates.
« Smaller parasitic capacitances, hence higher speed.
« Glitch free operation if designed carefully.

The last point is the catch. If you want to use dynamic circuits you
must be prepared to invest the extra design effort to ensure correct
operation under all circuit conditions.

7
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5.2.8 Pass transistor logic

One form of logic that is popular in nMOS circuits is pass transistor
logic, the simplest example probably being a 2-input multiplexer.
A popular use of pass transistor logic is the “function unit” used
in the ALU in the OM-1 computer [MeCo80]. The nMOS structure
is shown in Fig. 5.13a. In CMOS, this structure can be replicated,
as shown in Fig. 5.13b, by using a full transmission gate for each
original n-transistor. A more realizable layout is possible by using
the circuit shown in Fig. 5.13c. This alleviates many direct n- to
p-transistor connections. A dynamic version is shown in Fig. 5.13d.
In terms of speed, the nMOS version has the fastest fall time with
the complementary version having the fastest rise time. Using larger
p-transistors decreases the rise time but increases the fall time. The
dynamic version is roughly the same speed as the nMOS version
but requires a precharge period that may extend clock cycle times.
An alternative to the dynamic approach is to include a buffer which
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FIGURE 5.13. Pass logic function unit (a) nMOS, (b) fuli CMOS transmission gates, (¢) modifi
CMOS for better layout, and (d) p-pullup version gates, (¢) modified

is fed back to the p-transistor pull-up. This then yields a static gate
with zero DC power dissipation. The p-transistor pull-up and n-
transistor puli-downs must be ratioed in accordance with Eq. 2.37
to allow the output buffer to switch.

Formal methods for deriving pass-transistor logic have been
presented for nMOS [Whit83]. They are based on the model shown
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FIGURE 5.14. Pass tran-
sistor logic model. Re-
printed from ELECTRON-
ICS, September 22, 1983.
Copyright © 1983,
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rights reserved.

TABLE 5.1. XOR truth table

PASS
A B A@®B FUNCTION
0 0 0 A+B
0 1 1 A+B
1 0 1 A+B
1 1 0 A+B

Reprinted from ELECTRONICS, September 22, 1983. :
Copyright © 1983, McGraw-Hill Inc. All rights reserved. i

in Fig. 5.14, where a set of variables control a pass transistor nefwork
to which pass variables are applied. In the case of an e.xcluswe-or
gate, the truth table is shown in Table 5.1. The pass function column
refers to the input variables, which could be passed to the output
to achieve the function. For instance, in the first row of Table 5.1,
A or B may be passed to the output to yield a ‘0’ and hence satisfy
the XOR function. A modified Karnaugh map may be drawn for the
pass functions, as shown in Table 5.2. The input variables are grouped
to appropriately steer the pass variables to the output under the
influence of the control variables. In this case, B is a pass variable
under the control of A, and B is a pass variable under the control
of A. The resulting structure is shown in Fig. 5.15. Note that groupings
that pass both true and false input variables to the 6utput must be
made to avoid undefined states. In addition, if a complementary
version is required the p pass function must also be constructed.
This is just the dual of the n-structure.

The apparent-advantages of pass transistor networks in CMOS
should be studied carefully and judiciously utilized. A few points
detract from the use of pass networks. To achieve good logic levels
complementary pass networks are desirable but incur extra delay

TABLE 5.2. Modified Karnaugh

map
A
0 1
0 A l_B_I AFl
B
x i |
1 B _ B

Reprinted from ELECTRONICS, September 22, 1983. Co-
pyright © 1983, McGraw-Hill Inc. All rights reserved.
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in pull-down. In comparison to regular gates, the merging of source
and drain regions is difficult, leading to higher internal node ca-
pacitances. Finally. true and complement control variables are re-
quired. The best use that can be made of such networks is when
the output nodes can be precharged, or the static implementation
as illustrated in the function block implementation shown in Fig.
5.13d. The effectiveness of anyv pass transistor network must be
assessed for anv given situation by simulation and layout. Note that
the pass networks derived here may be used with the CVSL logic
mentioned previously in Section 3.2.6.

5.3 Electrical and physical design of
logic gates

We have summarized some alternate styles of CMOS logic. In this
section we will examine the physical layout of CMOS gates in a
general sense to examine the impact of the physical structure on
the behavior of the circuit. In addition, more detailed analyses of
some of the detrimental effects mentioned in the first section will
be completed. This section begins with an outline of different inverter
layout forms. (To simplifv layouts, “unit” sized transistors will
generally be shown. In actual layouts, the correct dimension transistors
would be arrived at via detailed circuit design. p-Transistors will
often be shown double “unit” size.)

5.3.1 The inverter

In Chapter 1, we defined a symbol and connection strategy that may
be used to indicate a transistor. By examining the circuit diagram
for the inverter (Fig. 5.16a), we should be able to effect a physical

pite St " el
i i
! ! IN-osp o= OUT
i | |
I ] -
——— -
® (© @

J_ p— OUuT

FIGURE 5.15. Pass tran-
sistor structure for XOR
function. Reprinted from
ELECTRONICS, September
22, 1983. Copyright &
1983, McGraw-Hill Inc. All
rights reserved.

FIGURE 5.16. Schematic
to symbolic layout conver-
sion for inverter
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lavout by substituting this symbol for the schematic symbol. In a
schematic. lines drawn between device terminals represent con-
nections. Any nonplanar situation is dealt with by simply crossing
two lines {ie., the connection between the drain of the n-transistor

“and the drain of the p-transistor). However, in a physical layout,

we have to concern ourselves with the interaction of physically
different interconnection layers. We know from our consideration
of the fabrication process, that the source and drain of the n-transistor
are n-diffusion regions, while the p-transistor uses p-diffusion regions
for these connections. Additionally, in a bulk CMOS process. we
cannot make a direct connection from n-diffusion to p-diffusion.
Thus we have to implement the simple interdrain connection in
the structural domain, as at least one wire and two contacts in the
physical domain. Assuming that the process does not have buried
contacts, this connection has to be in metal. Substituting our layout
symbols, the partial inverter shown in Fig. 5.16b results. By similar
reasoning, the simple connections to power (Vpp) and ground Vg
could be made using metal wires and contacts (Fig. 5.16¢). Power
and ground are usually run in metal (for low resistance from circuit
to power supply). The common gate connection may be a simple
polysilicon wire. Finally, we must add substrate contacts that are
not implied in the schematic. The resulting symbolic schematic is
shown in Fig. 5.16d. Converting this to a symbolic layout yields
the arrangement shown in Fig. 5.17a. An alternative layout is shown
in Fig. 5.17b, where the transistors are aligned horizontally.

Note that there are some topology variations that may be used
to enable nonplanar connection schemes to be implemented. For
instance, if a metal line has to be passed through the middle of the
cell from the left end of the cell to the right end, the layout shown
in Fig. 5.17c could be used. Here, horizontal metal straps connect
to a vertical polysilicon line, which in turn connects the drains of
the transistors. Alternatively, if a metal line is to be passed from
left to right at the top or bottom of the cell, the power and ground
connections to the transistors may be made in the appropriate diffusion
layer (Fig. 5.17d). This, in effect, makes the inverter transparent
to horizontal metal connections that may have to be routed
through the cell. From the considerations that affect performance,
the previous deviations from the original layout have little effect.
In the case of the vertical polysilicon drain connection, an extra
connection resistance is incurred. This would be approximately
2R ontoct + Rpoty» Where Reoniact is the resistance of a metal-polysilicon
contact and R,y is-the resistance of the polysilicon runner. In
addition, a slight extra capacitance may be incurred. Usually, the
result of both of these effects would be inconsequential. For the
power and ground diffusion connections, the penalty is a series
connection resistance and increased capacitance. As a rule of thumb,

Faenea

FIGURE 5.17. Various forms of an inverter layout

the resistance should be kept an order of magnitude below the
transistor “on” resistance. The capacitance on supply connections
does not normally affect performance.

Running a polysilicon connection from left to right must be
contuileted below or above the transistors, with the transistors using
metal connections to power and ground. Polysilicon passin
left to right through the middle of the cell r:quires apmetalgsggrs
A{tematively, the inverter layout may be reconstructed to use vertical
oriented transistors, as originally proposed in Fig. 5.17a, and the




178 CHAPTER 5 CMOS CIRCUIT AND LOGIC DESIGN

FIGURE 5.18. Paraileled
inverter layouts

layout in Fig. 5.17e used. These layouts are also shown in Plate 5.
The addition of a second layer of metal allows more interconnect
treedom with the two other interconnect layers. The second'level
metal may be used to run Vpp and Vg supply lines. Alternatively,
second level metal may be used to strap polysilicon in a parallel
connection style to reduce delays due to long poly runs. In th?,se
cases, the layouts remain approximately the same with the exception
of the added metal-2 wires and metal-1 connection stubs. Note that
a large inverter may be constructed from many smallgr inverters
connected in parallel. This is svmbolically shown in Fig. 5.18a. .It
is quite straightforward to write a program that generates a certain

B

s

sized buffer in a given aspect ratio using this technique. The source
and drain regions should be “stitched” with the contacts and metal
to reduce source-drain resistance in large transistors. In addition
adjacent diffusions are merged so that peripheral capacitance is
reduced. Placing transistors back to back (Fig. 5.18b) yields a more
optimum drain capacitance due to the merged diffusion regions.
This results from the fact that the drain area does not increase in
size much but the gain of transistors (8) is doubled. A further reduction
in drain capacitance is achieved by using the star connection shown
in Fig. 5.18c. Note that Fig. 5.18c represents the configuration sym-
bolically. In mask the source and drain would be one continuous
area with no corner gaps to increase gain and reduce peripheral
capacitance. Here the 8 of the transistors is quadrupled, while the
drain area is substantially the same as for a single inverter. Plate 6
shows these layouts.in color.

In essence, these variations represent some “forms” for an inverter
{and to an extent, other gates) that will be used in various situations
in this text.

53.2 NAND and NOR gates

Similar reasoning can be applied to converting the 2-input NAND
schematic to a layout. Fig. 5.19a shows a direct translation of the
schematic. By orienting the transistors horizontally, the layout in
Fig. 5.19b is possible.

Note that in the case of the NAND gate, the latter layout is much
cleaner (and smaller). This is, in general, true for multiple input
static gates, and we will adopt a style where transistors are oriented

53 ELECTR!CAL AND PHYSIéAL DESIGN OF LOGIC GATES

FIGURE 5.19. NAND layouts
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horizontally and polysilicon gate signals run vertically. Where de-
partures are made from this style, the reasons for doing so will l_)e
given. Note, of course, that the gate could be rotated 90° to obtain
vertical metal and horizontal polysilicon connections.

The 2-input NOR gate symbolic layout is shown in Fig. 5.20a.
Note that there is a variation of the connection to the two transistors
in parallel. The alternative layout is shown in Fig. 5.20b. The latter
connection, in common with the paralleled inverters, has less drain
area connected to the output. This results in a faster gate. The same
variation may be applied to the NAND gate. This will be expande?d
upon in the next section. The NAND and NOR gates are shown in
color in Plate 7.

Complex gates are an extension of the gates so far treated. However,
four factors affect the electrical, and hence, physical design of such
gates. Specifically, these factors are, series transistor cqnne‘ction,
body effect, source-drain capacitance, and charge redistribution.

5.3.3 Series and parallel transistor connection

In a number of examples to date, transistors have been connected
in series and parallel to form a switching function. In this section,
the effect of these connections on performance will be discussed.

If two identical transistors are connected in series the rise (or
fall) time will be approximately double that for a single transistor
with the same capacitive load. This is illustrated in Fig. 5.21a.
Consider the two n-transistors in series. When the fransistors are
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in their linear region, the fall time T;, for capacitance load C;, in
an inverter is proportional to C.R,, where R, is the resistance
of the combined set of transistors. The resistance of a single tran-
sistor in its linear region of operation is approximately equal
1 . . ‘ Co
to Vo~ Vo)’ Thus T; is proportional to BV = V)
ing two transistor resistances (R, and R.) is achieved by evaluating
Riw = Ry + R, = —-&t—ﬁ"—z For equal 8, values this yields a fall
Bnl ﬂnz i

time, T}, twice that of an equivalently sized inverter. This approx-
imation assumes that the transistors are in their linear region of
operation for most of the switching time. In general, the fall time
T; is mT; for m n-transistors in series. Similarly the rise time T/
for k p-transistors in series is kT,.

In comparison, the fall time T for a parallel connection of
transistors is T,;/m for m transistors in parallel, if all the transistors
are turned on simultaneously. T! for k p-transistors in parallel is
T./k for k devices in parallel. These times are important if the fastest
delay through a gate has to be evaluated.

When gates with large numbers of inputs have to be implemented,
the best speed performance may be obtained by using gates where
the number of series inputs ranges from about 2-5. To illustrate
this point, a very simple analysis will be presented. We will consider
Tg, the worst case rise time for an m input NAND (one p-device
on) gate, to be (parasitic capacitances in transistors ignored)

Ta = R,(mCp + Cp), (5.1)

. Combin-

R, = — resistance of p-devices in gate

4
B» Voo
Cp = capacitance of a unit drain area
C, = other load capacitance on gate (routing and fan-out).
The fall time T is approximated by

Tr = mRBR,(mCp + Cy), (5.2)
where

R, — resistance of n-devices in gate

" BaVoo

Cp and C, as above. The equations for an m input NOR gate are
similar in nature

Ty = mR,(mCp + C.} (5.3)
Tr

R,(mCp + C.). {one n-device on) (5.4)
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FIGURE 5.22. Delay char-
acteristics of cascaded
gates
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If we normalize these times against the inverter time (m = 1), we

get
T avewor) = T svewvanD)
_1 mCp + C, N m(mCp + C,_]) (5.5)
2 CD + CL CD + CL

_m'Cp + 2(m + 1)C, + mCyp

h 2(Cp + Cu) ‘
This relationship is graphed in Fig. 5.22 for a variety of ra?ios' of
Cp to Cy. This shows that as Cy, increases, the relative contribution
aused by internal gate capacitance is reduced. For gates

to delay c : e ¢
with a small routing load, an approximate ratio of Cp = .5C, will

be used. If we consider the implementation of an 8-input AND gate,
we may use the following (Fig. 5.23):

« an 8-input NAND and an inverter — approach 1

+ two 4-input NANDs and a 2-input NOR — approach 2

« four 2-input NANDs, two 2-input NORs, and an inverter —
approach 3.
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Using the graph we determine that approach (3) is the fastest, approach
(2) the next fastest, and the 8-input gate is the slowest. For other
values of Cp, where C, dominates, approach (2] is the fastest. il-
lustrating a final selection would have to be made on the basis of
simulation. Simulation results carried out for the circuits shown
with nominal loading predicted that approach (2) would be the
fastest. This analysis is far from rigorous and is used for illustrative
purposes only. A detailed simulation should be used to verify any
design choices.

Note that any series resistance inserted in series with the charging
or discharging path of a gate will affect switching speed. For instance,
if an n-transistor is connected to the Vss supply by a long resistive
wire, the gate will be slower than necessary. Therefore, one should
watch long resistive connections in gates. This also includes trying
to connect power supplies to gates via resistive polysilicon and

contacts.

FIGURE 5.23. 8-input gate
comparison

bl
=




-
i

H
Lo

EIGURE 5.24. Body effect
in a multiple input gate
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5.3.4 Body effect

Body effect is the term given to the modification of the threshold
voltage V, with a voltage difference between source a.nd substrate.
Specifically, AV, x yVV,, where v is a constant, Vg, is the voltage
between source and substrate, and AV, is the change in thrfasho}d
voltage. For instance, in the multiple NAND gate shpwn in Fig.
5.24a, the n-transistor at the output will switch slower if thfa source
potential of this transistor is not the same as the substréte. Fig. 5.24b
illustrates how this-could occur. The n-transistors with i'nputs 1.\—
C are initially off (Vs = Vs = Vese = 0). The n-transistor w.1th
input D is turned on (Vg = Vpp and then off (Ve = 0)- Thx§ action
charges the capacitance (C;} at the source of n-tremsistor D
(V, # 0). If all the inputs are then set t(? a HIGH level (Vg =
Ve = Vese = Voo = Vo), the source of D will mstantaneous'ly be at
V:,D — V,,. Thus n-transistors with gate signals A-C have to dlss:harge
this node to turn on the n-transistor with D on the gate. In particular,
the fall time of this gate will be slower than that predicted by the
approximations for the series connected transis.tO.rS _that was the
basis for the previously completed example. To minimize this effect,
gate design should minimize “internal”’ node capacitance and.take
into account the relative body effect of the two types of transistor.
If, for instance, the relative impact of the n-transistor body effect
is worse than that for the p-transistors, then NOR structures might
be preferred. o
Given that a number of series transistors may be required in a
gate, a further optimization may be made. As the body effect is

Yoo C,CHARGED ALL INPUTS 'ON’

e

NODE HAS TO DISCHARGE

2 {b)

(@
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essentiallv a dvnamic problem involving the charging of parasitic
capacitances, we can use the natural time sequencing of signals to
offset the body effect. The first strategy is to place the transistors
with the latest arriving signals nearest the output of a gate. The
early signals, in effect, “discharge” internal nodes and the late arriving
signals have to switch transistors with minimum body effect. The
other strategy mentioned previously is to minimize the capacitance
of internal nodes. Thus if a diffusion wire had to be used to minimize
the geometric topology of a gate, then one would try to use it at
the output of a gate rather than on some internal node. In the same
vein, connections on internal nodes should be completed in metal
or, if buried contacts are allowed, polysilicon. The diffusion attached
to transistors should be made the minimum that design rules allow.

5.3.5 Source-drain capacitance

The third effect that leads to less than ideal gates occurs in the case
of parallel connected transistors. This effect was encountered in the
construction of parallel inverters and was also demonstrated in the
2-input NOR gate constructed previously. In the NOR schematic,
the output is connected to one p-transistor drain and two n-transistor
drains. However, in one of the NOR layouts (Fig. 5.20b), the drain
connection between the two n-transistors is merged. This effectively
means that only two drain connections are connected to the output,
thus reducing the capacitance at the output. The parallel connection
of two sources to the ground rail adds capacitance to the ground
rail but this does not affect the output switching speed. Another
example is seen in the gate that implements the function F =
(A + B + C).D (Fig. 5.25a, page 186). The n-transistor connection
for this gate is shown in Fig. 5.25b. The ground connection may be
made at point 1 or 2. Point 1 would be preferred, as this connects
three of the source regions to ground (Vss). Actually, by merging
the source-drain connections only two Vs connections are made.
In general, as a result of this effect and body effect, we try to
assemble the most capacitive nodes closest to the supply and ground
rails. Symbolic layouts for the function in Fig. 5.25a are shown in
Fig. 5.25c and Fig. 5.25d, illustfating two approaches to implementing
the gate. The gate in Fig. 5.25¢ has one “unit”’ output p-drain ca-
pacitance, one output n-drain capacitance, and four “internal” drain
capacitances (two n and two p). Fig. 5.25d has four output drain
capacitances and four internal drain capacitances. Thus the layout
in Fig. 5.25c improves diffusion capacitance by at least one n and
one p. Where this capacitance dominates, the optimized layout would
result in a faster circuit.

Note that these strategies may coincide. For instance, in the
complex gate shown in Fig. 5.25, the signal D may be delayed with
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respect to signals A, B, and C. This also indicates that connection

- point 1 should be grounded. If there is some doubt regarding the
organization of a gate (i.e., signal A arrived first), 2 simulation should
be done or the gate with appropriately timed inputs.

’ 53.6 Charge redistribution (charge sharing)

We have frequently mentioned the fourth effect as a problem when
considering dynamic gates. Consider the circuit shown in Fig. 5.26a,
which shows a clocked inverter. Parasitic capacitances representing
the source-drain capacitance and the external gate capacitance are
indicated. A typical signal sequence is shown in Fig. 5.26b. If the
clock ¢ pulses high and the input is low, then node 3 is discharged
while the output is driven high. When the clock turns off the output

remains charged high. If the input is now asserted, capacitor C; will

-
FIGURE 5.26. Charge re-
distribution in a clocked

() gate

E Depending on the ratio of capacitances, this effect could switch the
B next gate. This means that a change in data has erroneously affected
the output of the gate.

Solutions to charge redistribution involve carefully arranging
the logic trees so that the effects are minimized. For example, in

charge, reducing the output voltage V, by S
accordance with the formula derived above, the combined internal 3
v = C, v,. capacitance of a tree structure should be of such a value that the §-"%
C, + G, output voltage cannot cause a subsequent gate to falsely switch. A :
2

o

e by e i g o
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value of Coueput/Cinternar Of 10:1 is a good starting point. If a very large
tree is necessary, added capacitance to the output node n}ay'be
required. In forms of four-phase logic this was a common qptimlzanon
process. To verify a design, the safest method is to SImulatg thg
gate exhaustively for all input sequences and with the a.ctual circuit
parasitics. The use of simple noncascaded logic functions such as
the NOR structure can also aid in the reduction of such effects.
Finally, internal nodes may have to be individually precharged. Fig.
5.26¢ illustrates this technigue applied toa complex gateg structure.

5.3.7 Logic style comparison

We have now covered enough material to compare the CMOS logic
styles that we have summarized. Comparisons may be done on the
basis of area, power dissipation, speed, noise margin, or even fault
susceptibility. In the following, a “‘standard” inverter wﬂl. be con-
sidered to consist of a “unit"-sized n-transistor and a “umt"-'sxzed
p-transistor. The input capacitance is 2 O C,. the rise time is 27,
and the fall time is {7 = 2R,(C; + Cal)- .

Table 5.3 summarizes the relationships for an m:input gate
{assuming load capacitance swamps parasitic capacitancgs): .

All families except pseudo-nMOS have zero DC power dissipation.
The zero level noise margin {Vy.) for pseudo-nMOS, dynamic CMOS,
and domino CMOS is degraded compared to the complementary
CMOS case. '

Area can be estimated to a first order by the number of transistors.
Thus the. column in Table 5.3 showing the number of transistors
may be used to estimate area. However, the complementary CMOS

C/ABLE 5.3. CMOS logic family comparison

LOGIC FAMILY INPUT C T, Ty NO. TRANSISTORS
.- MOS complementary (NAND) 2mCg 27 mr 2m
i (NOR) 2mCg 2ms T
Pseudo-nMOS (NAND) mCg 67 mr m+ 1
(NOR) mCg 67 T
ynamic CMOS (NAND) mCg NA mr m+ 2
¢ (NOR} mCg NA 7 .
“Clocked CMOS (NAND) 2mCg .— (m + Ur o2m + 2
(NOR) 2mCg 2(m + 1)1 27
;{ “omino CMOS (NAND} (N) mCg NA (m + 1)1 m+ 4
;¢ (including (NOR) (N) mCg NA 27 m + 2
53 n-p CMOS) (NAND) {P) mCg 2(m + 1)7 NA for
(NOR) {P) mCg 47 NA n-p CMOS)

!

o

-

5.3 ELECTRICAL AND PHYSICAL DESIGN OF LOGIC GATES

TABLE 5.4. CMOS Igij style area comparison

LOGIC TYPE AREA
CMOS

complementary 1
Pseudo-nMOS .95
Dynamic CMOS .98
Clocked CMOS 1.5
Domino CMOS 1.3

gate has a very efficient layout style and layout density may be often
determined by routing considerations. As an example the gates used
in Figs. 5.1 through 5.10 were designed using a symbolic layout
system with compaction. The area comparisons are shown in Table
5.4. Although this may not be representative of larger logic structures,
it illustrates that the relationship between area and number of tran-
sistors is only an estimate. Usually routing dominates a design and
it is often possible to sneak active devices under routing. Table 5.4
is included to illustrate that many simple-minded comparisons of
area based on the number of devices may be erroneous in the system
context. As a point of reference, CMOS designs are commonly quoted
as being 20-30 percent larger than the nMOS equivalent designs.

Note that dynamic gates require a precharge interval. This may
or may not impact performance. In general, small logic blocks should
be implemented statically while large logic cascaded structures might
be implemented with,.say, domino dynamic logic. Many designers
prefer to use static logic wherever possible. Of course, prior to
commencing design a global clocking strategy should be formulated
that defines what kind of dynamic logic can be used.

5.3.8 Physical layout of logic gates

All complementary gates may be designed using a single row of n-
transistors above or below a single row of p-transistors, aligned at
common gate connections. Most “simple” gates may be designed
using an unbroken row of transistors in which abutting source-drain
connections are made. This is sometimes called the “line of diffusion”
rule, referring to the fact that the transistors form a line of diffusion
intersected by polysilicon gate connections.

If we adopt this layout style, it has been shown that there are
techniques for automatically designing such gates [UeVC79]. Those
automated techniques that are applicable to static complementary
gates are reviewed here. The CMOS circuit is converted to a graph
where 1) the vertices in the graph are the source/drain connections,




FIGURE 5.27. CMOS logic
gate graph representation
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and 2) the edges in the graph are transistors that connect particular

source-drain vertices. Two graphs, one for the n-logic tree and one
t. Fig. 5.27 shows an example’ of the graph

for the p-logic tree resul
transformation. The connection of edges in the graphs mirror the

series-parallel connection of the transistors in the circuits. Each edge
is named with the gate signal name for that particular transistor.
Thus, for instance, the p-graph has four vertices: Z, I1, 12, and Vpp.
It has four edges, representing the four transistors in the p-logic
structure. Transistor A (A connected to gate) is an edge from vertex
7 to 12. The other transistors are similarly arranged in Fig. 5.27b.
Note that the graphs are the dual of each other as the p- and n-
trees are the dual of each other. The n-graph overlays the p-graph
in Fig. 5.27b to illustrate this point. If two edges are adjacent in
the p- or n-graph, then they may share a common source-drain
connection and may be connected by abutment. Furthermore, if
there exists a sequence of edges (containing all edges) in the p-
graph and n-graph that have identical labeling, then the gate may
be designed with no breaks. This path is known as an Euler path.
The main points of the algorithm [UeVC79] are as follows:

1 Find all Euler paths that cover the graph.

2 Find a p- and n-Euler path that have identical labeling (a labeling
is an ordering of the gate labels on each vertex).

3 If 2) is not found, then break the gate in the minimum number
of places to achieve 2) by separate Euler paths.
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In the example shown in Fig. 5.27, the original graph with a
possible Euler path is shown in Fig. 5.28a. The sequence of gate
signal labels in the Euler path is (A,B,C.D). Note that the graph for
the n- and p-graph allow this labeling. To complete a layout the
transistors are arranged in the ordering of the labeling, n- and p-
transistors in parallel rows, as shown in Fig. 5.28b. Vertical polysilicon
lines complete the gate connections. Metal routing wires complete
the layout. This procedure may be followed when manually designing
a gate.

A variation of the single line of n- and p-transistors occurs in
logic gates where a signal is applied to the gates of multiple transistors.
In this case, transistors may be stacked on the appropriate gate
signal. This also occurs in cascaded gates that cannot be constructed
from a single row of transistors. A good example of this is the
c.:omplementary XNOR gate. The schematic for this gate is shown
in Fig. 5.29a on page 192. According to the style of layout that we

191

FIGURE 5.28. Euler paths
in CMOS gate and the cor-

responding layout

ey

4
ez

[l




o

G

T
Lo

.

Gz

CHAPTER 5 CMOS CIRCUIT AND LOGIC DESIGN
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GURE 5.29. Complementary CMOS XNOR gate — alternative layout styles

have used to date, two possible layouts are shown in Fig. 5.29b and
Fig. 5.29¢. _

The layout shown in Fig. 5.20b uses the single row of n- and
p-transistors, with a break, while that in Fig. 5.29¢ uses a stacked
layout. The selection of the styles would depend on the overall
layout — whether a short, fat, or-long thin cell was needed. Note
that the gate segments that are maximally connected to the supply
and ground rails are placed adjacent to these signals.

An automatic approach to achieve this style of layout that uses
a graph-theoretic approach has been proposed [Wing83] [Wing82].
The approach is based on the use of interval graphs to optimally
place transistors on vertical polysilicon lines in a gate matrix style
(see Chapter 7). The layout style is similar to that used so far, with
vertical polysilicon lines and horizontally arranged transistors. Power
and ground run at the top and bottom of the cell. The approach is
summarized in Fig. 5.30.

« Transistors are grouped in strips to allow maximum source/drain
connection by abutment. To achieve better grouping, polysilicon
columns are allowed to interchange to increase abutment.
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. tl‘he resultant groups are then placed in rows with groups max-
lr'nally connected to the Vs and Vpp, rails placed towards these
signals. Row placement is then based on the density of other
connections. '

and vertical) metal routing. This normally would require a maze
router.

Other approaches to automating this task include the use of
expert systems. This will be covered in Chapter 7.

5.3.9 CMOS standard cell design

When desi.gning standard cells or polycells, geometric regularity is
oftt.an.requlred while maintaining some common electrical charac-
teristics between cells in the library. A common physical limitation

Routing is achieved by vertical diffusion or manhattan (horizontal 7

FIGURE 5.30. Outline of
automated approach to
CMOS gate layout




FIGURE 5.31. Typical
cMoS polycell tayout
(F = (ABC) + D)
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i .cal height of the cell and vary the width according
Is to B e vpica hown in Fig. 5.31. It is

to the function. A typical standard cell is s .
composed of a row of n-transistors of maximum height W,, and a

row of p-transistors of maximum height Wy, separated b‘y a distance
D,,, the design rule separation between - and p-thinox. Power
; ound (Vss) busses traverse the cell at the top and bottom.

Vpp) and gr a .
'(I‘lf; internal area of the cell is used for routing the transistors of

specific gates.

A design objective in which W, and W, are selected may take

into account such parameters as power dissipation, Propagation
delay, noise immunity, and area. Kang [Kang81] provides a goqd
summary of the approach in the selection of W, and W,. The basic

steps are as follows:

1 Ildentify a sample selection of gates (i.e., inverter, NAND, NOR}

and compute an “average” delay time.
2 Calculate an objective function that relates worst-case propagation

time to the ratio of W, /W,
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R &t -

3 Calculate an obiéctive function relating the noise immunity to
W,/ W,.

4 Select an appropriate ratio that balances the required objective
functions.

Techniques may then be employed to automatically generate these
gates in a process independent manner from fairly straightforward
intermediate forms [LeCJ81]. Note that in the above gate structure,
all transistors of similar type were assumed to be the same size.
One may furthet optimize a parameter such as noise immunity by
adjusting individual transistor sizes to that below the maximum
width allowed.

The general layout style used for the standard cell may be used
to build an interesting gate-array type of circuit called a CMOS cell
array [BGEK83). In this array, gates are implemented in a continuous
strip of n- and p-thinox. A gate is “isolated” from a neighboring
gate by tying the gate of the end transistor to Vss (n) or Vpp (p)
This is shown in Fig. 5.32. Other gate array styles are discussed in
Chapter 6.

53.10 General logic gate layout guidelines

From the considerations given to the layout of complementary gates,
the following general layout guidelines may be stated:

FIGURE 5.32. CMOS cell
array (CCA) layout
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1 Complete the electrical design of gate taking into account the
factors mentioned in the previous sections.

2 Run Vpp and Vg in metal at the top and bottom of the cell.

3 Run a vertical polysilicon line for each gate input.

4 Order the polysilicon gate signals to allow the maximal connection
between transistors via abutting source-drain connections. These
form gate segments.

5 Place n-gate segments close to Vs and p-gate segments close to
Voo, as dictated by connectivity requirements.

6 Connections to complete the gate should be made in polysilicon,
metal, or, where appropriate, in diffusion. (As in the case of
connections to the supply rails or outputs.) Keep capacitance
on internal nodes to a minimum.

Note that the style of layout involves optimizing the intercon-
nection at the transistor level rather than the gate level. As a rule,
better layouts result by taking logic blocks with 10-100 transistor
complexities and following the rules above, rather than designing
individual gates and trying to piece them together.

This improvement in density is due to a number of factors,

which include the following:

1 More “merged” source-drain connections.

2 More usage of “white” space in sparse gates {blank area with
no devices or connections).

3 Better use of all possible routing layers.

4 Use of optimum device sizes.

Improvements gained by optimizing at this level over a standard
cell approach can be up to 60 percent in area. Furthermore, cells
can be designed in such a way to provide ““transparent routing” for
cell to cell communication. This greatly reduces the global wiring

problem.

5.3.11 Gate optimization

In this section a potpourri of optimization techniques will be pre-
sented. One technique that has been demonstrated to increase the
speed of gates consisting of series combinations of transistors is to
vary the size of the transistor according to the position in the series
structure [Shoj82}. This is shown in Fig. 5.33 for a 4-input AND
gate. The transistor closest to the output is the smallest, with transistors
increasing in size the nearer they are to Vgs. The decreased switching
times are attributed to the dominance of the capacitance term in
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the RC time constant of the gate. Increases in performance of 15—
30 percent can be expected.

In this chapter, we have considered the design of gates that
drive similar loads. Often in circuits the last gate in a succession
of‘gates might have to drive a large load, such as a bus, an I/0
driver, or, in the case of an I/O buffer, the external chip load. As
noted in Chapter 4, if we consider a simple set of cascaded inverters
we can define the stage ratio as the ratio by which successive transistor
widths are multiplied. Fig. 5.34a shows a cascaded set of inverters.
The optimum stage ratio for minimum delay is 2.7 [MeCo80]. However
ratios of 2—10 can be used to optimize other attributes such as sizé
or power dissipation. To further illustrate this concept, Fig. 5.34b
depicts an implementation of an XOR gate using a 2-input NAND
gate, an OR-AND gate, and an inverter. The rise and fall times are
approximately:

NAND gate
T].' = ZRnCL
TR = RPCL
OR-AND gate
Tr = 2R:CL
Tg = 2R,C

FIGURE 5.33. Sizing se-
ries transistors
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inverter
LOAD Tr = RiC{
IN Ta = RG], &
<, where £A

C, and primed versions are the individual stage load

T

capacitances. .

R, and R, and primed versions are the individual stage n- 3
4 and p-transistor resistances.
LOAD E ;
N : Thus if the stage ratio is a. the average delay through the series of
1 n n? I o gates is . :“"
1 20°R,C, : T
Taverace = ;(ZGRnCL =~ aR,C. + —a‘n_

n = STAGE RATIO (5.6)

2

@ + 2a°R,C, N R,.CEOAD . RPCI;0A0) '
a @ a
N where
CLO:\D m
is the ultimate load capacitance. If . b
Cronp = 100C,, :
A then with —
8 - AeB _ Pod
a=1 :
Tavenace = 52R.Co + 51.5R,Cp. (5.7)
__:D——_ On the other hand. if
a =25,
= g i then
Taverace = 24R.C. + 19R,C,, (5.8) ~

clearly illustrating the speed advantage that may be achieved.
Noise coupling can have a detrimental effect on the state of
storage nodes that are driven by transmission gates. One form of
this is illustrated in Fig. 5.35a on page 200. Here, a transfer gate is
used to charge and discharge a storage node. From the figure it is
evident that a short noise voltage spike comparable in magnitude
to the threshold voltage V,, may alter the logic state of a succeeding

| |__ A logic gate due to the charge leakage caused by the noise pulse. One o
1 ’——' . 1]
8 should never place storage nodes on transistors whose sources are P

separated by series devices from the Vpp and Vs lines. The result s

J can also be unwanted discharge of storage nodes, as shown in Fig.

FIGURE 5.34. Stage ratios T, 2R, T, - 2R G T, = Ry"C.” 5.35b, due to capacitor divider action. A similar effect may occur —
and the effect on the T.=R.C T, = 2RC, Ty = RG" in storage nodes where the parasitic capacitance is enhanced by ,.j
speed of cascaded gates  (® RT T R S
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overlap of clock and storage nodes. This is illustrated in Fig. 5.35¢.
When using dynamic logic, the precharged nodes in dynamic gates
must also be protected from unintentional discharge. An example
of this situation is shown in Fig. 5.35d.

When designing circuits, one must balance the time to optimize
such gates versus the overall effect on the system. Quite often, the
15 percent gained can be in a part of a circuit where the gain does
not reflect in an overall gain in the system as a whole. For this
reason a good starting point is to use unit-sized devices throughout
and then optimize paths from a critical path analysis. Automatic
programs linked with symbolic layout methods should provide such
tools in the near future.

|
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5.3.12 Transmission gate
layout considerations

In the case of complementary gates, there is one point of contact
between the n-transistors and the p-transistors. As we have seen,
this can be completed with a metal strap or a combination of metal
and polysilicon straps where metal routing transparency is required.
When considering a transmission gate, the source and drain terminals
of the p- and n-transistors are paralleled. According to the layout
strategy presented, the two layouts shown in Fig. 5.36 would be
suitable. Note that in Fig. 5.36a, no metal lines can pass from left
to right. The layout shown in Fig. 5.36b is longer but does have
horizontal metal transparency. The decision on which layout is
more suitable would depend on the circuit being designed. For
instance, in a shift register delay line, Fig. 5.36a might be preferred
due to its small size. In a data path, where bus lines may have to
pass horizontally, Fig. 5.36b would be preferred.
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FIGURE 5.36. Transmis-
sion gate layout
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FIGURE 5.37. Routing to

a transmission gate a)

(a)

FIGURE 5.38. 2-input mul-

tiplexer layouts t©

The transmission gate has to be supplied with a switching signal
and its complement. These signals may be generated at some distance
and may have to be routed to the transmission gate {i.e., in an array
of flip-flops controlled by a common signal). In these cases, it is
necessary to consider the routing of the gate signals to the transmission
gates. Two possibilities are shown in Fig. 5.37. In Fig. 5.37a. the
control inputs are run horizontally in metal, outside the transistors.
Note that in this case, polysilicon can be passed horizontally between
the n- and p-transistors. In Fig. 3.37b, the control signals are routed
vertically in polysilicon. In this case. the transistors are offset to
allow the passage of the vertical control lines.

5.3.13 2-input multiplexer

The 2-input multiplexer in Fig. 5.38a is used frequently in flip-
flops. A possible layout is shown in Fig. 5.38b. Note that the control
lines are crossed in the middle of the cell. If this was to be a stacked
structure, the number of contacts in each control line should be
equalized, as shown in Fig. 5.38c. This equalizes any delay that
might arise due to contact resistance. An alternative to the manhattan
layouts shown is illustrated in the partial mask level design shown
in Fig. 5.38d, which uses 45° shapes. As this is a common structure,
manhattan-based symbolic systems can treat this as a special cross-
over symbol.

5.4 Clocking strategies

In this chapter we have discussed various alternative forms of CMOS
logic and the basic physical and electrical design of CMOS circuitry.
Although we have studied logic gates in isolation, no global clocking
strategy has been suggested. One of the most important decisions
that may be made at the commencement of a design is that of the
selection of the clocking strategy. In the Mead and Conway text
[MeCo80}, a simple 2-phase clocking scheme was selected. In this
section we will look at this clocking scheme as applied to CMOS
and also investigate some other clocking approaches. Suitable memory
and logic elements for each clocking strategy will be summarized.
Some layout guidelines are also given.

5.4.1 Pseudo 2-phase clocking

Pseudo 2-phase clocking takes the 2-phase nonoverlapping nMOS
clocking scheme (as used in Mead and Conway) and adds the com-
plementary clocks. Thus we can have ¢1, $2, ¢1 and ¢2, or up to
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four clock phases to route around a chip. Usually. two master clocks
would be distributed with local buffers to generate local clocks. A
typical set of clock "vaveforms and a simple latch (DFF1) are shown
in Fig. 5.39a. Note that ¢1 (t).62 (t) = 0 for all t. The operation of
the latch is illustrated in Fig. 5.39a. During &,, the stage 1 transmission
gate is closed, thereby storing the input level on the gate capacitance
of the inverter and the output capacitance of the transmission gate
{C,). The state of stage 2 is stored on a similar capacitance C..
During ¢,, the stage 1 transmission gate opens and the inverse of
the stored value on C, is placed on C,.

The selection of the actual clock relationships depends on the
circuit. Some guidelines would be as follows. If 1 is used as a
precharge clock, then it has to be of a duration to allow precharge
of the worst case node in the circuit. Typically, this might be on a
RAM bit line. The delay between clocks has to be chosen to ensure
that for the worst case skew, the two clocks do not overlap. Clock
skew can occur in two forms. The first is shown in Fig. 5.39b, where
the clocks applied to a latch have travelled through different delay
paths to arrive at the latch. The skew occurs while both clocks are
simultaneously HIGH, causing the two transmission gates in the
latch to be transparent. Another type of skew can occur even if the
clocks are perfectly overlapping. This is shown in Fig. 5.39c. Here,
the rise and fall times are so slow that the period of the transition
region causes the latch transmission gates to couple. Both of these
conditions can lead to incorrect values being stored on the C,; and
C, capacitances. Thus the period ‘of the clocks must allow for the
worst case logic propagation time in combinational blocks that are
to be latched. ‘

5.4.2 Pseudo 2-phase memory structures

An alternative implementation of the flip-flop shown in Fig. 5.39a
is a flip-flop that makes use of a “clocked inverter.” This is shown
in Fig. 5.40a (DFF2). This is equivalent to DFF1, except that the
connection between the n- and p-transistors at the “input” of the
transmission gate has been deleted and the TG’s have been moved
to the output assuming storage on the next stage. This can result
in a smaller layout as two contacts and at least one wire are omitted.
Note that the operation is similar to the first latch. When ¢1 is high,
node n1 will be conditionally pulled high or low by the p- or n-
data transistors, respectively. When ¢1 is low, this value is stored,
the clocked transistors being turned off. The second stage operates
similarly. A historical variation of DFF2 (DFF3) is shown in Fig.
5.40b, in which the clocked transistors are placed between the inverter
and supply rails. The charge redistribution problem is quite severe
in this flip-flop. It is interesting to note that this flip-flop is mainly
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FIGURE 5.40. Pseudo
2-phase latches
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In metal gate CMOS this flip-flop leads to
d to Fig. 5.40a. In silicon gate technologies

if is alleviated.

of historical significance-
a smaller layout compare

this circuit/layout tradeo
Considering DFF1, two representative layo

uts are shown in Fig.

5.41a and Fig. 5.41b. The layouts may be stacked vertically, with
one layout allowing the vertical distribution of the clocks in po-
lysilicon, while the other routes the clocks horizontally in metal.
Layout variations representing the DFF2 configuration are shown
in Fig. 5.41c and Fig. 5.41d, respectively. Note that routing clocks
in polysilicon may lead to clock delay problems if long unbuffered
clock lines are used. Fig. 5.41a—c aré shown in color in Plate 8.
The abutment of DFF1 to form a four-by-four shift register is
shown in Fig. 5.42 on pageé 208. Note that in this layout only 2.5
clock lines are needed per horizontal bit of layout, rather than four
clock lines. This illustrates that the apparent disadvantage of routing
four clock lines in a module may be less than expected. Plate 9

shows this layout in color.

e —

(a}

{c)

FIGURE 5.41.
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Pseudo 2-phase latch layouts
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at the output is reduced due to the absence of the p-transistor. There
is no hard and fast rule for when the various flip-flop configurations
should be used. Of course. if density is crucial the last mentioned
flip-flop could be used, providing the speed was suitable and that
static power dissipation was not a problem. This can only be rec-
onciled by worst-case simulation and power-dissipation calculations.

A dynamic D latch is shown in Fig. 5.44a. If we denote the
input by D and the output by Q. the characteristic equation may
be written as :

Q)

D(t) D=1

Qt-1 LDb=o,

209

FIGURE 5.43. Reduced
transistor count latch

FIGURE 5.44. Dynamic D
latches
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nterayer-contact

p-tranststor

n-transistor

FIGURE 5.45. Dynamic D
fatch layouts

a) single metal version
b} two metal version

where

D(t) is the state of the data at time .
Q) is the state of the latch at time t.
Q(t — 1) is the state of the latch at timet — 1.

n of this latch involves gating the &1
Fig. 5.44b. One thing to watch with
ffects that can be caused by the $1.LD
ance, if $1.LD was delayed until ¢2
te latch would become transparent,
ive layouts are shown in Fig. 5.45.

An alternative implementatio
signal with LD, as shown in
this latch are any deleterious e
signal being delayed. For inst
was asserted, then the comple
as noted previously. Representat
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STAGE 1 STAGE 2
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LATCH
2 EVALUATE [T | _2EvALUATE
®2
2 PRECHARGE FIGURE 5.46. f‘seuqo
LATCH 2-phase dynamic logic
5.4.3 Pseudo 2-phase logic structures

For pseudo 2-phase systems, conventional static logic may be used
in conjunction with the memory elements that have been described
in the last section. If dynamic logic is needed the 2-phase logic
scheme outlined in Fig. 5.46 may be used. In this scheme, the first
stage is precharged during &1 and evaluated during ¢2. While the
first stage is evaluated, the second stage is precharged and the first
stage outputs are stored on the second stage inputs. During ¢1, the
second stage is evaluated and latched in a succeeding &1 stage.

Domino n-MOS gates may also be employed. A typical gate is
shown in Fig. 5.47. Here, a single clock (¢1 or ¢2) is used to precharge
and evaluate the logic block. The succeeding stage is operated on
the opposite clock phase. as illustrated in Fig. 5.47 on page 212.
The difference between this logic structure and that previously shown
in Fig. 5.46 is that in the domino logic, a number of logic stages
may be cascaded before latching the result.

5.4.4 2-phase clocking

In some situations it is desirable to reduce the number of clock
lines that are routed around the chip. One approach is to use a 2-
phase clock that uses a ¢, ¢ type arrangement.
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5.4.5

2-phase memory structures

Applying this clocking strategy to the flip-flops used in the pseudo
2-phase clocking, the structure in Fig. 5.48a is constructed. A “clock
race” condition similar to that encountered in the pseudo 2-phase
latch can arise in this structure. This is, of course, an accentuated
case of pseudo 2-phase clock skew melltioned previously. This effect
is shown in Fig. 5.48b. Considering ¢ delayed from ¢, we see that
the first transmission gate n-transistor can be turned on at the same
time as the second transmissicn gate n-transistor. Hence the value
on the input can ripple through the two transmission gates leading
to invalid data storage. This problem means that close attention
must be paid to the clock distribution to minimize the clock skew.
One method for achieving this is shown in Fig. 5.48¢c [OhKD79]. A
conventional clock buffer consisting of two inverters is shown. The
l_:n_uffered ¢ clock will always be delayed with respect to the buffered
& clock. To reduce this undesirable delay, the ¢ signal may be
passed through a transmission gate to equalize delay with respect
to ¢. The transmission gate should use similar sized transistors to
those used in the inverters. Subsequent buffers may also be used
to keep the initial buffers minimum size.

The chain latch [OhKD79] uses a 2-phase clock and single pass
transistors to provide a static latch capability. The schematic for
this latch is shown in Fig. 5.49a on page 214. The effective circuit
configurations are shown for ¢ = high and ¢ = low, showing the
«chain link” effect. The input threshold effects mentioned in Section

5.4.2 also apply here.
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An alternate 2-phase static latch is depi in Fi
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FIGURE 5.48. 2-phase
flip-flop and skew
reduction
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FIGURE 5.49. Chain latch
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This is achieved by employing transistors with a length (L) greater
than the minimum value. Alternatively, the W/L of the transmission
gate transistors may be made larger than those in the feedback
inverter. A gate-array optimized for this latch is shown in Fig. 6.2d.
Appropriate ratios may be determined by simulation. Note that if
the clock period is long compared to the overlap, the signals will
eventually settle to their correct values. A master-slave flip-flop is
constructed by cascading two such stages and operating them on
alternate clock phases, as indicated in Fig. 5.50b.

An alternative static flip-flop is in Fig. 5.51a on page 216. This
has made use of two clocked inverters and an additional inverter.
It has the advantage that it may be easily constructed in such a way
as to allow horizontal metal paths to cross the cell. Two final designs
are shown in Fig. 5.51b and Fig. 5.51c. The first design uses only
one clock phase and a gated RS flip-flop; it is clock race immune.
It uses 14 transistors, compared to 8-10 transistors in the preceding
flip-flops. The second design shows this circuit extended to build
a master-slave design with set and reset. Only a single clock is
required. Representative layouts are shown in Fig. 5.52 on page 218.
(Fig. 5.52a represents Fig. 5.50a, Fig. 5.52b is Fig. 5.51a, Fig. 5.52¢
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FIGURE 5.50. 2-phase
static flip-flops

is Flig. 5.51b.} The .static latch in Fig. 5.50 may be constructed in
;L;(;izgnvt\r;y (bi, ajddltll-;g vtt)artical polysilicon connections) as to allow
metal paths, but it then results i
shows these layouts in color. in & longer cell. Flate 10
A simpler version of a static D fli i

. ion ¢ p-flop, with asynchronous reset
2;';d ;eti(ls shown in Fig. 5.53 on page 219. T.iis flip-flop could has:e
< fh esdzv:kpsrtol:ler'lfi The/set and reset signals operate regardless

ate. The set/reset tru i i

e s, th table is shown in Table 5.5

5.4.6

Conventional static logic may be used with 2-phase clocki

add{txoq, domino nMOS logic may be used. Hovfever, itis lélxrflgcgﬂ
to pipeline such logic stages while using a single clock and com
plement. A logic family termed N-P CMOS dynamic logic (Fig. 5 54a-
5}.154b on page 220), may be used to optimize speed and densi.ty at'
the expense of more detailed circuit and system design [GoDM83]

2-phase logic structures
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(" SURE 5.51. 2-phase static D flip-flops

This combines N-P sections of domino logic with a C*MOS latch
as the output stage. We can build ¢ blocks, which resolve {or evaluate)
during ¢, and ¢ blocks, which resolve during ¢. Cascading these
N-P blocks is achieved using the structure in Fig. 5.54C. This yields
a pipelined structure in which ¢ sections are precharged and ¢
sections are evaluated whend¢ =0,¢ =1 Information to ¢ sections
is held constant by the clocked CMOS latch in the output of ¢
sections. When¢ = 1,6 = 0, ¢ sections are evaluated and ¢ sections
are precharged. Often it is desired to mix N-P dynamic sections
with static logic or connect N-P sections with domino sections. If

this is done, two problems must be avoided. Firstly, self-contained
dly, when different sections

sections must be internally race free. Secon
are cascaded to form pipelined systems, clock skew should result
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FIGURE 5.51. (continued)

in no deleterious effects. We will exami
. amine some rules th
beer; p}'}c:posed to deal with both problems [GoDM83] a have
n the case of internal races, the basi jynamic domi
st be sbood sic rules for dynamic domino

1 During precharge, logic blocks must be switched off.

2 Dullllg evaluatlon, the llltetnal lnputs can ﬂlake only e
nl on

’trh}}ls ils achieved by using the N-P structures introduced earlier in
this chapter. For complete dynamic blocks, either alternate n-p logic
gates may be used or n-n or p-p blocks may be cascaded with buftf’e
inverters between sections following the domino rules. Static logicr:
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FIGURE 5.53. Static D flip-flop with set and reset

structures may be used. Where this is done, it is best to keep the
logic static up to the C*MOS latch, as the static structures generally 3
can create glitches that violate the second condition mentioned %
above. When using the C*MOS latches in conjunction with N-P logic
sections, an additional rule guarantees race-free operation, even in
the presence of clock skew. This requires that there be an even
number of static inversions between the final dynamic gate and the
C*MOS output latch.

The ability to pipeline sections, as shown in Fig. 5.54, assumes
that the output of a logic block (¢ or ¢) does not glitch (due to
precharging or input variations) the input of the next stage in the
pipeline while it is resolving its output. Under perfect clocking
conditions, this assumption is met merely by following the o-¢
logic block sequénce. However, in the presence of clock skew, an
early output transition on one block may glitch the next stage while
it is still actively resolving its inputs. An additional rule ensures
that glitches caused by clock skew will not be propagated from the
output.of one logic block through to the C*MOS latch of the succeeding

AN
T o

!
TABLE 5.5. Static D flip-flop set/reset truth tabie ﬂ—‘]
INPUTS OUTPUT P
R S Q :
1 0 0 f—m'
0 1 1 :
@ 1 1 NA !
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logic block. This rule states that either:

There exists in each logic block at least one dynamic gate which
is separated from the previous C*MOS output stage by an even
number of inversions.

or

The total number of inversions between the C*MOS stage and the
previous C*MOS stage is even.

Fig. 5.55 illustrates these rules.

5.4.7 4-phase clocking

The dynamic logic that has been described has a precharge phase
and an evaluate phase. As we have learned, the addition of a “hold”
phase simplifies dynamic circuit logic design. This primarily results
from the elimination of charge sharing in the evaluation cycle. A
disadvantage of 4-phase logic can be the number of clocks that may
have to be generated.

5.4.8 4-phase memory structures

A 4-phase flip-flop is shown in Fig. 5.56a with its corresponding
clock waveforms. During ¢1 = 0, node nl precharges. When ¢2 =
1, node n1 conditionally discharges. When ¢2 falls to 0, this value

———

5.4 CLOCKING STRATEGIES 221

114l

C2MOS LATCH
(¢ SECTION)

FIGURE 5.55. N-P logic
composition rules




DESIGN

222 CHAPTERS

FIGURE 5.56. 4-phase
fiip-flops

o—

@

CMOS CIRCUIT AND LOGIC

=

L

* —*
in,

1

3 "‘ ;:__‘

®)

is held on node ni regardless of the state .of the ifxput gltD‘:;ﬁf;
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still have charge sharing problems as the inte et ne : the
i in1 and in2) may be corrupted due to charge g
e dQ respectively. This is solved by altering the cloc
Oﬂtpufts nls ZI; that ¢2 is actually 912 and ¢4 i§ $34, as.show:d;x;
;‘via vesosr; Wwith these clocking waveforms the intermediate n

arz precharged uniformly.

5.4.9 4-phase logic structures

in adopting a 4-p.hase
logic gates to be built (al

. clocking strategy is 10
The main purpose though static gates may

enable the 4-phase
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be also used). Illustrative gates are shown in Figs. 5.5. 5.6. 5.7. and

5.8. As discussed in the first part of this chapter. the sequence of 0

gates has to be carefully controlled. j
Arguments for using such a clocking strategy include the fact

that no more clock lines are needed than for pseudo 2-phase clocking

if certain 4-phase structures are used. In addition. a strict ratioless

circuit technique mav be applied. which can lead to very regular :'}%
lavouts. T
5.4.10 Pseudo 4-phase clocking -

It is also possible to use a 4-phase clock as a general clocking
technique for domino circuits. This clocking scheme is covered in
more detail in Chapter 9.

- By use of the appropriate logic gate any combination of phases j
may be generated locally for circuits requiring different clocking -
strategies. &1 may be used as a slave latch clock. 62 is used as first-
level logic evaluation. ¢3 is used as the master latch clock. and b4
N . . I . . ™
is used as the second-level logic evaluation. This is shown in Fig. i‘i
5.57. !

i 5.4.11 Recommended approaches -

For first-time designs. where mostly static logic is to be used. the
pseudo 2-phase clocking scheme is probably preferable. This also
has the most commonality with the Mead and Conway text. The
clock routing problem is minimal, especially in data path designs.
Alternatively, a single phase clock with the latches shown in Fig.
5.51b and Fig. 5.51c could be used where density was not an issue.
Dynamic gates may be employed using 2-phase dynamic logic outlined .
in this chapter. Methods for dealing with PLAs are treated in Chapters 7
8 and 9.

For bit-serial circuitry, where clock routing and flip-flop com-
plexity is important. a 2-phase or 4-phase clocking scheme may be
most suitable. ~

Lo i SLAVE LOGIC pytiing Logic
[
{ } { } FIGURE 557. Pseudo i
s, o, 6y 0, 4-phase clocking strategy
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Probably the most universal scheme is the pseudo +-phase clock-
ing scheme, which allows construction of any of the logic forms by

suitable on-chip clock generation.

5.5 Input-output (1/0) structures

Of all the CMOS circuit structures that will be covered in this text.
1/0 structures require the most amount of circuit design expertise
in association with detailed process knowledge. Thus it is probably
inappropriate for a system designer t0 contemplate [/O pad design.
Rather, well characterized library functions should be used for what-
ever process is being used. We will give basic outlines of how to
design pads but will refrain from giving specific layouts.

5.5.1 Overall organizétion

It is often convenient to build 1/O pads with a constant height and
width, with connection points at prespeciﬁed locations. Pad size is
defined usually by the minimum size t0 which a bond wire can be
attached. This is usually of the order of 150 pm by 150 pm. Ad-
ditionally, a constant position for Vpp, Vss and any other global
control wires is an advantage. Fig. 5.58 illustrates some of these
concepts. A variety of placement of components is shown. Power
and ground bus widths may be calculated from a worst-case estimate

tion of a die and from a consideration of providing

of the power dissipal
good supply voltages. Multiple power and ground pads may be used

to reduce noise. Some designers advocate
voltage (Vss) as the outermost track. With these points in mind, a

frame generation program may be easily constructed. This takes a
simple description of the pad ordering and produces a finished pad
frame. A typical description might be as follows:

LEFT;
INPUT A
INPUT B
TOP 3
VDD VDD
INPUT C
RIGHT;
OUTPUT 2
oUTPUT Y
BOTTON;
OUTPUT W

yss  VSS

The resulting 1/O frame is shown in Fig. 5.59a on page 226.

placing the lowest circuit’
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Vo BUS

1
1
0 PAD ‘p\ .

[ 1 Vss BU§
¢ i
7 4 CHIP EDGE
C 1 Voo
PAD
n o
C — Ve
¢
[ —i CHIP EDGE
- 1 VDD
> ]
PAD ,
-
L ) vss

5,5.2 V,pand Vs pads

'tIc"ht:lslz p:;dpsnz;ll')e fzz;silg desii\gned and consist of a metal pad connected
riate bus. A nonplanarity arises at
The broken path ma ‘ i e
y be completed in polysilic in Fi
5.5h. Alternatively, a two-level : o eroxamror.
. /£ s metal process affords good cro:
%:;‘;;dlilgg that a large nulgber of vias are used in fhe conrfzzrizr:
no reason to re i .
There is n uce the size of the pad to power rail

5.5.3 Output pads

f‘;r:tc ﬁ?g, io;zx::st,tan f)utputl pfa(ll1 must have sufficient drive capability
uate rise and fall times into a given capaciti
€ t

If the pad drives non-CMOS loads, then any requireg I)lCIWcillac;?ag:

I

e
28
¥

S

FIGURE 5.58. General pad
layouts
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FIGURE 5.59. a) /O frame
generation, and b) Voo pad
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° Voo 8us

POLYSILICON
CROSSUNDER
(OR METAL

1P
Vo TO CH

®)

this discussion we will concentrate
ad capacitance and target
es may be calculated from

teristics must also be met. In thi
on pads to drive CMOS loads. Given a lo

i istor siz
-<e and fall time, the output transis ’ :
315: ;quations derived in Chapter 4. One then generally needs buffering

. : : 4
to present a lower load to internal circuitry. As prevxously; ‘dlicfu;iio
a ratio of 2.7 is optimal for Aspeed. However. a stage ra' 1;: 210
will work adequately. Generally, in a pad, a two-stage inverter

i i _inverting output stage. .
is used to result in a non-in g Slage ot may be com-

i timated the transistor sizes, t
menlzzsfr;’%selsz'arge transistors are typica.lly used and 1/O currents are
high, the susceptibility t'o latc.h-up is
Hence, the layout guidelines given in
This means separating n- and p-trfmsxstor
guard rings tied to the supply rails. Latc

highest in 1/O structures.
Chapter 3 should be used.
s and using the appropriate
h-up will also occur when

transients rise above Vpp or below V5. These conditions are more
likely to occur at I/O pads due to the interface to external circuitry.

When driving TTL loads with CMOS gates, the different switching
thresholds have to be considered. Vy, of a TTL gate is 0.4 volts. Vo,
of a CMOS gate is 0 volts. Thus we have no problem in this respect.
Vi for a TTL gate is 2.4 volts. The Vg for a CMOS gate is 5 volts
{for a 5 volt supply) and hence there is no:problem here. In the low
state, the CMOS buffer must be capable of “sinking” 1.6 mA for a
standard TTL load with a Vo of <.4 v. For typical driver transistors,
this is usually no problem.

5.5.4 Input pads

The design of input pads can parallel that of output pads with
respect to transistor sizing. Often the transistors used in the output
pad may be just “turned around.” One extra precaution has to be
taken. The gate connection of an MOS transistor has a very high
input resistance (10' to 10" Q). The voltage at which the oxide
punctures and breaks down is about 40-100 volts. The voltage that
can build up on a gate may be determined from

IAt :

V=t (5.9)

where
V is the gate voltage
1 is the charging current
At is the time taken to charge the gate
C, is the gate capacitance.

Thus if I = 10 gA, C; = .03 pF, and At = 1 uSec, the voltage that
appears on the gate is approximately 330 volts. Usually a combination
of a resistance and diode clamps {electrostatic protection) are used
to limit this potentially destructive voltage. A typical circuit is
shown in Fig. 5.60 {on page 228), with approximate layouts. Clamp
diodes D1 and D2 turn on if the voltage at node X rises above Vpp
or below Vgs. Resistor R is used to limit the peak current that flows
in the diodes in the event of an unusual voltage excursion. Values
anywhere from 200Q-3K( are used. This resistance, in conjunction
with any input capacitance, C, will lead to an RC time constant,
which must be watched in high speed circuits. A polysilicon resistor
is preferable to a diffusion resistor in a p-well process, as it reduces
the possibility of creating extra charge injection into the substrate
which can contribute to latch-up. In an n-well process, all n-device
I/O circuitry can be designed. In this case n* diffused protection
resistors, as well as n “punch-through” devices, may be used. A

3
B

Y

2

“mem
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FIGURE 5.60. Input Pad Electrostatic Discharge (ESD) protection
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“punch-through” device has closely spaced source and drain dif-
fusions but no gate. The device affords protection by “avalanching”
at around 50V. No wells need be included in this type of I/O
[FGLM84].

When interfacing TTL logic to CMOS, it is advantageous to place
the switching point of the input inverter in the middle of the TTL
switching range. For TTL V5, = 0.4 volts and Voy = 2.4 volts.
Thus the switching point should be set near 1.4 volts. This is achieved
by ratioing the inverter transistors or using a reference voltage.
Alternatively, the TTL output can use an additional resistor connected
to the 5V supply to improve the TTL Vq. This resistor may be
included inside the pad in the form of a p-transistor.

5.5.5 Tri-state pads

A tri-state pad may be built modeled on the tri-state inverter structure
shown in Chapter 2. Another circuit is shown in Fig. 5.61a. This
is faster due to the reduced number of devices in series. Care must

<

TRUTH TABLE

c D N
PAD | OUTPUT

(a) 1 1 0

PAD ¢

P ouTeUT
1 Z (HIGH IMPEDANCE)
1 0

0 1

-0~ FROM
|_c <« CIRCUITRY

v
TO INPUT
{b) CIRCUITRY

FIGURE 5.61. A Tri-state pad and a bi-directional pad
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be taken to switch the buffer in such a way as t0 prevent large DC A 2-phase clock as shown in Fig, 5.48 i
) clocking circuitry needed. ig. 5.48 is available. Design any g“‘i

currents flowing during switching.
5.7 Desi
esign a layout for the chain latch shown in Fig. 5.49
8 9.2d.

556 Bi-directional pads 3 5.8 Desi
R i ) sign an input pad to convert TT: .
state pad a bi-directional pad : ;/r?g =h2,4V).imo CMOS levels. The ;rlcczlgiltcisl?;/:ls (VoL. = 0.4V,
: had SIdoul('jf mclud.e protection devices. Design ae {;On-mvertmg
. Identify possible latch-up paths in the zircuityom for the

By merging an.input pad and a tri-
may be constructed. This is illustrated in Fig. 5.61b.

5.6 Sumrﬁary 3

In this chapter some alternative CMOS logic circuits have been
and circuit design of CMOS gates was then

discussed. The layout £
treated. Clocking strategies were outlined indicating suitable memory 3 -
elements and logic structures. Finally, the basics of 1/0 design were -
pter 8 will examine some . '"3
13

covered. Using this material as a base, Cha
useful subsystems that use a variety of the techniques discussed in

this chapter. . _
» _ L8

5.7 Exercises

»

5.1 Design the circuits for a static CMOS gate, pseudo-nMOS gate,
CMOS gate for the function F = (C{a+B+

and dynamic
C)) + (D.EF)) What precautions need to be taken for each gate?
Exercise 5.1, including

5.2 Design layouts for the three circuits in
a strategy for routing clacks to other modules if required. Can

the transistor sizes be gracefully resized? ¢
5.3 What circuit design techniques would you employ to minimize 3
the effects of body effect in a p-well process? In an n-well \
process? ]
(AB+ C+D+E+Flis implemented
as a domino gate with minimum sized transistors {Co = C¢)- 3 m™
Does this gate have any charge-sharing problems? I not, why '
not? If so, how is the problem alleviated?
D flip-flop with a trickle inverter.
d on ¢ may be omitted.

5.4 The function F =

5.5 Fig. 5.50a showsa 2-phase static
The feedback transmission gate switche

Propose a design

5.6 A zero detect circuit is required on the ou
Design a static and dynamic circuit to imp

modification that would allow this.

tput of a 32 bit ALU.
lement this function.

3

)
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Symbolic transistors with various widths, types and
orientations

Symbolic layout of a CMOS inverter (Figure 1.14)
Symbotic layout of a CMOS transmission gate
Symbolic layout of a CMOS flip-fiop (Figure 1.15)

Lambda based design rules for a p-well process
(Figure 3.22)

Mask layout of a 2 input NAND gate using lambda
tules for p-weil CMOS (Figure 3.26)

Various forms of an inverter layout (Figure 5.17)
Paralieled inverter layouts (Figure 5.18)
CMOS NAND and NOR layouts (Figure 5.19 and 5.20)
Pseudo 2-phase latch layouts (Figure 5.41)
Shift register array layout (Figure 5.42)
2-Phase D flip-flop layouts (Figure 5.52)
Serial multiplier cell layouts (Figure 8.34)
Parallel multiplier adder cell
4 x 4 Parallel multiplier
Static CMOS RAM symbolic layouts (Figure 8.41)
Mask layout of dynamic CMOS PLA (Figure 8.75)
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METHODS

This Part deals with general IC design methods in Chapter 6. The
emphasis is on methods and associated tools that are suited for
CMOS. although the principles are general enough to be applied to
most IC technologies. Chapter 7 treats at length symbolic layout
systems, since these are viewed as highly important to the assimilation
of CMOS into the system design community. Finally, Chapter 8
covers the design of a range of important subsystems, including
logic and memory structures.
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;: 6.1 Introduction
| PROBLEM
b SPECIFICATION
o
In Chapter 1 we found that the design description for an integrated
. circuit may be described in terms of three domains, namely: 1) the
L behavioral domain, 2) the structural domain, and 3) the physical ARGHITECTURE
; domain. In each of these domains there are a number of design DEFINITION Spggg%fn"m
options that may be selected to solve a particular problem. For
instance, at the behavioral level, the freedom to choose say a sequential BEHAVIORAL
or parallel algorithm is available. In the structural domain, the decision COMPILER
about which particular logic family, clocking strategy, or circuit SIMULATE & BEHAVIORAL
style to use is initially unbound. At the physical level. how the COMPARE DESCRIPTION
o circuit is implemented in terms of chips, boards, and cabinets also
L provides many options to the designer. These domains may be hier- STCRO‘:&TIEER:L
archically divided into levels of design abstraction. Classically these p
have included the following: Loaie Dssgg;‘;”n“gh
. (CIRCUIT)
I « architectural or functional level Y CAL
t. « register transfer level COMPILER
» logic level SIMULATE PHYSICAL
. & COMPARE DESCRIPTION
L « circuit level. (LAYOUT)
Again, various implementation options are available at each level
of abstraction. 3 CIRCUIT
: We will summarize some popular design styles in this chapter <3 DESIGN : FAB
P and focus on structured hierarchical design. Before embarking on - () IDEAL
- an examination of design styles it will be instructional to identify .
a representative approach to design today and an ideal approach |
. that we might desire in the future. Fig. 6.1a illustrates a typical S SIMULATE
P design flow of a contemporary design system. Fig. 6.1b illustrates 3 & COMPARE
- an ideal approach to design. Note that the existing approach relies
on verification of the equivalence of successive hierarchies and
: domain descriptions, while the ideal approach completely synthesizes
b the design. LAYOUT
Lo
¥ 6.2 Design styles _: ——
L . ) E SIMULATE
_ 3 COMPARE
6.2.1 Introduction i
( 3 A good VLSI design system should provide for consistent descriptions
L in all three description domains and at all relevant levels of ab- FAB
straction. The means by which this is accomplished may be measured (2) CURRENT FIGURE 6.1.- Current and
v ideal design approaches
2.9

-

B
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in various terms that differ in importance based on the application.
These design parameters may be summarized in terms of

+ performance — speed, power, function
« size of die

. time to design — ease of use

« ease of test generation and testability.

Design is a continuous trade-off to achieve adequate results for all
of the above parameters. As such, the tools and methodologies usgd
for a particular chip will be a function of these parameters. Certain
end results have to be met (i.e., the chip must conform to performance
specifications}, but other constraints may be a function of economics
(i.e., size of die affecting vield) or even subjectivity {i.e., what one
designer finds easy, another might find incomprehensible).

Given that the process of designing a system on silicon is com-
plicated, the role of good VLSI design aids is to reduce this complexity
and assure the designer of a working product. A good method of
simplifying the approach to a design is by the use of constraints
and abstractions. By using constraints the tool designer has some
hope of automating procedures and taking a lot of the “leg-work”
out of a design. By using abstractions, the designer can collapse
details and arrive at a simpler concept with which to deal.

In this chapter we will examine design methadologies that allow
a variation in the freedom available in the design strategy. The
choice, assuming all styles are equally available, should be entirely
economic. According to function, suitable design methods are selected.
It may be found that due to inefficiencies in layout some styles will
not be capable of implementing the function. Following these steps,
the required die cost is estimated and the quickest means of achieving
that die should be chosen. We will focus on structured approaches
to design since they offer the best prospects of dealing with large
and diverse VLSI problems of the present and future.

6.2.2 Structured design strategies

A primary aim of the Mead and Conway text was to allow system
designers the option of implementing high performance systems
directly in silicon. From this point of view, it is imperative that the
complexity of designing an IC or complete system be reduced. After
all, if teams of expert industrial designers take man-years to finish
chip designs, why should one expect a team of nonexperts to perform
any better? Methods of dealing with complex design problems have
been developed for large software problems. By adapting (or rea-
dapting) these to the IC design environment, we can not only formulate

methods to deal with the apparent complexity of the IC design
process to a novice, but also propose metheds by which experts
can cope with the ever increasing complexity of designing circuits
with millions of devices.

In the following sections some of the techniques for reducing
the complexity of IC design will be summarized [Buch80}.

6.2.2.1 Hierarchy

The use of hiefarchy involves dividing a module into submodules
and then repeating this operation on the submodules until the com-
plexity of the submodules is at an appropriately comprehensible
level of detail: This parallels the software case where large programs
are split into smaller and smaller sections until simple subroutines.
with well defined functions and interfaces. can be written. As we
have seen, a design may be expressed in terms of three domains.
We can employ a “parallel hierarchy™ in each domain to document
the design. For instance, an adder may have a subroutine that models
the behavior, a gate connection diagram that specifies the structure,
and a piece of layout that specifies the physical nature of the adder.
Composing the; adder into other structures can proceed in parallel
for all three domains, with domain-to-domain comparisons ensuring
that the representations are consistent.

6.2.2.2 Modularity

Hierarchy involves dividing a system into a set of submodules. If
these modules are “well formed” the interaction with other modules
can be well characterized. The notion of “well formed” may differ
from situation to situation but a good starting point are those criteria
placed on a “well formed” software subroutine. First of all, a well
defined interface is required. This is an argument list with variable
types in the software case. In the IC case this corresponds to a well
defined physical interface that indicates the position, name, layer
type, size, and signal type of external interconnections. For instance,
connection points may indicate the power and ground, inputs and
outputs to a module. The function must also be defined in an un-
ambiguous manner. Modularity helps the designer to clarify and
document an approach to a problem, and also allows a design system
to be of more utility by checking attributes of a module as it is
constructed. The ability to divide a task into a set of well-defined
modules alsc aids in a team design where a number of designers
have a portion of a complete chip to design.

In structured programming, proponents advise the use of only
three basic constructs. These are concatenation, iteration, and con-
ditional selection. In the IC design world these constructs have

6.2 DESIGN STYLES
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parallels. For instance, concatenation is mirrored by cell abutme'nt.
where IC cells (in the physical domain) are connef;ted bv placing
them adjacent to each other and inter-cell connef:tlons are formed
on the comman boundary. Iteration is handled in the IQ case by
one- and two-dimensional arrays of identical cells, typified by a
memory. The use of conditional selection is typified ina Programma-
ble logic array (PLA), the function of which is detergnned b_y.t.he
location of transistors in an array. When combined with the ability
to parametize designs, these three programming notions can greatly
aid the designer in modularizing a design.

6.2.2.3 Regularity

The use of iteration to form arrays of 1
of the use of regularity in an IC design. However, e;tended use may
be made of regular structures to simplify the design process. For
instance, if one was constructing a “data-path.” the interface between
modules (power, ground, clocks, busses) might be common but t'he
internal details of modules may differ according to function. Regulanty
can exist at all levels of the design hierarchy. At the circuit level,

uniform transistors might be used rather than the manual optimization
identical gate structures

of each device. At the logic module level, .
might be employed. At higher levels, one might construct .archxtecmr‘es
er of identical processor structures. By using regularity

that use a numb ; 1 €
in the ways mentioned, 2 design may be judged correct by con-

struciion. Methods for formally proving the correctness of a design
may also be aided by regularity.

dentical cells is an example

6.2.2.4 Locality

By defining well-characterized interfaces for a module, we are ef-
fectively stating that the other internals of the module are unimportant
to any exterior interface. In this way we aré performing a form of
“information hiding” that reduces the apparent complexity of t?lat
module. In the software world this is paralleled by the re}iuctlo‘n
of global variables to a minimum (hopefully to zero). Using 'thls
model, for instance, we would not physically overlay connections
to a physical module, as this may modify the internal structure and
operation of a previously defined module. . . o
Modules can also be located to minimize the “globa} wiring
that may be necessary to connect a number of modules in an un-
structured system. A common theme in design systems today‘ ‘1s use
cwires first, then modules” — rather than the more common place

modules, then route them together.”

s

6.2.3 Handcrafted mask layout

Handcrafted mask layout is the term applied to less constrained
design techniques that involve, at some stage, the layout of functional
subsystems at the mask level. Of course, this is the oldest form of
chip design and still the most widely used by semiconductor vendors.
Essentially it requires that a design be divided among designers
with expertise in logic, circuit, and process details.

The method of completing such layouts has progressed from
cutting RUBILITH®, to drawing on MYLAR?® and digitizing, to in-
teractive graphics entry and onward. The argument is that by attending
to each transistor and optimizing layout and:circuit parameters, the
highest performance and smallest die size results. Of course, this
can be a daunting task for VLSI circuits consisting of hundreds of
thousands or millions of transistors. Note that as total freedom is
allowed at the physical level, the structural specification and hence
the behavioral description may differ from that required. This ham-
pered mask level layout before the advent of adequate circuit extraction
tools, which take as input a mask description and then, by various
recognition techniques, present the designer with the circuit de-
scription that corresponds to the interrelationship of the mask shapes
present. :

6.2.4

Gate arrays are currently enjoying widespread popularity as an LSI-
VLSI implementation medium. This arises through a combination
of readily available vendors, design tools, and a compatibility with
TTL design that makes it easy for the system designer to transfer a
design to silicon with the minimum amount of effort. Above all,
the cost of a gate array is potentially the lowest of the methods
described in this chapter for certain classes of integrated circuits.
The widespread availability of design tools is in some ways a result
of the strictly constrained physical layout. Although this does not
necessarily reduce the complexity of the tools required, it does give
a bounded problem. _
Gate arrays come in various flavors, but can be categorized by
a design that uses a large number of identical “sites,” each site
consisting of a number of circuit elements. In CMOS, these sites
consist of a number of n-transistors and p-transistors. Some typical
sites are shown in Fig. 6.2. The arrangement shown in Fig. 6.2a is
a typical six transistor site, composed of three n-transistors and
three p-transistors. The gate signals are connected in common and
the n- and p-transistors are connected as illustrated in the site sche-
matic. A sketch of the layout is shown in Fig. 6.2b. Another site

Gate array design
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structure is shown in Fig. 6.2¢ [Tana84]. This has four transistors.
One n-p pair has a common gate connection. while the other pair
has separate gate signals. This allows the easy implementation of
a transmission gate and inverter as might be used in latches. A third
structure is shown in Fig. 6.2d [TIF84]. This structure has six
transistors ratioed in a particular manner to allow the static latch
connection shown. This is one of two types of cell used on this
particular array, catering for memory structures. The logic cell is
similar to that shown in Fig. 6.2a. A final cell is shown in Fig. 6.2e.
Here a continuous array of transistors has been used with metal
completely programming the cell[Wern84]. This may be compared
with the CMOS cell array strategy discussed in Chapter 5. The
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predefined topology allows a vendor to stockpile wafers processed
to a given fabrication step {usually metallization) and then “per-
sonalize” a set of wafers to implement a given design. This per-
sonalization may be completed in a number of ways. For instance,
possible methods are:

+ single layer metal
« single layer metal and contacts
+ double laver metal and contacts and vias.

or in numerous other ways. Thus for any given design the mask
cost is a fraction of the normal cost {1/8 to 1/4). This also saves
time in reducing a design to practice — & strong selling point in a
competitive environment. The tradeoff in a gate array is wasted chip
area; all the transistors for a given array have to be in place whether
they are used or not. Other factors that lead to suboptimum area
usage arise from the fixed placement and the fixed circuit config-
urations that may be realized. For instance, if RAM or ROM is to
be included, the vendor has to estimate a good ratio of memory to
logic. ' :

A typical gate array floor plan is shown in Fig. 6.3a. Arrays of
sites are separated by routing channels. Usually strict directional
control is maintained over routing (i.e. metal mostly horizontal,
polysilicon vertical, or vice versa). Mask-programmable 1/0 cells
surround the inner core.

A six transistor CMOS site is shown in circuit schematic form
in Fig. 6.3b. With this structure we may build a variety of 3-, 2-,
or 1-input gates. In the example, the site is programmed by metal
internal to the cell (i.e., between the power rails). Connection to
the cell would be via vertical metal and horizontal polysilicon runners.
Typical design decisions in a gate array would include transistor
sizing (see Chapter 4), selection of the width of the routing channel,
and placement and nature of discretionary wiring.

A typical flowchart used in the IGC-20000D [GEIn83] gate array
product is shown in Fig. 6.4. The customer is responsible for creating
a logic schematic and a set of test vectors, which are used initially
to verify the customer’s logic. This logic schematic is then converted
to CMOS gate-array macros of the type shown in Fig. 6.3b. After
simulation, the CMOS cells are placed on the appropriate array and
automatically routed. Any necessary revisions are communicated
to the customer and this procedure is repeated until an acceptable
CMOS implementation is found. Final placement and routing precedes
a final simulation with all parasitics. The array is then manufactured
and tested with a customer-generated test vector set.
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6.2.5 Standard cell design

Standard cell systgms rely on a set of predefined logic/circuit cells
to completg a design. The attraction to the TTL designer is also
present as in gate-array design, as the cells can be organized to

FIGURE 6.3. Typical gate
array floor plan
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follow a TTL data book. Complexity of cells can vary from SSl-type

component, such as gates and latches, to MSI/ LSI-type ccf)mp:)atll&r;trs(i
such as RAMs, ROMs, and PLAs. Compljehenswe systems for ; v
cell design have long been available in large companies f
and, recently, commercial offerings have appeared.

A full mask set is required for normal standard cell chips, although

i might design 2
ion tradeoffs may be made. For instance, one gn
g}elﬁ)glt‘hat can be used for a number of applications by personalizing
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a control PLA or ROM that is part of a larger custom chip. In
comparison to gate array design, standard cell design systems use
cells with predefined layout and logic. which can be placed anywhere
in the area defining the chip.

A typical floor plan for a chip designed with standard cells is
shown in Fig. 6.5. MSI type cells are placed in rows separated by
routing channels. These rows are then arranged in columns. In
addition, large LS! functional blocks {e.g., a RAM) may be located
to optimally connect with the random logic. MSI cells are often of
fixed height, with variable length catering for circuits of differing
complexity. This is shown in Fig. 6.6a. This layout strategy is rep-
resentative of mature standard cell systems. Recently, systems have
been proposed and implemented that hierarchically group primitive
cells together to form larger blocks and then combine these on up
to the complete chip description.

A skeleton cell layout is shown in Fig. 6.6b, with power rails
running horizontally in first layer metal and I/O connections runniag
vertically in polysilicon or second layer metal. The I/O access to
cells may vary, with a variety of methods shown in Fig. 6.6c.

6.2.6 Symbolic layout methods

In an earlier section we discussed various methods to reduce the
complexity of the IC design task. These included the use of hierarchy,
regularity, modularity, and locality. There is current interest in design
methods that simplify the lower level details of IC design by hiding
process design rules and capturing structural and physical domain
information in a loose format. These “symbolic layout” approaches
yield a kind of “assembly” language representation format in the
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FIGURE 6.5. Typical stan-
dard cell floor plan
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software sense. They allow simplified design a't a very.low levlfl[?f
the design hierarchy. In the next chapte}' we will examine sylmthotxc
layout systems with the notion that th}s is the lowest leve o zta a
system designer might become involved in in .layout._ The case history
section provides good examples to substantiate this point.

6.3 Automated synthesis

dered that map behavioral

approaches have been consi '
e ione 1o ogic and then,

descriptions to intermediate forms such as boolean 1

by conventional techniques, to layout | o
gate array, symbolic}. The following is a list compile
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3 Local design space synthesizers
4 Logic array svnthesizers

5 Silicon compilers

6 Human creativity based svstems.

The main problem with most of these approaches is that boolean
logic is the accepted lower level description of most systems. This
necessarily limits the types of CMOS circuits that may be realized.
For the rest of this section we will concentrate on two related
methods that allow effective high level design in CMQOS.

6.3.1 Procedural module definition

Once a particular design stvle or architecture has been defined. a
procedural modeling approach is advantageous to encapsulate the
many design variations that a designer might require. This involves
writing “‘generators” in a high level language that specify a lower
level format — either svmbolic or mask level. The advantage of
specifying layouts at the symbolic level is the maintenance of the
library over technology scaling and variations.

One of the features that is frequently absent from interactive-
graphics-based design systems is the ability to parametize designs
to allow repetition, conditionalization, or other forms of procedural
definition. This kind of flexibility is frequently needed when com-
posing designs using modules that may need slightly different func-
tionality, depending on the context in which the particular design
s used. For instance, quite often the first and last cell in an array
of cells have to assume some additional functionality. The first bit
of an adder might have the carry grounded. This requirement leads
one to consider higher level languages to implement procedurally
generated structures. A good example of this approach may be found
in the DPL/Daedalus system [BMSS81]. This system allows the
construction of objects called TYPEs, using a LISP based language
called DPL. TYPEs call other TYPEs to build more complicated
objects. When a TYPE is cailed with a set of parameters, it creates
a PROTOTYPE. VIRTUAL COPYs are created for each parameter
invocation of a TYPE. Combined with an interactive graphics editor
(Daedalus), this system provided a powerful mask design capability.
The graphics editor maintained knowledge about cell stretch points
and objects that could be conditionally inserted. Using this approach,
both interactively designed cells and generators for structures such
as PLAs and data-paths were successfully built{Shro82].

If generators are built up hierarchically, then extremely powerful
subsystems may be built, as illustrated by the PLEX project [BuMC83].
Here, low level functions such as multiplexers and decoders are
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specified in a “C” like language. Other components are then built
up from these lower level functions with connections made by
abutment, river routing, or channel routing.

6.3.2 Silicon compilers

A silicon compiler is ideally an automatic translation tool that converts
a behavioral description to a mask level description. An early example
of an attempt at this objective was «Bristle Blocks” [Joha78}, which
compiled a fixed floor plan layout of a fixed architecture micro-
processor. This was a system that saw numerous offshoots, some
of which are summarized in this section. Mast “silicon compilers”
today are still characterized by a notion of a fixed floor plan in
which a designer has a limited amount of freedom to explore the
design space. In addition, they may be broadly categorized as “'spe-
cialist”” standard-cell systems, which take account of a particular
architecture and floor-plan style to automate the design process. No
silicon compilers existing at this point in time have demonstrated
any ability to deal with the complexity contained in contemporary
full custom ICs. One valid use of current experimental silicon com-
pilers today is to explore space/time tradeoffs of a particular designi
Once this step is completed, an optimized design might be attempted
using more conventional techniques. Hopefully, in the future, silicon
compilers that “synthesize” floor plans and circuits in the same
manner as a human designer will emerge.

6321 The FIRST silicon compiler

An interesting example of a contemporary silicon compiler is FIRST,
which was designed at the University of Edinburgh [DeRB82]. This
was developed to build signal processing circuits for telecommun-
ications environments. In the original implementation the technology
was nMOS, and a bit-serial arithmetic approach was adopted.

A typical floor plan is shown in Fig. 6.7. Two ranks of circuitry
surround a central “umbilical” routing channel. The circuit elements
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are composed of single bit and multiple bit delay elements, word
d.elz?ys, serial adders, subtractors, magnitude com;;arators, an;i mul-
tlph_ers. Fig. 6.8 shows a typical tessellated cell with clock, power
routing, and I/O circuitry for a possible CMOS implementation of
a delay line. As bit-serial circuitry is used throughout, the inter-
cell routing is minimum. Clock buffers are used in each module to
guarantee a clock frequency of 8 MHz into a specified loading and
worst-case routing capacitance.

Design is initiated by writing a structural description for the
subsy.ste'm desired. Note that behavior is not specified. The structural
description is really a means of defining the interconnections between
ha.nd-optimized standard cells. An important difference between
thls system and other standard cell systems is the ability to customize
a circuit module in terms of a set of parameters such as the length
of a bit-level delay line. A typical description for an adaptive trans-
versal filter is shown in Fig. 6.9. Each circuit module has a functional
model tl.xat has been verified by extensive simulation. Thus simulation
of tl:xe circuit may proceed at the functional level, which allows the
designer to explore the design space in a more effective manner.
Following successful simulation, the layout is generated completely
a}xtomatically. The designer does not have to be aware of any MOS
circuit or layout design, providing all modules that are needed are
available. Assuming that the potential problem can be couched in
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FIRST COMPILER - Copyright Denyer, Renshaw, Bergmann - 1982

{ IRCE FILE: LMSFIRI

?Rﬁapt1ve (LMS) Transversal (FIR) Filter
1f{1ter stage of multiplexed filter sections

{STANT round=1

i_fTROL INPUT ¢0,ct,init

JTROL INPUT c1t0,citl,c1t2,c1t3,c1t5,c1t6,c2t0
INPUT Xin,TMEIN,WMSBin,WLSBin

OUTPUT Xout,YMSBout,YISBout,YLSBout

- OPERATOR FIR[wordiength, idles,stages]

L END

SIGNAL sl,52,53,56,55,ss,s7,ss,59,s10,s11,312,513,514,315
$16,519,520,521,522,581,552,553,554,355,536

Muitiplex(1,0,0] (c2t0) s3,Xin -> st

Multiplex(1,8,0] (INIT) s15,WwMSBin -> s7

Multiplex(1,0,0] (INIT) s16,WLSBin -> 58

Multiplex[1,0,0] (c1t2) s6,s5 -> s6

Multiplex(1,0,0] (c1t6) YMSBout,YISBout -> YMSBout
Multiply[round,wordlengthoz.o,o] (c1t0->nc) s2,TMEIn -> s5,nc
Multip)y(round,word]ength-?,0.0] (c1t5->nc) s22,s15 -> YLSBout,YISBout
Add{1,0,0,0) (cit3) s6,s11,9nd -> si15,nc

Add[1,0,0,0] (c1t3) s5,s12,9nd -> s16,nc

constant pt=(idles+1)s(wordlength)

Bitdelay( 18] st -> ssi

Bitdelay[ 18] ss1 -> ss2

Bitdelay[ 18] ss2 -> ss3

Bitdelay[18] ss3 -> ssé

Bitdelay[18] ss4 -> ss§

constant p2= p1-90, p3 = p2/2, pé = p2-p3

Bitdelay[p3] ss5 -> ss6

Bitdelay[p4] ss6 -> Xout
worddelay[1d1es+stages-1,word]ength-Z,O] (citt) s7 -> s19
wordde1ay[1d1es¢stages-1,wordlength,ﬁ] (c1t1) s8 -> s10
constant half = stages/2, rest = (stages-1)-half
Worddelay[ half,wordlength-2,0] {(c1t0) Xout -> sé&
Vorddelay[rest,wordlength-Z.O] (c1t0) s4 -> s2
Bitdelay[wordiength] st -> s19

Bitdelay[wordlength] s19 -> s20

Bitdelay{wordlength-1] s2 -> s3

Bitdelay[wordlength-4] s9->s11

Bitdelay[wordlength-4] s10 -> si2

Bitdelay[wordlength/2 +1] s21 -> s22

_!_ALLOCATE VALUES TO PARAMETERS : wordlength, idles, stages

gj‘;R[14,1o,47]

[
ENDOFPROGRAM

GURE 6.9. Typical FIRST listing (Courtesy of N. Bergmann, P. Denyer, and D. Renshaw, Univer-
|ty of Edinburgh)
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bit-serial terms, the density of this approach is relatively good.
Hoxvever, the algorithms that may be implemented are characterized
as ‘“‘stateless,” following a data-flow model of computation.

6.3.2.2

Another example of a fixed floor plan silicon compiler, developed
tq deal with concurrent parallel data path architectures, is the MacPitts
Silicon Compiler {SiSC82]. The generic floor plan is shown in Fig.
§.10. It consists of a data-path with input and output ports which
is orchestrated by a control section which also has control inputs
and outputs. .

Design proceeds by writing a LISP-like behavioral specification
of the intended function. This may be interpreted functionally to
verify performance at a high level. A scanner is employed to find

The MacPitts silicon compiler

" the parallelism and data operators needed in the data-path to be

.designed. These are then generated from small “organelles,” as shown
in Fig. 6.11. An organelle is one bit of an m-bit slice that performs
a particular function. For instance, the organelle might invert the
value of a particular bus signal. Control is generated by examining
the functional description and is implemented as a Weinberger Array
[Wein67]. This compiler was used to generate experimental designs
but the Weinberger Arrays generated for moderate examples aré
large and slow. For CMOS, the control might well be implemented
as PLAs or random standard cell logic.

Fig. 6.12a shows a sample MacPitts data-path organelle that
computes the absolute value on a bit slice basis. It uses a “polycell”
or standard cell type of cell construct. With basic modules such as
adders, inverters, comparators, and transmission gates, a wide range

FIGURE 6.10. Generic
MacPitts floor plan
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6.4 THE CUSTOM DESIGN TOOL BOX

of functions mav be implemented. Economies can be made when
custom modules for frequently used operations (e.g., the absolute
value module) are designed (Fig. 6.12b). This seems to be a principal
weakness not provided by the original implementation of MacPitts.
The power of a system like MacPitts is to allow a novice designer
to explore space/time tradeoffs as they impact a design. As systems
similar to MacPitts mature, thev will become capable of designing
very large sections of VLSI chips with minimal low level input from
the designer. ;

6.4 The custom design tool box

6.4.1 Introduction

Regardless of the design stvie chosen. there are a number of standard
tools needed to ensure first-time successful silicon. Absence of a
particular tool will not necessarily mean failure but will surely
contribute to it. Conversely. ail the tools in the world will not cover
incompetence. This section will summarize a number of the typical
tools required. These are relatively independent of CMOS technology.
We will stress tools and algorithms that operate down to the transistor
level and ignore tools that only deal at the logic level.

6.4.2 Circuit level simulation

Circuit analysis programs are typified by the SPICE program developed
at the University of California at Berkeley [Nage75]. The basis for
this type of program is the solution of the matrix equations relating
the circuit voltages, currents, and resistances (or conductances).
This type of simulator is characterized by high accuracy but long
simulation times. Simulation time is typically proportional to r™,
where n is the number of nonlinear devices in the circuit, and m
is the range from 1 to 2. This type of program is used to verify in
detail small circuits or to verify the simulation results of more
efficient but less accurate simulators, such as timing simulators. It
is unrealistic to use this type of program for the verification of large
VLSI chips.

6.4.3 Timing simulation

It is possible to simplify the general circuit analysis approach used
above to allow simple nonmatrix calculations to be employed to
solve for circuit behavior. This usually involves making some ap-
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proximations about the circuit. Typical of a simulator using this
approach is the MOTIS simulator [ChGK75]. The accuracy of such
simulators is less than SPICE-type simulators, but the execution
time is almost two orders of magnitude less. The simulators can
not be used for all circuit configurations. In particular, circuits in
which there are many internode capacitances, such as bootstrap
circuits, are not handled- easily. For most current CMOS circuits,
these simulators do work well. A simple example of such a simulator
is given in Chapter 7.

6.4.4 Logic level simuiation

Many simulators have evolved to deal with simulation at the logic
level. They use primitive models such as NOT, AND, OR. NAND,
and NOR gates. Timing parameters may be assigned to the logic
models based on prior circuit simulation and known circuit parasitics.
As all logic circuits are rarely active simultaneously, logic events
may be scheduled on a queue. This means that the state of the
network is evaluated on an event driven basis, rather than on a
timing substep basis, as are the two previous simulators.

Logic simulators are adequate for well-characterized CMOS cir-
cuits that have regular logic counterparts. They are relatively fast
and are thus suitable for large circuits. This has been also aided by
hardware engines that compute the simulation algorithm. However,
the link between the logic models used and the physical structure
is normaily weak. Characterization ‘often requires massive simulation
of gates using a circuit analysis program combined with designer
input. Some logic simulators developed for other forms of logic
have problems with the bidirectional nature of transmission gates.
These weaknesses have given rise to the next form of simulator,
which uses many of the same principles but uses transistors as the

lowest level logic primitive.

6.4.5 Switch level simulation

A good method of ensuring correspondence between physical lavout
and simulation is to use transistors as primitives in the simulator.
MOSSIM is a simulator that does just this [Brya81]. The simulator
is a three-state simulator using (1,0,X) states. For each set-of input
vectors the circuit is assigned a steady-state level. The network of
nodes interconnecting transistors has a particular state. When the
inputs are perturbed, the new states are evaluated by usinga relaxation
technique on the nodes in the circuit. Not all circuits may be simulated
with this kind of simulator (for example, the transmission gate XOR
discussed in Chapter 8). Recently, switch level simulators with timing

modes have been implemented.

2

6.4 THE CUSTOM DESIGN TOOL BOX

6.4.6 Timing verifiers

A timing verifier takes a different approach to circuit verification.
Here, the delays through all paths in a circuit are evaluated and
the user is provided with information about these delays. An example
of this type of analyzer is the TV program [joup83). An MOS verifier
works best at the transistor level. The circuit to be analyzed is first
statically examined to determine the direction of signal flow in all
transistors. This is necessary to evaluate only those delays that will
be critical in actual circuit operation. Each transistor is examined
and the direction of signal flow is calculated using nine rules. These
rules may be determined from:

+ circuit design methodology rules
+ electrical rules
« user supplied rules.

The TV program calculates an RC delay for each node. These
are then evaluated in a breadth-first manner. Delay paths are qualified
by appropriate. clocks.

A timing analyzer implemented at the transistor level can provide
a designer with rapid feedback about critical paths. Combined with
a switch-level simulator for rapid global functional simulation, a
timing simulator for detailed module verification, and a circuit analysis
program for critical path evaluation, the timing analyzer completes
a set of powerful verification tools. ‘

6.4.7 Schematic editors

The initial task in designing an IC often is to capture the circuit
connectivity prior to completing a physical layout. This can be
completed textually, but many designers prefer a schematic de-
scription. Recently, many commercial schematic capture systems
hgve become available. These systems frequently have libraries of
components based on TTL components or gate array or standard
cell primitives. Frequently, in addition to graphical editing, as part
of a complete computer aided engineering {(CAE) workstation, they
allow simulation of circuits with direct feedback from the schematic
(i.e., probing and setting signals).

Some parts of particular IC designs are ill-specified using graphics.
A typical example is a PLA. State equations or high level language
algorithm form a better specification.

6.4.8 Net list comparison

If a schematic or circuit description is entered to define an IC, at
some stage a physical layout is generated. This may be completed
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automatically. as in the case of a gate array or place and route
standard cell system. Alternatively, the physical layout may have
a manual component. Ideally, the signal names between parallel

‘representations would be the same, allowing easy comparison between

desired and actual circuit. In reality, signal names are often omitted

from internal nodes in a circuit and only applied to 1/0 ports. Thus

there is the problem of comparing two graphs that are labeled in a
limited manner. Programs that verify the equality or lack thereof of
two graphs are thus needed.

Typical of a program that performs this function is a program
called WOMBAT [SpNe83]. Signatures are calculated for each tran-

sistor in the test and reference circuit. Signatures include:

« fan-in

« fan-out

« transistor type

« bound nets connected to transistor.

Test and reference circuits are then repeatedly checked to correlate
transistors. Another example of a net-list comparator may be found

in {EbZa83].

6.4.9 Layout editors .

Current commercial layout editors fall into two main categories.
These are broadly classifizd as CAD and CAE approaches. The CAD
approach is typified by systems that use layout editors to manipulate
multilevel polygons with operations such as window. move. copy,
and stretch. These are, in effect, clever drafting tools. The second
approach typically limits mask manipulation to manhattan shapes
and 45° figures, but concentrates more on overall svstem design,
allowing the design to be integrated with other design tools such
as simulators.

Recent research contributions include layout editors that monitor
design rules as the designer works {[Rubi83] and editors that monitor
connectivity. In the next chapter we will examine a system that has
no design rules at all. Another good application of layout editors
is in the area of graphical floor-planning, where high level placement
of modules is completed and wiring and communication strategies
are formulated before detailed layout commences.

6.4.10 Design rule checkers

If mask design is completed manually, it is necessary to verify that
the layout conforms to the geometric design rules. This is achieved

with a design rule checker. Many variations exist, but typiéél ap-
proaches are found in [S2\VV83][BaTe80}[Bair77].

Hierarchical design rule checkers are necessary for large circuits
[Whit80]. These design rule checkers use the hierarchical nature of
ahdeskigg to reduce the number of cells that have to be individually
checked.

6.4.11

Allied to design rule checkers are circuit extractors that examine
the interrelationship of mask lavers to infer the existence of transistors
and other components. Various approaches have been implemented
to approach this problem [HoLa83][BaTe80]. Commonly, parasitic
capacitances and resistances are reported in addition to transistor
connectivity. Algorithms commonly use geometric shape intersections
to recognize active devices. The need for such tools by the system
designer will decrease as higher level design techniques provide
“correct-by-construction” modules. High volume designs specified
at the mask level will continue to require this type of tool.

Circuit extractors

6.5 Testing

6.5.1 Introduction

A critical factor in all LSI and VLSI design is the need to incorporate
methods of testing circuits. This task should proceed concurrently
with any architectural considerations and not be left until fabricated
parts are available.

Fig. 6.13a shows a combinational circuit with n-inputs. To test
this circuit exhaustively a sequence of 2" inputs (or test vectors)
must be applied and observed to fully exercise the circuit. This
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FIGURE 6.13. Combina-

tional and sequential
testing

259 %’;

: f:‘z




poastll. et

.0 CHAPTER 6 STRUCTURED DESIGN AND TESTING

combinational circuit is converted to a sequential circuit with addition
of m-storage latches, as shown in Fig. 6.13b. The state of the circuit
is determined by the inputs and the previous state. A minimum of
o™ test vectors must be applied to exhaustively test the circuit.

To quote Williams [will83],

with LSI, this may be a network with N = 25 and M = 50, or
275 patterns, which is approximately 3.8 X 10%. Assuming one
had the patterns and applied them at an application rate of 1 ps
per pattern, the best time would be over a billion vears (10°).

Clearly this is an important area of design that has to be well under-
stood. In the remainder of this section, a summary of design techniques
to cope with testing will be given. Three main areas are of importance:

1 Test generation
2 Test verification
3 Design for test.

Test generation relates 10 the problems of the generation of a
pumber (minimum) of tests to verify the behavior of a circuit and
the “goodness’”’ of a given percentage of internal nodes. The problem
of test verification is concerned with finding measures of the effec-
tiveness of a given set of tests. This is commonly gauged by performing
“fault simulations.” Design for test is the task of designing circuits
from the outset, so that the previous two endeavors are limited in
magnitude. In relation to test generation, test inputs to verify func-
tionality are generally supplied by the designer. These could be, for
instance, a variety of programs that run on a microprocessor, if the
MiCroprocessor was the device under test. The other form of test
inputs are those applied by the manufacturer to verify a certain
percentage of good internal circuit nodes prior to shipping parts.

6.5.2 Fault models

In this section we will examine some of the models used to model
faults and their relevance to CMOS.

A commonly used fault model is called the “Stuck-At” model.
With this model, a faulty gate input is modeled as a Stuck-At-0
(S-A-0) or 2 Stuck-At-1 (S-A-1) value. When a certain number of
vectors are applied to a network, the percentage fault coverage is
often quoted. This relates to the number of S-A-0 or S-A-1 faults
that could be detected by the input sequence as a percentage of the
total number of single faults that might occur.

Not all failures that occur can be modeled by the S-A-0 and
S-A-1 models. Many faults are caused by short- or open-circuited

/1

networks. Considering the faults shown in Fig. 6.14, it can be seen
that short S1 is modeled by a S-A-0 fault at input A, while short
S2 modifies the function of the gate. What becomes evident is that
to ensure good modeling, faults should be modeled at the transistor
!evel, as it is only at this level that the complete circuit structure
is known. For instance, in the case of a simple NAND gate, the
intermediate node in the series n-pair is “hidden” by the sccl,'lem’atic
What this implies is that test generation must be done in such a'
way as to take account of possible shorts and open circuits at the
switch level [GaCV80]. Although the switch level may be the most
appropriate level, many existing systems rely on boolean logic rep-
resentations of circuits. Thus models that incorporate such logic
must also be considered.

A particular problem that arises with CMOS is that it is possible
for a fault to convert a combinational circuit into a sequentiai circuit
This is illustrated for the case of a 2-input NOR gate in which oné
of the transistors is rendered ineffective (stuck open or stuck closed).
This might be due to a missing source, drain, or gate connection.
If one of the n-transistors (A connected to gate) is stuck open, then
the function displayed by the gate will be ’

F=A+B+A-B-F,

whe1:e F, is the previous state of the gate. Similarly if the B n-
transistor is missing, the function is

F=A+B+A-B-F.

6.5 TESTING

FIGURE 6.14. Fauits in
CMOS
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1 Ad hoc testing
2 Structured design for testability
G4 G 3 Self-test and built-in testing.
1 6.5.4 Ad hoc testing ™
8 OUTPUT _j
o The techniques grouped under the ad hoc category are basically '
8 ; techniques to reduce the combinational explosion of testing. Common
L_‘ techniques involve partitioning large sequential circuits and adding
¢ —— &1 test points. Long counters are good examples of circuits that can j
a2 be partitioned into smaller counters that may be exercised with o
fewer test vectors. Another technique classified in this category is
the use of the bus in a bus-oriented system for test purposes.
Included in this category are the strategies used to test bit-sliced =
: ~ systems [SrHa81]. The theory relating to testing of bit-sliced systems
FIGURE 6.15. Logic fault model for CMOS  © IEEE 1983 ([JaAg83) concerns a class of components known as iterative logic arrays
. (ILAs). An ILA is classed as C-testable if it can be tested with a
If either p-transistor is missing, the node would be arbitrarily charged constant number of input patterns independent of array size [Frie73}. 7
until one of the n-transistors discharged the node: Thereafter it An ILA is I-testable if the test responses from every cell in the ILA :
would remain at zero, bar charge leakage effects. This problefn has can be made identical. This allows the ILA to be tested with a
caused researchers to search for new methods of test generation to minimum number of tests by using an equality circuit [SrHa81].
detect such behavior [EICI81]. . ; Furthermore, ILAs may possess both characteristics, rendering them =
TABLE 6.1. A model for CMOS circuits that allows test get}er'c:ngli) us;?g Cl-testable. An example of an ILA modified to allow I-testability is !
methods such as the D-algorithm [R°B$57] 18 rgpresen ed by *1g. shown in Fig. 6.16. It consists of a cascaded 1-bit counter cell to
5, So Y §.15. Fig. 6.15a shows the CMOS gate in gircuit form, while Fig. - which two gates have been added to allow the counter to be tested.
1 1 X 6.15b shows the model used for test gegeranon {JaAg83]. The n- -
1 [ ! tree and p-tree are represented by the logic blocks sboyvn. They are ¥ o H
0 1 0 connected to a “B-block”, which has the characteristics shown.m - .
Y 1 0 Table 6.1. The m-state in this table indicates that the block retains
0 9 o the previous state. The X-state may be bi.ased tow{vards agorl, —] 2:1 MUX =
© IEEE 1983 ([JaAgs3l} depending on the gate and technology (ratl'oed logic). co i
Concsidering the logic model shown in Fig. 6.'15b. open and‘short
TABLE 6.2 faults at the circuit level may be mapped to equivalent faTuIttj H; tzhe
logic representation. Some of these are summarized in Table 6.2. 3 N ‘ —
EQUIVALENT FAULTS M
ault in Fault in : ili : :
oS Cisouit  Logic Circuit 6.5.3 Design for test.abllty . _J e | —l
A S-A-0/1 The key to designing circuits th_at‘ are _testable are two ccl);labil? E ——i FF Q FF a —
A S_A'O/: B S-A-0/1 called controllability and observability. Simply stated, controllability .
gg‘.ﬁ.g% C S-A-0/1 is the ability to set and reset every nqde mte‘mail to lhf ;}I‘C;llt- ’—_) i
Z S-A-0/1 Z S-A-0/1 Observability is the ability to obserye el'ther dlrec.y or in mi y 4 M
P1 short G3, A S-A-0  the state of any node in the circuit. Given the Cll"CUIt struc ur?, »
P1 open G3,A S-A-1  programs such as SCOAP [Gold79}(GoTh80] are available that cal- 1.BIT COUNTER
N1 short G1, A S-A-1  ylate the ability to control and observe internal circuit nodes. ® o o
N2 open G, ASAD There are three main approaches to what is commonly called

FIGURE 6.16. Bit-slice testing ¢ IEEE 1981 ([SrHa81])

© IEEE 1983 (JaAg83l) “design for testability.” These may be categorized as:
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A collection of approaches have evolved for testing that involves a

structured approach to testability. The approaches
basic tenets of controllability and observability outl
this section. A popular approach is called
Design or the L.SSD approach, introduced by
illustrated in Fig. 6.
termed *‘shift register latches™
operation, the registers act as the regular storage
circuit. In the test:
in series. In this mode, data may be shifted into or
caded registers. With this capability, testing is reduc
a known sequence [controllability), exercising the
circuitry and storing the results, and shifting
of the register (observability). Automatic test gener:
are available for combinational circuits,
this testing approach. The primary objection to this
is the complexity that is created by the increas
the latch, the increased external pin count, and
need to chain widely separa
to include this testability approach would invo
possibly some speed
latch based on the static-D latch discusse
in Fig. 6.18a. D is the regular input to the latc
the Q of the preceding latch in the ¢

tiplexer has been added to the circuit. It may be possib

this as shown in Fig. 6.18b, as the shift path can be
Further versions aré shown in Fig. 6.18C and 6.18

stem from the
ined earlier in

Level Sensitive Scan
[BM [EiWi78). This is
17. The latches in the circuit are all what are
or SRLs. In the normal mode of

latches in the

mode, all of the latches in the circuit are connected

out of the cas-
ed to inputting
combinational

the stored values out

ation programs

thus further sim lifying

testing method

ed circuit count in
to some extent the
ted latches together Thus, the decision
lve trading area and
to achieve this level of testability. A static
d in Section 5.4 is shown
h, while I feeds from
hain. Note that a 2-input mul-

le to implement
relatively slow.
d. Note that alt
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ns add devices to the basic latch. For instance. in Fig.

implementatio
ed from 10 to 14 devices.

6.18¢c the number of transistors is increas

6.5.6 Self-test and built-in test

One method of incorporating a built-in test module is to use signature
analysis or cyclic redundancy checking. This involves the use of a
linear feedback shift register shown in Fig. 6.19. After initialization.
the value in the register will be a function of the value and number
of latch inputs and the counting function of the signature analyzer.
A good part will have a particular number or signature in the register.
A bad part will have a different number in the register. Signature
analysis can be merged with the LSSD technique to createa structure
known as BILBO — for Built-In Logic Block Observation {KoMZ79].
This is outlined in Fig. 6.20.

A 3-bit register is shown with the associated circuitry. In mode
A(C, =C, =1} the registers act as conventional parallel registers.
Inmode B (Co = G = 0). the registers act as scan registers. In mode
CiC =1 C = 0), the registers act as a signature analyzer or
pseudo-random sequence generator (PRSG). The registers are reset
#C, =0andC, = 1. Thus a complete test generation and observation

rom»-4z00
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LOGIC DIAGRAM FOR A 3-BIT BitBO

FIGURE 6.20. BILBO circuitry
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arrangement can be implemented as shown in Fig. 6.21. In this case

' logic to effect the test structure.

two sets of registers have been added in addition to some random

Another approach to built-in test is called Desi

. esign for Autonomous
Test [McCBB?]. In this approach, modules are partitioned into small
mod.u.les{ wh}ch are then tested exhaustively. The main method for
partitioning involves the use of multiplexers. Fig. 6.22a shows a
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FIGURE 6.22. Multiplexer
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typical circuit with multiplexers included. Fig. 6.22b shows the
circuit configured for normal use, while Fig. 6.22¢ shows the circuit
configured to test module A. No fault models or test generation
techniques are required for this technique. A complete module would
include a pattern generator in the form of a linear feedback shift
register, a signature analyzer, and test control circuitry. Exhaustive
testing is not suitable in situations where stuck-open faults exist.
For this reason the circuit shown in Fig. 6.23 was proposed [McCB81].
This provides charge and discharge control over the output of the
logic gate. After each test, the charge-discharge circuit (C/D) is ex-
ercised by asserting TEST and strobing C/D high then low. Outputs
that are not stuck open return to the correct value, while stuck open
lines will remain charged or discharged.

Another test method requiring exhaustive testing is called Syn-
drome Testing [Savi80] [Savi81]. Here, all possible inputs are applied
to the circuit and the number of 1's at the output are counted. The
resultant value is compared to that of a known good machine. Extra
circuitry includes a pattern generator, a counter, and a comparison
circuit.

Further techniques involve double or triple redundancy with
voting circuitry. On chip “stimuli” ROM are also sometimes used
to generate tests.

6.5.7 Layout for improved testability

We have covered the methods of incorporating test structures into
circuits. As faults occur in a physical medium over which we have
control, some precautions taken at the layout level can improve the
likelihood of undesirable shorts and opens. Galiay (GaCV80] advances
some rules for improving testability based on observations of failure
modes in nMOS circuits that were built. Shorts and opens in the
metal layer and shorts in the diffusion layer dominated the faults.
It is quite probable that a completely different set of rules would
be needed for each different CMOS technelogy. This seems a fruitful
area for further research.

6.5.8 Summary — testing

In this section we have concentrated on design alternatives to make
testing easier. Each approach covered adds certain design constraints
such as area and speed. If possible, the base design should be thought
of with testing in mind. For instance, a data-path approach to a
problem might be easier to test than a random logic version, while
not being substantially different in area.

i

—__I..Li* , .

6.6 Summary

In this chapter a number of approaches to designing CMOS circuits
have been summarized. Some of the tools required to effect these
methf)ds were then covered. Finally, some design approaches that
take into account the need to test circuits were surveyed.

6.7 Exerci:'s,es

6.1 A family of gate arrays requires an arbitrary amount of logic
and small RAMs with up to sixteen 8-bit words located anywhere
on the die. Design a gate array cell that would accommodate
these requirements. Assume a two level metal CMOS process.

Complete layouts for an 8-input multiplexer, a 1*8 RAM, and
a 1 of 16 decoder. ‘

6.2 Proposg testing methods for the bit-serial silicon compiler covered
in Section 6.3.2. Repeat this exercise for the data-path compiler.

6.3 Figure 6.18 shows some LSSD latches. Design an LSSD latch
for use with an N-P pipelined logic circuit. Propose a testing
strategy for circuitry composed of N-P logic.

6.7 EXERCISES
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7.1 Introduction

FIXED GRID CHARACTER MAP

o We have examined a number of strategies to design ICs. Gate array 5 elelerlep
methods are best suited to quick, turnaround random logic functions,
‘ especially for small numbers of parts. Speed and density are sacrificed.
& Standard cell systems improve on the utilization of silicon and range
- , of functions available to the designer, but still incur some area, 8 AlAl MY
: power, and speed penalties. Usually both design methods encourage 2 A
| the designer to think in terms of low level TTL SSI functions or :
E5 such well-known structures as RAMs, ROMs, and PLAs. In fact, 3 A LEGEND
~ ) this last point is the main reason that such systems are gaining P =
popularity in the general electronics industry. Full custom layout :
at the mask level has been traditionally error prone, time consuming,
and the domain of experts well-trained in the art. The adoption of
simple geometric design rules and global system design rules, such
as employing strict 2-phase clocking, has led to the methodologies
that allow system designers to design chips at the mask level [MeCo80}. 2 f
This allows system designers to use the full circuit potential that N = :@] n-TRANSISTOR
silicon provides. An improved methodology that is gaining acceptance = - 77 %
is to design low level cellsina symbolic manner at the circuit level
of abstraction, thus alleviating the designer from the burdensome
task of dealing with geometric design rules.. These cells are then w2k
combined by using a variety of well-defined composition techniques,
which extend the capability of such systems to the chip level. A s
good mixed methodology might combine standard cell blocks (defined
symbolically) that are automatically designed, a method of con-
structing regular repeated cells in the symbolic domain, and control
structures such as programmable logic arrays. As tools improve, the
symbolic level of description provides a good “assembly language”
that may be targeted by silicon compilers. In the next sections we ¢
will examine some existing approaches to symbolic IC design. During y
the course of this discussion, we will describe two successful ap- FIGURE 7.1. Fixed grid symbollc layout
proaches developed at AT&T Bell Laboratories that demonstrate the
power of these techniques.
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ductor process engineers. For each combination of mask layers that
exist at a grid location, a symbol is defined. Fig. 7.1 shows a typical
symbol set and layout. Given a particular design system, these symbols
are then placed on the grid to construct the desired circuit, much

. 7.2 Coarse grid symbolic layout §8  in the same way as one would tile a floor. Symbol sets may be
o » . i3 defined as characters or perhaps graphical symbols, if a graphics
o . display is used for design.

The idea behind coarse grid symbolic layout involves dividing the Rockwell International [Lars78} and American Microsystems In-
_’ chip surface into a uniformly spaced grid in both the X and Y £ ternational (AMI) [GiNa76], [CIKS80] have made use of character-
b directions. The grid size represents the minimum feature or placement g based symbolic layout for some time. The design process consists
i tolerance that is desired in a given process and is usually selected f 553 of laying symbols on the coarse grid. The use of fixed-size symbols

by close consultation between design tool developers and semicon- 3 simplifies geometric design rules, but does not totally alleviate them.
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FIGURE 7.2. Design rule
violation In fixed grid
layout
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DESIGN RULE VIOLATION

For instance. Fig. 7.2 shows a diagonal design rule violation that
can occur in such a system. In summary, fixed grid systems capture
geometry with a reduced rule set.

7.3 Gate-matrix layout

A character-based symbolic layout style was developed at Bell Labs

[LoLa8q] specifically for custom CMOS circuitry. It improves on
coarse grid symbolic layout by providing a regular layout style where
a matrix of intersecting transistor diffusion rows and polysilicon
columns is employed. The intersection of a row and column is a
potential transistor site (poly crossing diffusion). A related style is
featured in [PZSB84].

The evolution of this technique from a standard cell viewpoint
is shown in Fig. 7.3. Fig. 7.3a shows a circuit implemented in terms
of standard cells (four 2-input NANDS and one inverter). Note that
inter-cell connections are in imetal. Rather than running these con-
nections in metal, we can run vertical polysilicon columns corre-
sponding to each gate signal. The transistors may then be placed
on the polysilicon signals and interconnected. as shown in Fig.
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FIGURE 7.3. Evolution of gate-matrix design style

G

7.3b. Note that vertical columns may be either polysilicon (S) or
diffusion (D) {Fig. 7.4a). Horizontal rows are transistors and/or metal
routing tracks. Metal may also run vertically. A character symbolic
layout for the layout shown in Fig. 7.4a is shown in Fig. 7.4b. The
following table identifies the symbols:

- — %+ O

n-channel transistor
p-channel transistor

metal-poly or metal-diffusion crossover

contact

polysilicon or n-diffusion wire

p-diffusion wire
vertical metal
horizontal metal
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A mask layout is shown in Fig. 7.4c. The following rules summarize
the gate-matrix technique:

1 Polysilicon runs only in one direction and is of constant width

and pitch.

2 Diffusion wires (of constant width} may run verticaily between
polysilicon columns.

3 Metal may run horizontally and vertically. Any pitch departures
from minimum (e.g., power rails) are manually specified.

4 Transistors can only exist on polysilicon columns.

Wide transistors may be specified by abutting two or more N or P

symbols.

To convert from the character symbolic to mask artwork, the
character matrix is examined and the symbols are expanded to their
equivalent mask entities. Operations such as merging horizontal
dashes into one metal wire and merging adjacent devices are per-
formed during this phase. Fig. 7.5 shows typical grid spacings, in
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Figure 7.5. Gate-matrix
row and column spacings
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terms of the design rules presented in Chapter 3. The row pitch is
determined by the minimum drain/source separation of two un-
connected transistors with metal diffusion contacts. The column
pitch is determined by the spacing of two polysilicon lines with a
diffusion contact between the polysilicon runners.

Note that this design style is “technology updatable” as the
design description is held in this symbolic form. This means that
the essential mask information is encoded by the character format.
Examples may be seen in Chapter 9, Section 9.5. Circuit extraction
may be done at the symbolic level of at the mask level by conventional
circuit extractors. The extraction at the symbolic level is considerably
faster. An example of this form. of extraction is given in Section
7.6.7.

Such a layout style still has layout rules to observe. similar to
the example shown in Fig. 7.2. The use of this constrained style
“can aid in the design of large circuits where many design teams
have to design large blocks concurrently. Here, regularity has been
used in the layout style. Modularity is encouraged by the block
pature and “through routing”’ aids in locality considerations. The
basic format, that is, the character symbolic description, is not hi-
erarchical. Modules must be assembled in their entirety and “pasted”
together at the mask level. In addition, there is no freedom to locally
optimize geametry, such as altering transistor sizes to reflect circuit
loading. The character symbolic specification eventually gets very
baroque when trying to express all the requirements of advanced

layouts.

7.4 Sticks layout

The term “sticks” is a generic term given to symbolic design systems
that do not necessarily constrain the designer to a grid when designing.
Rather, a free form topological description of a layout is entered
via an interactive graphics system. Graphical symbols are placed
relative to each other rather than in an absolute manner and inter-
connected by colored sticks representing mask level interconnection
layers. This technique is based on abstractions that IC designers
have used for many years to simplify pencil and paper hand layouts
prior to digitization. In currently implemented computer based sys-
tems, correct mask spacings are achieved by using a “compaction”
process. Since 1978 [Will78], quite a few such systems have been
reported [HsPe79] {Dunl8o] [KeWa83] [Most81], with the main em-
phasis being placed on compaction algorithms. A summary of a
typical compaction algorithm is given in Section 7.6.9. It is important

tq note.that many of these systems use. as a basis for layout ma-
nipulation, a mask level description (i.e., boxes, lines). This is to
be contrasted with the approach described in the following sections.

7.5 \Virtual grid symbolic layout

Virtual grid symbolic lavout [West81a] is a symbolic layout method
thztlt draws on the i);perience gained in coarse grid symb-olic systems.
gate matrix, “sticks”-type systems, and other approaches s

ICSYS [Buchao] developed at the University of Edirl:ll))urgh and Cl:l:t};c;s.
In essence, the svstem approaches design at the layout level by
manipulating circuit elements such as transistors and wires as opposea
to any form of geometric mask description. These elements are
placed on a grid to facilitate easy design capture and simplified
tools, with the final geometric spacing between grid lines determined
by the density and interference of circuit elements on neighboring
grid locations. This leads to the notion of a “virtual” grid. This
concept is best illustrated by a simple example as shown in Fig.
7.6a. Three vertical wires are shown centered on a grid. The resuTt
of using a fixed grid of 10 units and a wire width and separation
of'10 units leads to the mask description shown in Fig. 7.6b. By
using a grid in which the spacing varies according to topology, the
mask description in Fig. 7.6c is constructed. The dashed shape may
be possible in certain virtual grid compactors. The end result for
the designer is that placement on the grid may be done without
regard to any design rules. In addition to eliminating design rules,
tl‘le grid is also used to define circuit connectivity in a manner
similar to that employed in schematic capture systems. Here, the
notion of a “coordinode,” as introduced by Buchanan, is used to
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FIGURE 7.6. The virtual
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structural connectivity, and behavioral The first language developed that embodied these concepts ias

capture physical location.
called ICDL (for Intermediate Circuit Description Language]. Sub-

state. As its name suggests, a coordinode has the properties of a

-
o coordinate, namely, some Xy po§ition that will eventually map to 3 sequently, an extended version of this language, called ABCD. was
b the silicon surface. In addition, it may possess the properties of a ; developed by ]. Rosenberg and N. Weste at the Microelectronics
node in a circuit such as voltage or simulation state. Structurally, 4 Center of North Carolina [RoWe82). Both languages contain the
a coordinode defines the nodes in the network being designed. In ; following primitives: °
i;‘?: the virtual grid context, a coordinode is mapped to a discrete set
i of grid points rather than a quasi-continuous set of X-Y coordinates. « MOS transistors
The grid coordinates form the lines of action in a circuit, defining « contacts
the essential communication paths in and through a circuit. Local .
Lo geometric perturbations are handled by software skilled in the art ! vxixres
Eu' of manipulating geometry. * pins
MULGA [West81b] [WeAc81] is an example of an integrated * instances
design svstem based on these principles. The VIVID svstem {RBDD83] « points.
§ ! is a system under development that employs the same principles.
|5 Further systems [Relv83] have reported the use of similar techniques. Further circuit level primitives. such as capacitors, resist
A discussion of the underlying features of this system will form the and bipolar transistors, could be adéed A lan; ‘ugce wasy ;SXS o
basis for the discussion of the attributes of a contemporary symbolic the main data base repr;zsentation (as opp;osed toga c%aractercsx?rixebr:)l?z
lavout system. format) for several reasons. First, a sing itt
A virtual grid circuit capture system yields the following benefits: interfaces the textual representation f[l(()’ l:np:;:izrsragtgi:t,:rtriz? z;};?z:
. Design rule free topology capture. ‘ fqrmat. This allm.vs various utilities to be independently written by
: ~ o different tool designers. A readable data base also allows a definable
. Rapid design capture through use of point interconnect. interchange format and communication between designers. Fur-

thermore, all the standard text utilities available on the operating

system may be used to manipulate the design. A textual representation

may be gracefully expanded to include new language features. es-

comeration. pe:xalh; high lfsyel ansuucts s.uch as looping, conditionals. and

s e hical module assembly. parameter passing. ‘Fmally, during start-up, designs may be done
: N . textually if interactive tools are not available.

« Natural target for higher level silicon compilers (geometry free}.

Fast grid-based algorithms for connectivity audit, compaction.

and other processes.
Ability to allow parametized cells with automatic geometry

-

T.:ﬂ! -
v In the following sections we will demonstrate these attributes. 7.5.2 Devices
U - Devices or transistors may be textually specified with parameterized
7.5.1 Language typeﬁ width, length, orientation, and location. A typical statement
might be:

- The language that forms the lowest level of design in the MULGA
L system describes circuit elements in terms of their topological re-
lationship to each other and their electrical connectivity. This is

ntl: device ntype (3,2) or=east

=

based in some part on the language used in the ICSYS system
[Buch80]. A central concept is that of the virtual grid, which unifies
the description of layout and circuit. It does this by representing
the circuit on a topological grid, which defines the electrical con-
nectivity of the circuit in a straight-forward manner. The grid also
describes in a relative manner the placement of components. The
assignment of geometric information is delayed until a compaction
process is completed.

This says that a transistor named ntl is an n-type device and is
located at virtual grid point (3,2), with the drain facing east. It has
a default minimum width. Fig. 7.7 shows a graphical specification
of a transistor and illustrates the use of the virtual grid. The gate
of nt1 is assumed to be at {3,2). The drain is at (4,2) and the source
at (2,2). One may also say,

ptl: device ptype (ntl,t) or=east w=2




FIGURE 7.7. Symbolic
layout-transistors
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to place a p-transistor called pt1 above ntl. The width is twice
the default minimum width. Widths and lengths may be specified
in terms of micron dimensions or default sizes (the normal case}.
Transistors are allowed multiple connection points as a function of
their width or, alternatively, wide transistors may be built by stacking
“unit” transistors as allowed in the gate matrix methodology.

Note that a transistor has a strict structural model — the virtual
grid connection points that define the drain, gate, and source. In
addition, based on the width, length, and orientation parameters,
the transistor has a well:defined physical model. The behavior at
the transistor level (i.e., “on” current, gain, etc.) could be well-
characterized as the use of “unit” transistors is encouraged. Fig.
7 8a illustrates the manner in which an n-type transistor is constructed
for two target processes. Note that in each case the procedure correctly
constructs a valid transistor. The routine that produces the transistor
might be used in a compactor, a capacitance evaluation program,
or in the actual mask generation. In early virtual grid systems only
rectangular transistors were allowed. There is no reason, however,
why other shaped transistors could not be used (i.e., “el” shaped
devices). Fig. 7.8h shows a bent gate transistor with its connection
strategy. However, to maintain regularity, the “unit” regular transistors
are preferred.

7.5.3 Contacts

Contacts may be named and parameterized by type and position.
Typical statements would be:

7.5 VIRTUAL GRID SYMBOLIC LAYOUT 283

pWELL SMALL GEOMETRY
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contact vss (ntl.d4,0)
contact md ntd.d
contact md ptl.d

These place a substrate contact (Vss) and two metal diffusion (md)
contacts, as shown in Fig. 7.9. Contacts join wires to wires or wires
to transistors. The second two statements make use of a concept
called symbolic bonding (used in ABCD), which allows components
to reference the structural interconnection points by name rather
than coordinate value.

The physical mask model of a contact is a set of overlapping
rectangles on appropriate mask levels. This can be a fixed geometry,

FIGURE 7.8. Physical
construction of transistors
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as shown in Fig. 7.10a, or a variable geometry, as may be required
in the situation in Fig. 7.10b, where the polysilicon has to be extended
in the direction that aluminum leaves the join. The structural model
corresponds to a node in the circuit graph, which, according to.the
accuracy desired, can be a resistance or simply a ““join” operation.
Minimum sized contacts are used. For large area, low resistance
contacts, two-dimensional replication of contacts may be used. These
constraints are consistent with fine geometry etching requirements
for precise contact definition.
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7.5.4 Wires

Wires may be parameterized in type and width. A typical statement

might be

wire poly (3,2)(3,5&)
or

wire alum ntl.d ptl.d

The first statement wires the gates of the two transistors together,
while the second statement places a wire between the drains of the
transistors ntl and ptl. Note that the first statement may also be
specified as

wire poly ntl.g ptl.g

Again notice the use of symbolic bonding. Fig. 7.11 shows the partial
cell with these wires in place. Note that as we have placed the
appropriate contact at the drains of the two transistors, they are
now connected.

Wires serve to connect transistors together. Physically, wires
consist of paths of a certain width on prescribed layers. Fig. 7.12
illustrates the mask generation of an n-wire. Behaviorally, wires can
have attributes of resistance and capacitance. The capacitance can
exist between the wire and substrate or to other wires. The wire
may have a capacitange that may be dependent on voltage.
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FIGURE 7.11.
layout—wires
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FIGURE 7.12. Physical
construction of wires
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755 Pins

Pins are very important because they link the structural, physical,
and behavicral domains. In other words, we can isolate the state
of any particular node (in time and space) in a circuit by careful
paming. Pins, of course, have names and a laver associated with
them. Thus the statements

yss: pin alum (0,0) vss

A: pin poly (ntdh,4) A

vdd: pin alum (0,8) vdd

denote points in the circuit that we desire to carry these node names.
Pins may also have an optional “type” field. Allowable types are:

« vdd

. VSS

« clock

« input

« output
« ioput

- generic.

dule assembly (Section 7.6.12) to further

Pins are used in interpreting the structure
The complete

These types are used in mo
ensure correct construction.
of a cell and also during assembling larger subsystems.
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FIGURE 7.13. Compieted
virtual grid symbolic layout
for inverter

inverter with the pins is shiown in Fig. 7.13. with the complete ICDL
te.xtual description shown in Table 7.1. A mask lavout is shown in
Fig. 7.14. The main emphasis in this figure is to illustrate all the

shapes generated.

TABLE 7.1. ICDL listing for CMOS inverter

BB0O0638

device n {3.2) or=east
device p (3.6) or=east
wire alum {0.0) {6.0)
wire alum (0,8) {6.8)
wire poly (3,2) (3.6}
wire alum (2,0} (2,2)
wire alum (2.6) (2.8)
wire alum (4,2) (4.6}
contact md (2,2)
contact md (4,2}
contact md (2.6}
contact md (4.6}
contact vss (2.0}
contact vdd {2.8)

pin alum (0.0) vss
pin alum {0.8) vdd
pin poly (34) a

pin poly (4.4) z

i

™
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FINAL LAYOUT
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As stated previously, pins serve to link the physical, structural,
. and behavioral attributes of a design. Physically, they denote a
I geometric point in a circuit with a name. Structurally, they can
b denote a net name associated by connectivity at the wire, contact,
and transistor level. Behaviorally, ‘pins can be assigned a voltage

level or logic state during verification, thus completing the loop. if
by two pins name the same net; they will have the same “pin-name.”
L However, they will have a different physical position. If we wish
to connect to a cell, it may be desirable to connect to a particular
pin, say, on the “north-west” corner. This is achieved by using a
second name field and is achieved in the cases above in the following

fashion. In ICDL

P

5

nw: pin alum (0,0) vss

7.5 VIRTUAL GRID SYMBOLIC LAYOUT

In ABCD

vss..nw: pin alum (0,0)

7.5.6 Instances

The instance construct is used to create hierarchical cireuits. Instances
may be named, positioned relatively, replicated, rotated, and reflected.
Fig. 7.15 shows a typical circuit layout that would be specified by
the following ABCD fragment: : ’

cl: instance gatel 11=(0,0) num = 4 dir =
vertical .
c2: instance gate2 ll=ci{0l{lrl]

Here, four instances of a ‘“gate1l” cell are arrayed vertically,
with the lower left of the group placed at virtual grid coordinate
(0,0)(11 = (0,0)). This instance of gatel is called c1. The second
statement refers to an instance of gateg called c2, whose lower
left corner is placed at the lower right of the zero’th instance of cl
(I = c1{0]flr]) {[Rose83]. Instances may be represented structuraily
by nodes of arbitrary complexity in the graph represénting the IC
design. The ICDL/ABCD description for the cell, combined with
the environment that the cell is used, provides all the physical and
structural information required to generate the various models for
the verification of the design. Instances may also be rotated and
reflected. The orientation of a cell is defined in terms of a “major-

.

C1[3]
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: c2 %
cit)

¢l -~ i»

(@) ] () wn se

FIGURE 7.15. - ABCD instances
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minor” axis direction. The default for a cell is ne. with the major
axis pointing north and the minor pointing east. Other variations
are shown. There are eight in all.

7.5.7 Representations

All ICDL elements have well-defined structural and physical models.
During the course of a design, one often needs different physical
models to aid interpretation or checking of a design. This is easily
achieved because the design description has been caught at a level
that is able to accommodate these different views of the design. For
instance, graphical representations of ICDL depend on the tvpe of
output device that is being used. A text description may be used
or a two-dimensional character map may be used to display an ICDL
description on a text terminal (with sav * standing for a contact).
On a color graphic display. we employ a notation that we have
termed “logs” or “thick sticks.” Instead of employing lines. wires
and transistors are represented by boxes that reflect the relative
width at the mask level. This enables designers to gauge the effect
of oversize elements on topology. Note that due to the simple con-
nection defined by the virtual grid, transistors may in fact be drawn
in schematic form. Ona line drawing peripheral (i.e.. plotter} wires
are collapsed te single lines, but transistors are still drawn with

relative sized rectangles. .

7.6 Symbolic design tools

In many ways the tools used in a symbolic design environment are
similar to those used in custom mask design, but the absence of
geometric design rules and design at the circuit level results in an
additional set of capabilities and tools. In this section we will sum-
marize the nature of tools used in the MULGA system.

7.6.1 Overall organization

The operation of the various tools that operate on the ICDL language
will be summarized in the remainder of this section. Before beginning,
though, it is worthwhile to review some of the overall organization
of the MULGA system.

7.6.2 File organization

MULGA uses the UNIX® file system to manage the various repre-
sentations of a design. The design data is managed by using a number

3
iy
T

e i Al il
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of functionally distinct subdirectories. as shown in Fig. 7.16. All
files in a given directory are similar representations of different
cells. For instance, the original ICDL cell description for a cell
named “fulladder” is held in file jcdl/fulladder. The mask description
for this cell is held in file mask/fulladder, and so on. This allows
arbitrary tools to be added with new representations occurring in
a newly assigned subdirectory. We use this structure to maintain a
set of parallel hierarchies for different design descriptions.

7.6.3 Software organization

As a large amount of new software was required, maximum use was
made of library functions. The most common piece of software is
the parser, which reads an ICDL description into memory and creates
an internal data structure. This consists of a doubly-linked list with
attributes identifying element type, subclass, and attendant parameters.

A common parser reports any ICDL syntax errors and insures
a common data structure is presented to all tools. Accompanying
software builds and maintains the internal data base.

The next most common subroutines are those that print the
internal data structure either to a terminal or a disk file. Similar
routines are needed to plot representations of ICDL on various tvpes
of graphic displays or hard copy devices. Note that although device
independent graphics may be used to some extent, the type of graphic
representation depends on the type of output device and the particular
view of the layout required. Broad categories are raster versus line
drawing devices and symbolic versus circuit drawing mode.

A range of general purpose routines may be identified, which
include the following:

1 Bounding box calculation {recursive) (in terms of virtual grid
coordinates).

2 Move a rectangular area.
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3 Delete the elements in a rectangular area or point.

4 Identify those elements in an area or at a virtual grid point.

5 Copy elements in a rectangular area to another position.

6 Encapsulate the elements in a rectangular area into an instance
[Rubi83].

7 Yank the elements out of an instance and include them in an
existing instance [Rubi83].

All of the above routines may be applied selectively to any com-
bination of symbolic entities. -

7.6.4 Chip design process

The chip design process in the MULGA system begins with a hi-
erarchical floor plan. This floor plan is required to conform to a
“restricted hierarchy,” similar in principle to the “‘separated hier-
archy” of Rowson [Rows81]. This restricted hierarchy classifies cells
as modules, composition cells, and leaf cells, as shown in Fig. 7.17.
Leaf cells contain symbolic layout primitives; that is, they define
the physical layout of the circuit. They are symbolically connected
(by abutment) through a hierarchy of composition cells. Composition
cells contain only instances of other cells (leaf and composition].
Different modules contain cells that are structurally unrelated. For
example, a PLA controller and a data path would normally be designed

CHIP

o o MODULES

COMPOSITION
CEWS

LEAF
CELLS

7.6 SYMBOLIC DESIGN TOOLS

as two separate modules. These modules are then connected to each
other and to the I/O modules {pads) using conventional place and
route techniques.

It should be noted that within modules, cells are always connected
across abutting boundaries. Modules thus form the highly structured,
pitch-matched portions of the layout. This does not mean that cells
within a module cannot be routed together. Intramodule routing is
accomplished using symbolic routing cells that also pitch match to
their leaf cell neighbors.

Through the use of this restricted hierarchy and some composition
design rules that are outlined in Section 7.6.7 and Section 7.6.8,
the floor plan can be used as a complete structural specification for
the chip. This is similar to the technique used in the CHAS system
[Mudg80], in which the floor plan is used to subdivide the logic,
circuit, and layout representations into a set of consistent hierarchies.
Because composition cells define only cell placement and connec-
tivity, they are representation independent and can be used to generate
(for example, functional) descriptions of the chip. Composition cells
are, therefore, not only process, but also {potentially) technology
independent.

7.6.5 Cell design process

The implementation of a floor plan begins with symbolic leaf cell
design, either by using an interactive graphics editor or procedurally
in terms of a higher level language specifying ICDL. Once a leaf ceil
has been symbolically designed, an audit program checks for circuit
inconsistencies. A compaction program then examines the ICDL cell
description and assigns valid mask dimensions to a file called the
“design grid” file. Depending on the internals of cells, the final size
of symbolically matched cells may vary, as may the locations of
common interconnection points on a cell boundary. Thus abutting
cells may have to be pitch matched to’ regain structural integrity.
This is achieved by using a pitch match program. A circuit inter-
pretation program examines the ICDL file, compaction data, and
output of the audit program and preduces structural descriptions
for various styles of circuit simulator.

7.6.6 Interactive graphics editor

An interactive graphics editor is used for the initial capture and
exploration of cell designs. Once this task has been completed, the
prototype layout may be converted to a procedure and parameterized
to generalize the cell. The editor is also used to create and modify
floor plans.
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Key attributes of an interactive editor include t?le s_peed of‘ re-
sponse, ease of user interface, clear presentation .of design mformatmp’
and absence of catastrophic failure. The notation of the vu.’tual grid
and the use of symbology aid in & number of these requirements.
For instance, most operations 10 modify the topology of elements
involve the definition of a “point”-based data structure. Thus although
elements appear as proportionally weighted r('ectangular shapes (call.ed
“]ogs,” for thick sticks), the selection criteria rely_on a 'smgle pqmt
or group of points. This contrasts withy geometric editors, which
manipulate rectangular or polygonal aréas at some finely resolved
detail. In these systems, one always has to mentally keep track of
corners or similarly ill-defined points of reference. The above
impressions are best borne out by experiencing bot.h types gf systems.
Users who have done this strongly favor the virtual gn'd capture
method. It also has the added benefit that it m'eshe§ nicely with
schematic capture systems, requiring little modification to such a
system to design using the -virtual grid. Con(?um.ent textual and
graphical references to the ICDL language are maintained throughout

it sessions.
edltTh: use of color is very important when designing at the lgaf
cell level, as it efficiently codifies the layered nature of the IC in-
terconnect. A monochrome raster display with stipples may be used
but is much less effective than a comparable color displ.ay.

The editor used in the MULGA system is relatively simple and
provides the following mechanisms:

Selection methods:

« point (virtual grid point)

* area

+ element type (i.e., device, wire)
« element layer

» node name.

Operations:

identify
» move
« delete
* COpY
+ append
= change.
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Viewpoint management:

» windowing

* panning.

Viewing mades:

 mask symbolic £
« circuit symbolic
» mask ‘ —~

schematic. Coed

In addition. stroke and raster. color. or monochrome hardcopy
devices are supported. ™
One of the interesting attributes implemented in the original b
MULGA editor is the ability to pan in real time across the ICDL
data base. This allows a designer to scan wires or cell boundaries
without losing visual continuity. This is achieved by keeping a
bounding box (in virtual grid coordinates) for all modules in the )
editor. When the screen is panned to the left for instance, the image
in the viewpoint is physically moved by a small amount to the left
in a “wrap-around” mode. Thus a small portion of what was on
the left of the screen view now appears on the right. This strip is
erased and the ICDL data base is searched. culling out bounding
boxes that do not correspond to the screen viewpoint. When cells
are found that will be in the erased portion of the screen, they are
entered and the resultant graphics entities that describe the elements :
in the window are transmitted to the graphics display. Due to ef- o
ficiencies in tree culling, almost continuous motion can be achieved
for modest hardware configurations.

7.6.7 Circuit interpreter

The circuit interpreter is responsible for interpreting the implicit
conhectivity in an ICDL module and creating explicit connectivity -
in the form of node names and numbers. We use the term circuit
interpretation, rather than circuit extraction, because the circuit
information is held implicitly by the symbolic description.

The algorithm for determining connectivity is relatively straight-
forward and in many ways parallels those used by schematic capture
systems. A virtual grid matrix corresponding to the size of the cell
is allocated. ICDL elements are then plotted into this matrix. As ™
this proceeds, an algorithm merges node numbers of connected :
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regions. A linear table keeps a map of node numbers and temporary
aliases. For instance, imagine an aluminum wire (node number 5)
is plotted into a blank grid. This is illustrated in Fig. 7.18a, along
with a map of aliases. Nodes 0 and 1 are reserved for Vss and Vpp.
Next a metal-poly contact (node number 6) is plotted on top of the

aluminum wire. At this stage, it is noted that the contact connects

to the underlying wire, so an entry in the alias table is changed, as
,}_'1
de
£

Y R R e
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shown in Fig. 7.18b. Next a polysilicon wire is plotted (node number
7). When it intersects the aluminum wire and contact, a further
alias entry is made, as illustrated in Fig. 7.18c. When this process
is completed for all elements in the cell. the alias table is recursively
reduced to illustrate a true alias mapping. This final table is shown
in Fig. 7.18d. Node naming is incorporated by noting pin names.
Unnamed nodes are given internally generated names.

In the course of this process, several simple circuit/composition
rules are checked. These include the following:

+ Polysilicon crossing diffusion as an implicit (and thus illegal)
device.

Nonmanhattan wires.

Illegal contact use. i.e..
diffusion.

metal-poly trying to connect metal-

Nodes electrically connected but with conflicting node names.

Nodes named identically but not connected electrically.

Floating inputs — gate signals not available on the periphery
of a cell.

Floating transistor connections.
* Declared input nodes not on boundary.

Unattached pins.

Rules, in general, are built to reinforce a composition methodology.
The rules are divided into warnings and fatal errors. The former
allow further processes to act on cells in, say, the module assembly
phase, while the latter require corrective action before the cell can
be used further.

The circuit interpreter is used in all phases of design including
the interactive editor, compactor, and chip assembler. In addition,
it is used with appropriate formatting to generate descriptions for
various types of simulators. This includes the MODEL language for
a timing simulator called EMU, and the ADVICE {Nage80j (SPICE)
language for the ADVICE circuit simulator. In this case, further
routines summarize the capacitance of wires, transistors, and contacts
using compaction results or statistically averaged grid spacings.

7.6.8 Virtual grid compaction

The compactor is the key element in any symbolic layout system
where mask dimensions have to be determined automatically. A
number of approaches have been proposed to deal with this problem.
We will examine one simple approach in this section and summarize
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a graph-based approach in the next section to show the relationship
to the underlying virtual grid notation. .
The compaction approach originally used in the MULGA system

was chosen for three reasons:

1 It was easy to implement.

2 It was fast.
3 It was extensible to deal with symbolic lavout at the chip level.

As we will see. most of the attributes of other compactors may be
embedded in the virtual grid compactor.

Virtual grid compaction is completed in only two passes — oneé
an X-compaction step and one a Y-compaction step. It commences
by plotting the virtual grid structure into a matrix. which is comprised
of a sequence of pointers to ICDL elements that exist at that virtual
grid location. This is illustrated in Fig. 7.19. In summary. the com-
paction process proceeds as follows. For the X-compaction phase.
adjacent grid columns are examined for interference between elements

—1f-

SYMBOLIC LAYOUT
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TABLE 7.2. Design grid table

DIRECTION VIRTUAL GRID COORD. MASK COORD. nm
X 0 12.5
X 1 16.25
X 2 21.25
X 3 26.50
X 4 31.25
X 5 36.25
X 6 41.25
Y 0 0.0
Y 1 8.75
Y 2 15.00
Y 3 23.75
Y 4 31.25
Y 3 37.50
Y 6 47.50
Y 7 56.50
Y 8 62.75

on the same row. Actually, rather than compare against the previous
column, a “picket fence” [BoWe83] is maintained that keeps a record
o‘f the location of the last element in each layer at each row position
(i.e., a composite point). This takes account of both “white space”
(column locations with no entries) and circuit elements that need
to be spaced from elements that are not on the adjacent columns.
The worst-case column spacing — the spacing required by one of
tl}e elements to meet design rules in the column being placed —
dictates the actual column placement. This is repeated for all columns

sepy
R

5

g%e

P

-
- ryre VIRTUAL GRID DATA STRUCTURE and a table such as shown in Table 7.2 results, which tabulates the
] virtual grid locaﬁon find the minimum mask location for this column.
T_he Y-compaction is completed similarly, with the exception that
diagonal clearances must be checked. This is shown in Fig. 7.20. =
B ]
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The result of the process is a table of both X and Y locations
that yield a minimum dimension cell. A cell may be stretched in
a trivial manner by adding to the row or column mask location a
desired value and propagating this amount to the end of the array.
Thus pitch matching may be achieved without again examining the
cell itself. Only the grid file needs to be manipulated. This is a
major advantage of this approach, allowing hierarchical compaction
to be implemented in a relatively straight-forward fashion.

In more detail, the compaction algorithm may be stated as follows.
Central to the algorithm is the construction of regions, which are
composed of rectangles placed over a virtual grid location. The
rectangles have the dimensions of the particular mask layer that
they represent. These include actual mask layers and composite
layers such as gate polysilicon. Typical layers might be metall,
metal2, poly1, poly2, n-diffusion, p-diffusion, window, n-plus, p-
plus, buried-contact, Vss-contact, Vdd-contact, implant (for depletion
loads), p-well, gate-polysilicen, and active (which defines the active
gate region less any required overlaps). A final layer, called the
peripheral zone, ensures all internal structures are spaced half a
design rule from the boundary. This layer enforces a composition
rule that dictates how cells may be abutted. A rectangle has a center
mask coordinate and a north, south, east, and west dimension. These
may be zero, positive, or negative, allowing the rectangle to be
skewed around the actual mask coordinate corresponding to the
virtual grid coordinate.

Prior to compaction proper, the ICDL data structure is scanned
to resolve context dependent entities. For instance, during speci-
fication a designer need only specify a metal-diffusion contact (or
a generic contact, for that matter). The program resolves whether
the contact is n-diffusion or p-diffusion, wire or transistor, and any
further context information. This is the key to dealing with more
complex design rules. Compaction is commenced by plotting the
virtual grid data structure into a matrix, as shown in Fig. 7.19. For
instance, contacts are plotted as single points. All wire points are
plotted once. Simple transistors have three grid points (gate, source,
drain), with wide transistors having 2n + 1 points, where n is the
number of source/drain connections allowed.

The matrix is then scanned column by column, comparing each
composite rectangle in each layer in the column with its corresponding
interference member in a fence, which is trailed behind the column
recording the last occurrence of each layer at the particular row
value under consideration for this column. The scanning and com-
parison process is achieved by evaluating the region at the grid
points in question. To do this the matrix data structure is scanned
noting the primitive ICDL elements present. For instance, if a metal-
polysilicon contact is found, a metal, polysilicon, and window rec-
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tangle are added to the region description. If the contact is offset
the rectangles are appropriately skewed. If the contact had somé
fu%‘ther context information (such as “extend in direction of metal”)
this would be included. A transistor drain or source is resolved in'
terms of. the mask layers needed to build the device in the technology
to be utilized. For instance, an n-transistor in a p-well process might
have a n—d'iffusion layer and a p-well, while a p-transistor might
have a p-diffusion layer and a p-plus layer. The gate of a transistor
has a gate-polysilicon and active layer. Wire points are classified
by their position on:a wire. They can be ends, corners, mid-points
or dots. Composite regions are compared by a design rule checker,
that uses a table of spacing values to arrive at a sp:cing. The table
also 1n(.:ludes skip tags that tell the design rule checker to skip a
check (i.e., metal to p-well). An auxiliary table defines which layers
can touch other layers, regardless of node number, and which lailers
can overlap other layers if they have different node numbers. For
X,.the routine checks the west edge of the point in the col'umn
be{ng checked against the east edge of the fence composite grid
point. If layers are allowed to overlap, the test is skipped. The wogrst-
case space is noted as the minimum distance the two grid points
may be spaced to iasure all possible design rules are o?)eyed For
diagonal tolerance checks, complete rectangles are checked ag;ainst
eacl; other using correct euclidean distances.

. n}provements to the basic virtual grid compact

insertion of arbitrary grid lines and the gsl;orage o? a :;agilrll(;“;rige
for each layer rather than a fixed ‘column or row value. 4

7.6.9 Graph-based compaction

Historically, in graph-based compaction systems, symbolic circuit
ele;ments were placed on a fine grained physical grid. The grid lines
might have micron or lambda values initially. The compactor pushes
apart groups that are too close together and reduces the spacing
between overly-spaced groups. Generally, a group is defined as a
set of.circuit elements that share the same center line in a layout
are connected geometrically, and/or connected electrically. It is;
possible to have two or more groups on the same column or row.
) Fpr X-compaction, all circuit elements on the same vertical center
line in the symbolic layout that are geometrically connected, are
held together as a group. A directed constraint graph is built.,The
nodes of the graph are the groups, and the branches are used to
connect groups that have potential design rule violations. The weights
of the branches are the minimum separations necessary between
two nodes. An example of the mapping of a symbolic circuit to a
graph is depicted in Fig. 7.21. If there is no spacing necessary
between two groups, an edge will not be created between the two
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FIGURE 7.21. Graph gen-
gratlon for graph-based
compactor
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' As the mask geometries are automatically generated. small an-
tifeatures can result. An example of this is shown in Fig. 7.22. A
small rectangle is added to “"patch™ the undersized feature.oz\lthm'n;h
electrically these features do not atfect pertormance. small photno-
resist features are likely to peel off during processing, creating prob-
!ems elsewhere on the mask. To avoid this, an “‘antifeature”” remover
is passed over the final set of masks. Finally. a “rectangle merger”
merges all rectangles into the largest possible polygons. Note ‘;hat
the mask generator has to be tightly coupled with the compactor
to alleviate any confusion over symbolic mask mapping.

7.6.11  Cell verification

The first level of verification is provided by the circuit interpreter
Verification of the behavior of the cell must be carried out before;
performing a simulation on the cell. The circuit interpr,eter‘ can
translate to various forms to suit various simulators.

_ .At the cell level in MULGA, first level simulation uses the EMU
t}m¥ng simulator, which is closely modeled on the MOTIS [ChGK75]
tun.mg simulator but allows arbitrary connections of transistors to
facilitate simulation of dynamic logic and distributed gates (i.e., a
precharged bus). The simulator gives reasonable results, which mociel
qharge redistribution and rise and fall times without incurring the
time penaity of a SPICE-like simulation.

The simulator uses a simple “forward euler” method of integrating
the current into a capacitive node. As this is potentially unstable,
an automatic time-step control is implemented. Furthermore, voltages
?rfl clamped at Vpp and Vs, The main loop may be summarized as

ollows:

PROCEDURE simulate(timing_period)
WHILE ( tick <= timing_period )
calculate_new_states(tick)
output_voltages(tick)
tick = tick + 1
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END_WHILE
END_PROCEDURE

“The new states are calculated as follows:

:PROCEDURE calculate-new_states(tick)
FOR ( all_nodes_in_circuit ) /* unordered
search */
integration_time_step = min_time_step
FOR(sub_step = 0; sub_step <= min_time_step;
sub_step —= integration_tire_step;
FOR ( all_gates_connected_to_this_node )
isum = sum_current_into_node

END_FOR
node_voltage = calculate_node_voltage(isum)

IF ( node_voltage > max_allowed_step )
subdivide_sub_step
enter_new_voltage
END_FOR
END_FOR

FOR ( all_nodes_in_circuit )
old_node._voltage = new_node_voltage
END_FOR
END_PROCEDURE

This time-step control is on a per-node basis. A per-circuit time-
step control can be similarly implemented by keeping the maximum
voltage change during a simulation period and repeating the iteration
appropriately. The new voltage is calculated from the equation

I ldvolt N sub_step * isum
= oldvoltage + ——————, -
new.voltage = o0ld.vollag node.capacitance

Each node has the following structure:

NODE_ATTRIBUTES
old_node_voltage
new_node_voltage
current_into_node
capacitance_on_node
flags
pointer_to_list_of_transistors
END_ATTRIBUTES

Each transistor has the following structure:

TRANSISTOR_ATTRIBUTES
pointer_to-next_transistor

Sedia i

e "'?'L‘-‘r%ﬂa’@"ﬁ%@?%-i-#-whiﬁﬁ5'—' :
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transistor_opcode

transistor_scale

pointer_to_other_( source/drain)
_node_in_node_attribute_table

pointer_to_gate_node_in_node_attribute_table

END_ATTRIBUTES

The transistor list can be modified to include compound gate structures
to increase the computation rate. ;

It should be pointed out that this simulator deals with an idealized
model of the circuit nodes sinking and sourcing current with ca-
pacitance to ground. Simulation accuracy is not as good as SPICE.
It becomes time consuming to deal with large numbers of devices
{>10000) as the simulator is not event-driven. This tvpe of simulator
is best suited for local workstation use to verify custom cells in a
highly interactive environment. This tvpe of simulator should be
used in conjunction with higher level logic/switch simulators and
more accurate circuit analysis programs.

7.6.12 Module assembly

The task of converting a virtual grid symbolic layout to a mask
layout is more than just compaction. It consists of a number of
steps, all of which must be autornated to alleviate the possibility
of human error. This is the task of the module assembler [AcWe83].

Typical steps in module assembly are as follows. Cells are first
classified as leaf-cells or composition cells. Cells with primitive
elements are classified as leaf cells. Following this, the cells are
further classified by noting the cells on the boundaries of each cell.
This information is used during compaction. Nonleaf cells with
primitive components in them are smashed ({reduced to a flat non-
hierarchical description) to yield only primitive components. The
ports on each cell to be compacted are recognized and matched
against neighboring cells. These ports define pitch-match points.
Dummy cells are composed of the target compaction cell and com-
paction components included from abutting cells. Each particular
cell is then compacted. Note that most of the time each prototypical
cell is compacted only once. However, it may generate a number
of mask versions through different pitch-match constraints. Using
the pitch-match points, the module assembler then attempts to rec-
oncile all the pitch matching constraints. A heuristic is used for
this process. Following this, the mask level representation is generated
for the pitch-matched cells and a hierarchical mask description
matching the symbolic hierarchical description.
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Figure 7.23. Expert sys-
tem cell generator

7.7 Future directions

7.7.1  Flexi-cells

With the symbolic approach described in the precedir%g sections. .it
becomes possible to adjust cells at the circuit level \Ylth automatic
geometry generation and chip composition. The basic approach is
to design the complete chip at the svmbolic level. Crm'cal path
approaches may then be applied to optimally sized tranmstgrs ac-
cording to the methods discussed in Chapter 4 and Qxapter 5. This
initial sizing uses some estimate of virtual grid spacing. The lavout
is compacted and pitch matched and the procedure may be repeate.d.
Note that optimizations such as vield enhancement may be built

into the compaction process.
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Automatic geometry generation yields a powerful tool. Quite
often topologies may have to be changed — a task for an expert
system.

7.7.2 Expert systems

Recently, authors have attacked the automatic generation of layout
and higher level design tasks by the use of rule-based expert systems
{KiMc83} [KoTha3] [KoWe84] [Pall82]. These techniques provide
an alternative programming approach in situations where algorithms
are ill-defined.

Fig. 7.23 shows an outline of one such system for converting
schematic diagrams to symbolic layouts like those included in this
book [KoWe84]. The designer enters a schematic that describes tran-
sistor interconnections. In addition, an “environment” is defined
by the designer (this may be generated by a floor plan expert). An
expert placer then applies rules similar to those in Chapter 5 to a
virtual grid array of transistors. The output of the expert placer is
passed to a pre-router, which routes in whatever layer it can to
complete a structurally correct layout. A rule-based router then
applies a set of routing rules to the pre-routed cell, thereby improving
the cell. The completed cell is passed to compaction and pitch
matching. Although in its infancy, this program can deal with simple
cells and has produced layouts approximately 10 percent larger than
those designed by hand. This definitely seems an area for further
fruitful research.

7.8 Summary

In this chapter we have zeroed in on symbolic design methods for
CMOS. One symbolic design system was dealt with, at an excruciating
level of detail, to hopefully show that the implementation of such
a system is not difficult. The benefits of such a system in CMOS
design are well worth the effort. Designs no longer become obsolete
when the process design rules change nonlinearly. A number of
different CMOS families can be targeted from the one symbolic
source description. Even changes such as inclusion of second metal
may be dealt with in a systematic manner. Finally, for those who
have to deal at low levels, the design task is considerably simplified.
The chapter concluded with some ideas on where symbolic
design methods might lead. Expert systems, combined with procedural
design techniques, will surely be a mainstay of future design systems.

7.8 SUMMARY
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7.9 Exercises

7.1 Using the lambda-based rules in Chapter 3, design a fixed grid
symbolic character set for a p-well CMOS process with one
layer of metal (allow arbitrary layout style). Characters should
include metal and polysilicon wires, contacts, and transistors
(see Fig. 7.1). What design rules must be obeved? What do you
estimate the loss in area? !

7.2 Outline a connectivity checking program to be used with the
fixed grid system designed in Exercise 7.1.

CMOS SUBSYSTEM
DESIGN
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CHAPTER 8 CMOS SUBSYSTEM DESIGN

8.1 Introduction

In previous chapters the groundwork for CMOS circuit d.esign was
developed. In this chapter, we examine various design options avail-
able to the CMOS designer when designing at the subsystem leve!.
A large design space is available where one may design for' CiIFUIt
simplicity, time of design, low power, or high speed, or combinations
thereof. :

We first examine adders as an example of the wide range of
circuit options that are available to the designer when dealing at
the transistor level. Of course, in time, we hope that advanced design
systems can encapsulate such knowledge and automatically generfate
the optimum subcircuit for a given system design situation. Follomg
adders, binary counters and multipliers are surveyed. Memory design
is then treated. Finally, PLA-type structure styles are summarized.

8.2 Adders and related functions

Adders form important components in many systems. The truth
table for a binary full adder is shown below in Tab’le 8.1, along
with some functions that will be of use during the discussion of
adders.

A and B are the adder inputs, C the carry input, SUM is the
sum output, and CARRY is the carry output. The generate sign.al .G
(A.B) occurs when a carry out (CARRY) is internally generated within
the adder. When the propagaie signal, P (A + B), is true, thfe carry
in signal (C) is passed to the carry output (CARRY) when C is true.
{In some adders A @ B is used as the P term as it may be reused
to generate the sum term.)

TABLE 8.1. Adder truth table

A A.B(G) A + B(P) A

- O 0OOQ

B
0
1
0
1
0
1
0
1

[ =~~~
e OO = OO
OO0 OOO
- e O ki O

8.2 ADDERS AND RELATED FUNCTIONS

8.2.1 Combinational adder

Probably the simplest approach to designing an adder is to implement
gates to yield the required majority logic functions. From the truth

table these are

SUM = ABC + ABC + ABC + ABC (8.1)
CARRY = AB + AC + BC {8.2)
= AB + C{A + B).

The gate schematic is shown in Fig. 8.1a on page 312, while
the transistor schematic is shown in Fig. 8.1b. As the carry out
signal (CARRY) is used in the generation of SUM. SUM will be
delayed with respect to CARRY. This is consistent with the use of
such a circuit in an n-bit parallel adder. Here. the CARRY signal
is allowed to “ripple through the stages, as shown in Fig. 8.2a on
page 313. In this case. the carry delav has to be minimized, as the
delay associated with the adder is T, = n.T., where T, is the total
add time. n is the number of stages. and T, is the delay of one carry
stage. To optimize the carry delay. the inverter at the output of the
carry gate can be omitted. In this case, every other stage operates
on complement data, as shown in Fig. 8.2b. This results in a significant
decrease in carry delay. Any delay in inverting the adder inputs or
sum outputs is finessed out of the critical path.

Rather than construct a ripple carry adder, a serial adder, shown
in Fig. 8.3 on page 313, may be constructed. At time t, the SUM is
calculated and the CARRY stored in the flip-flop. At time t + 1,
the sum uses CARRY(t) to calculate a new SUM.

CARRY|t + 1] = Alt + 1].B[t + 1] .
‘ + CJtl.{A[t + 1] + B[t + 1] (8.3)
SUM[t + 1] = CARRY][t + 1L.(A]t + 1] + B{t + 1]
+« C[t]) + At + 1].B[t + 1}.C[t]

In this application, equal SUM and CARRY delays are advantageous,
as this determines the fastest clock frequency at which the adder
can operate.

Considering the combinational adder schematic in more detail,
it may be seen that by optimizing the carry gate, we can reduce the
ripple carry delay. This is of special significance for a parallel adder.
The transistor schematic for the carry stage is shown redrawn in
Fig. 8.4 on page 314. This more clearly shows the effect of the P
and G terms outlined previously. Note that the p-chain is not the
exact dual of the n-chain. It is left to the reader to verify the equiv-
alence. The SUM stage is also presented in a similar form. We might
start the physical design by using unit-sized n-transistors and p-
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p—c J—'{ FIGURE 8.2. n-bit ripple
SUM () A, B A 8, A, By Ay 8, carry adder

Voo < place. This is
to be lacking in speed. Remember, the static CMOS gate, if imple-

mented correctly, will always function correctly. The following op-
timizations may be made to the combinational adder (Fig. 8.4):

o | W Y
'——A
A_‘| ‘.._3 A_‘ part way between Fig. 8.5a and Fig' 8.5b. Once the basic layout has
. ‘-—s been determined, some optimization of transistor sizing may take
only necessary if after simulation the adder is found

CARRY
FIGURE 8.1.
- mbinational adder ADDEND
L’nematlc ® N+1 BIT REGISTER A suu‘
AUGEND ADDER
N+1 BIT REGISTER g CARRY
c RESET/SET

transistors. Using the styles of layout presented so far, two possible 2

layouts for the combinational adder are depicted in Fig. 8.5 on page . = é o

315. The choice of aspect ratio would depend very much on the a b

environment. For instance, in a data path, where the height of the

data path had to be minimized, the layout in Fig. 8.52 (minimum

transistor stacking) would be preferred. The layout in Fig. 8.5b I FIGURE 8.3. Serial adder

CLOCK schematic

illustrates a “minimum width” design. Fig. 8.5c shows a design
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FIGURE 8.4. Carry and sum gate transistor schematics

1 Arrange the transistors switched by the carry in signal (C) close
to the output. This will enable the input signals to settle the
gate such that the C transistors are least influenced by body

effect.

2 Make all transistors in the sum gate whose gate signals are
connected to CARRY minimum size. This minimizes the ca-
pacitive load on this signal. Keep routing on this signal to a
minimum and minimize the use of diffusion as a routing laver.

be determined by simulation. It

may or may not pay to increase the size of the series n-transistors

and p-transistors. For instance, it may pay to increase the size

of the transistors connected to A and B in the carry gate in a
' ripple carry adder, as these signals will have time to settle in

the upper bits of the adder while the carry is rippling. It may

pay to increase the size of the C transistors in the carry gate to

override the effects of stray capacitance. For a parallel adder,

the SUM gate transistors may be made minimum size, while for -

a serial adder the CARRY and SUM delays would have to be & ©

more halanced.

i I ¢
I R
MR R -

_ i i
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£
=

3 Sizing of series transistors can

i
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FIGURE 8.5. Combinational adder layouts

8.2.2 Dynamic combinational adder 4 4 4
. adder,and ac reset and set signal for initializati .

An N-P CMOS version of the previous adder is shown in Fig. 8.6a the adder to :(frytas a subtractoflgl; se;li-nugn(t:ﬁ;ags%zhgalauov:s

on page 316 [GoDM83]. This has been configured as a serial adder and logically inverting the subtr ahend. A possible layout is }SY‘CMP; o

and thus has a 1-bit delay for feeding the carry signal back to the in Fig. 8.6b on page 317. One possible problem that Sr’night aiisoe in £

. ——
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‘ . SURE 8.6. Dynamic serial adder schematic and layout

this gate is charge redistribution onto uncharged nodes. For instance,
node X in the carry gate may have to be independently precharged.
A similar requirement might be necessary for node Y in the SUM
gate.
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- 8.2.3 Transmission gate adder

A rather different implementation of an adder uses a novel exclusive-
or (XOR} gate. The schematic for this XOR gate is shown in Fig.
8.7. As a point to note, switch level simulators have problems with
this gate. The operation of the gate is explained as follows:

1 When signal A is high, A is low. Transistor pair 1 and 2 thus
act as an inverter, with B appearing at the output. The transmission
gat2 formed by transistor pair 3 and 4 is open.

FIGURE 8.6. (continued)

al single metal version
b) two mertsi version

FIGURE 8.7. Transmission
gate exclusive-or gate
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2 When signal A is low. A is high. The transmission gate (3 +
4) is now closed. passing B to the output. The inverter pair
(1 + 2) are disabled.

Thus this transistor configuration forms a6 {or 4) transistor XOR
gate. By reversing the connections of A and A. an exclusive-nor
(XNOR) gate is constructed. :

By using four transmission gates, four inverters. and two XOR
gates, an adder may be constructed according to Fig. 8.8 [SuOA73).
From the truth table for the adder, it may be seen that when A &
B is true, SUM = C. When A ® B is false, SUM = C. Similarly.
when A @ B is true. CARRY = C. When A @ B is false, CARRY
= A (or B). This adder has 24 transistors, the same as the combi-
national adder. but has the advantage of having equal SUM and
CARRY delay times. In addition, the SUM and CARRY signals are
non-inverted. The completed schematic is shown in Fig. 8.9. Fig.
8.10 outlines a representative layout for this adder. The layout style

FIGURE 8.10. TG adder

layout

I
g
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is considerably different from the complementary gate as high usage
is made of transmission gates. The generic two-way multiplexer
structure mentioned in Chapter 5 may be seen in this implementation.

8.24 Carry lookahead adders

The linear growth of adder carry delay with the size of the input
word may be improved by calculating the carries to each stage in
parallel. The carry of the ith stage, C;, may be expressed as

C,=G; +P.C_y, (8.4)

where
G, =A.B generate signal (8.3)
P,=A; +B propagate signal. (8.6)

Expanding this yields
Ci=6G+ PG;-, + PPi_:Gi-; (8.7)
+ =+ P, P,Co.

The sum S; 1s generated by
» §; = Ci—:@Ai@Bi ‘(8.8)
(if P, = A; @ By).
The size of the gates needed to implement this carry lookahead
scheme can clearly get out of hand. As a result, the number of stages
of lookahead is usually limited to about four. For four stages of
lookahead, the appropriate terms are
C.=G, + PG,
C;, = G, + P,G; + P,PrCo
Cs = G; + P3G, + PoP,G; + PsPoPiGo
C, = G, + P,G; + P,P,G;, + P,P.P,G, + P,P;P,P.Co.
A possible implementation of the carry gate for this kind of carry
lookahead adder for 4 bits is shown in Fig. 8.11. Note that the gates
have been partitioned to keep the number of inputs less than or
equal to four. This is typical of the type of carry lookahead that
would be used in a gate array or standard cell design. The circuit
and layout are quite irregular. Taking the term of C,, we note that
it may be expressed as ¥ :
C,=G,+P,. (G + P,;.(G, + P;.(G; + P..Co)))- (8.9)
This function may be implemented as a domino CMOS (nMOS)

gate, as shown in Fig. 8.12 on page 322. Carry C; — C, are generated
similarly. Note that the worst-case delay path in this circuit has six

Py
" : — >
- " =p il
az
;4
04
R FIGURE 8.11. 4-bit full
G carry lookahead stage

n-transistors in series. A static version of the C, gate is shown in
Fig. 8.13a on page 323. A symbolic layout of a gate to implement
this function is shown in Fig. 8.13b. The circuit has been rearranged
to allow the simple layout shown [UeVC81].
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FIGURE 8.12. Domino carry lookahead

8.2.5 Manchester carry adder

The efficiency of the domino carry chain can be enhanced by pre-
charging at appropriate points. The elemental circuit is shown in
Fig. 8.14a on page 324. Operation proceeds as follows. When CLOCK
is low, the output node is precharged by the p pull-up transistor.
When CLOCK goes high, the n pull-down transistor turns on. If
carry generate {A.B) is true, then the output node discharges. If carry
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FIGURE 8.13. Static carry lookahead gate
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CARRY OUT
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(a)

MANCHESTER
CARRY CHAIN

Cp et

(o)

propagate {A + B) is true, then a previous carry may be coupled
to the output node, conditionally discharging it. Note that in this
circuit CARRY is actually propagated.

We can construct a 4-bit adder by cascading four such stages
and constructing the circuitry to supply the appropriate signals.
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G CHAIN ———*¢C,
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This is commonly called a Manchester carry adder. Thus a 4-bit
adder would be constructed as shown in Fig. 8.14b. Notice the
similarity to the domino carry circuit. However, we no longer need
the intermediate carry gates, as the carry values are available in a
distributed fashion in this arrangement. We have chosen a 4-bit
adder to reduce the number of series propagate transistors, which
reduces the influence of.body effect. Note that if all propagate signals
are true, and C is high, six series n-transistors pull the output node
low. This worst-case propagation time can be improved by bypassing
the four stages if all carry propagate signals are true [PBHKB82]. The
additional circuitry needed to achieve this is shown in Fig. 8.15.
It consists of a dynamic AND gate, which turns on a carry bypass
signal if all carry propagates are true. Note that although the circuits
have similar circuitry the node capacitance at intermediate nodes
in the lookahead gate is approximately 1/2 that of the Manchester
chain. Thus this arrangement should improve the overall speed of
the adder. The optimum number of cascaded stages may be calculated
for a given technology by simulation.

Fig. 8.16 demonstrates a layout plan for this adder. Two parallel
carry chains are used, one to propagate the carry and the other to
provide local carries for SUM generation. The latter signal is more
heavily loaded and thus would slow the carry chain if this was
used as the sole carry chain. A horizontal 1-bit strip consists of the
carry propagate and generate block, the two carry chains, and the
sum block. The end cells in the carry chain differ slightly to include
the gates needed.

FIGURE 8.15. Manchester
lookahead circuitry
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8.2.6 - Binary lookahead carry adder

Reviewing the equations for the binary adder we have

Ci=G + PCi—,
P, = A; + Bior A; @ B;
’ G; = A;. B

S, = C_,®P, (fP, =A®B)

Both G; and P; can be determined in constant time, so C; is the only
time critical term that needs to be calculated. We can define a new
operator o, which has the following function:

g plolg.p) =g+ (pghpph - (8.10)

where g, p, g', p’ are boolean variables. It can be shown that this
new operator is associative [BrKu80}, and the carry signals can be
determined by

G =G,

A C_I

CARRY
EVALUATION

A, __,’_D— BLOCK

__________ ‘,
i a FIGURE 8.17. Carry look-
ahead adder

where

{81, 1) ifi=1
(Gi. P} = 1 (g pi) = 0 (Gi_y, Pioy) ifz2<i=n (811)
= (8, pi} 0 (8-1, Pi-1) = 0 (& P1):

The associative property of the o operator allows the process-
ing elements to be embedded in a binary tree structure of depth
Oflog n). A generalized carry lookahead adder is shown in Fig. 8.17.
It is composed of a G and P term generator, the carry block, and a
sum block.

The carry block is shown in more detail in Fig. 8.18 for a 4-bit
adder. Note that the lookahead structure is implemented as a binary
tree followed by an inverse binary tree. The carry propagation time
in this structure is proportional to log, of the size of the adder. A
suitable floor plan for a 4-bit version of this adder is shown in Fig.
8.19, with the schematics shown in Fig. 8.20. If we use complementary
gates, then the o function can be implemented as (g, p) 0 (G, P) =
{g + (p.G), p.P). Alternate columns use the inverse function, (g, p)
0{G,P) = (g(p + G), p + P). In addition, signals are buffered in
the locations where the o processors are absent.
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52

FIGURE 8.18. Carry block
. #5r BLC adder

“HGURE 8.19. Floor plan
for 4-bit BLC adder
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FIGURE 8.20. BLC adder
schematics

This adder is best generated using a procedure. The following
‘C’ procedure, based on a procedure in [BrEw82], generates an n-
bit adder. (An alternative floor-plan consists of a vertical carry block
with a tree routing channel to connect the appropriate gates.}
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pdder Procedure (n bit adder) }

else 1f (imod < d) plot WA

a =¢é; else
a = TRUE; .
do |  /*normal tree portion*/ if (i%2) plot WB
for ( 1 = 1; L <= n; i ++ ) /*one else plot WR
column*/ ]
{ u;ove cell position up ﬁ
if ((i%d) == 0) reset cell position to bottom and '
{ right one position
if (a) plot cell BR d /=2 —
else plot cell BB a= ~ 8a;
} }-while (d >= 1 );
else if ((i%d) <= (d/2))
{ Note that a similar floor plan could be used if dynamic logic
if (i%2) plot cell WB was used to implement the functions. If domino logic is used, the 3
‘else plot cell WA o function can be directly implemented. However, careful consid- -
} eration would have to be given to buffering the long vertical lines
else plot WA that occur in the carry generation block. A possible circuit strategy
move cell position up is shown in Fig. 8.21. Note that the basic floor plan can remain the M
::eset cell position to bottom and move same for t.h'e static version, a domino version, or an N-P CMOS oA
right one position version. This ad.der seems to be of greatest use for adders that are
q *= 2; larger than 16 bits.
a= -3
}
while (4 <= n);
d / = i; a7 5.
i > N = ) TR
éﬁ §<3*dinverie tree portion.*/ 8.2.7 Carry select adder o
for (i = 1; 1 <= nii+s) Another approach to fast adders that expends area in favor of speed
{ imod = i%(2*); is to use a carry select .adder. The basic scheme is shown in Fig.
if (1 < (2*d)) - 8.22a [UyKY84]. Two ripple carry adder structures are built, one >
{ with a zero carry-in and the other with a one carry-in. This is
1f (i%2) plot cell WB ) repeated for a certain sized adder, say, 4-bits. The previous carry
else plot cell WA then selects the appropriate sum using a multiplexer or tri-state
} adder gates. The stage carries and the previous carry are gated to —

else if (imod == d)

if (a) plot cell BA
else plot cell BB

else if (imod == 0 )

if (i%2) plot cell WB
else plot cell WA

A i ik R R R o LR

form the carry for the succeeding stage. As a further optimization,
each succeeding ripple adder may be extended by one stage to
account for the delay in the carry lockahead gate. Thus for a 32-
bit adder, the stage numbers are 4-4-5-6-7-6, as shown in Fig. 8.22b.
This yields an adder with approximately (4 + 1 + 1 + 1+ 1 +
1), or 9 gate delays for a 32-bit addition. The ripple adders may be
designed statically, dynamically, or by using a combination of these
approaches.
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8.2.8 Parity generators

A function related to binary addition is parity generation. Frequently
it is necessary to generate the parity of, say, a 16~ or 32-bit word.
The function is

PARITY = A, @A D A, @ As ~ @ An.

Fig. 8.23a shows a conventional implementation. Fig. 5.11d shows
a schematic of a 4-input parity generator that employs cascade logic.

(8.12)

A number of these may be cascaded to perform a 32-bit parity

function (Fig. 8.23b) [Tsai83]. A static 4-input XOR that could be

used is shown in Fig. 8.23c [GrHi83]. Ina data path, Fig. 8.23a may
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be implemented as a linear column with a tree routing channel
connecting the XOR gates.

8.2.9

A magnitude comparator is useful to compare the magnitude of two
binary numbers. One can build a comparator from an adder and a
complementer, as shown in Fig. 8.24a. Another approach is to use
a pass logic function, as shown in Fig. 8.24b [Whit83]. This may
be single-ended or complementary, as discussed in Chapter 5 and
is used as shown in Fig. 8.24. )

Comparators
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FIGURE 8.22. Carry select
adder _
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8.3 Binary counters

Binary counters are used to cycle through a sequence of binary
numbers. One can consider asvnchronous or synchronous counters.

8.3.1

A “ripple-carrv” binary counter is shown in Fig. 8.25. This is based
on the 2-phase static D flip-flop introduced in Chapter 5. A counter
stage is shown in Fig. 8.23a. This counter stage may be cascaded,
as shown in Fig. 8.25b. Note that the clocking of each stage is carried
out by the previous counter stage, and thus the time it takes the
last counter stage to settle can be quite large for a long counter
chain. This is an asynchronous counter as the counter outputs change
at different time instances.

Asynchronous counters

8.3.2

Synchronous counters generally require a “lockahead” signal to be
generated, similar to that used in the design of fast adders. These
counters tend to be more complex than simple asynchronous counters

Synchronous counters
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but have the advantage that stages are clocked simultaneously and
the outputs change in a synchronous manner. One approach is to
use D flip-flops and steering circuits to provide the D input signals.
Fig. 8.26a shows such a structure {KrLi83]. In this circuit, the first
stage operates as a simple divide by two stage, with Q fed back to
the D input. Subsequent stages drive Q or Q back to D via a mul-
tiplexer. This switching is enabled when the two previous stage Q
signals are true. This style of counter does not really lend itself to
a regular layout but a possible floor plan using standard cells is
shown in Fig. 8.27. The counter is representative of a counter that
might be used in a gate array or standard-cell design system.

One can also design a counter by using an adder and a register.
The overall scheme for this is shown in Fig. 8.28a. Basically, the

q2 q3 L q4
p Q o @ D a
BCK BCK pCK
CK_ QP > CK apj P CK Q
R A i
) 10 successws)
STAGES

Synchronous counter schematic

8.3 BINARY COUNTERS
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Q
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—3ck
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—3 ckd
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q
vdd
v v v v
o @ o @
Q
g staticd staticd nd2 inv
vss

STAGE 2

FIGURE 8.27. Synchronous counter floor plan using standard cells

adder is arranged as an accumulator such that it increments (in the
same manner as a counter). Note that ‘a decrementer may be con-
structed by changing the inputs as shown in Fig. 8.28b. Where only
an incrementer (or decrementer) is required, the adder may be con-
siderably simplified as one of the input terms is permanently zero
(or one). A further circuit using an XOR gate, an AND gate, and a
D flip-flop is shown ‘in Fig. 8.28¢c. A circuit for the combinational
incrementer is shown in Fig. 8.29. This is derived from the adder
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FIGURE 8.28. Adders as incrementers and decrementers

FIGURE 8.29. An adder
counter circuit

circuits previously discussed. Reset

©

speed that this incrementer can operate is determined by
carry time from the LSB to the MSB. This can be improved using
any of the carry lookahead :techniques discussed in Section 8.2.
s structure is greater than the con-
the structure is highly regular and

can form the basis for a simple counter building blogk.

Although the complexity of thi
ventional synchronous counter,

Voo

circuitry is also included. The

the ripple-

8.4 Multipliers

In many signal processing operations, such as correlations, con-
volution, filtering, and frequency analysis. one needs to perform
multiplication. We will use the multiplication algorithms to illustrate
methods of designing different cells so that they fit into a larger
structure. In order to introduce these designs, we will briefly introduce
simple serial and parallel multipliers. The appropriate texts should
be consulted for more definitive system architectures. The most
basic form of multiplication consists of forming the product of two
positive binary numbers. This may be accomplished through the
traditional technique of successive additions and shifts in which
each addition is conditional on one of the multiplier bits. For example,
the multiplication of two positive binary integers, 12 and 5,,, may
proceed in the following manner:

1100 : 124
0101 : 5y
1100
0000
1100
0000

multiplicand;
multiplier

0111100 : 60y

Therefore, multiplication process may be viewed to consist of the
following two steps:

1 Evaluation of partial product.
2 Accumulation of the shifted partial product.

It should be noted that binary multiplication is equivalent *o a
logical AND operation. Thus evaluation of partial products consists
of the logical ANDing of the multiplicand and the relevant multiplier
bit. There are a number of techniques that may be used to perform
multiplication. In general, the choice is based upon factors such as
speed, throughput, numerical accuracy, and area. Asa rule, multipliers
may be classified by the format in which data words are accessed,
namely,

» serial form
« serial/parallel form
+ parallel form.
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FIGURE 8.30. A basic
(7 oriat multiptier
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8.4.1 Serial multiplier

The simplest form of serial multiplier shown in Fig. 8.30 uses the

 successive addition algorithm and is implemented using a full adder,

a logical AND circuit, a delay element (i.e., either static or dynamic
flip-flop), and a serial to parallel register.

The two numbers X and Y are presented serially to the circuit
(at different rates to account for multiplier and multiplicand word
lengths). The partial product is evaluated for every bit of the multiplier
and a serial addition is performed with the partial additions dlready
stored in the register. The AND gate G2 between the input to the
adder and the output of the register is used to reset the partial sum
at the beginning of the multiplication cycle. If the register is made
of N-1 stages, then the 1-bit shift required for each partial product
is obtained automatically. As far as the speed of operation is con-
cerned, the complete product of M + N bits can be obtained in
M * N intervals of the multiplicand clock.

8.4.2 Serial/parallel multipliers

Using the general approach discussed previously, it is possible to
realize a serial/parallel multiplier with a very modular structure
that can easily be modified to obtain a pipelined system. The basic
implementation is illustrated by Fig. 8.31. In this structure, the
multiplication is performed by means of successive additions of
columns of the shifted partial products matrix. As left-shifting by
one bit in serial systems is obtained by a 1-bit delay element, the
multiplier is successively shifted and gates the appropriate bit of
the multiplicand. The delayed, gated instances of the multiplicand
must all be in the same column of the shifted partial product matrix.
They are then added to form the required product bit for the particular
column.

This structure requires M + N clock cycles to produce a product.
The main limitation is that the maximum frequency is limited by

Yo Yy ¥z Y
X a 1 a
— ——
z r—
B o nan
& & Sy S Gy

et ey A L— A

X m Xy X% %

Yo=Yy 5% Y, | = FuLLADDER « DELAY ELEMENT

FIGURE 8.31. Basic structure for serial/parallei multiplier

the propagation through the array of adders. The structure of Fig.
8.31 can be modified into pipelined systems by the introduction of
two delay elements in each cell, as shown in Fig. 8.32. If rounding
or truncation of the product term to the same word length as the
input is tolerated, then the time necessary to produce a product is

Y

I

PARTIAL

SUM IN

.a*

s ey PARTIAL
SUM OuT

FIGURE 8.32. Pipeline
muitiplier structure
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2M clock cycles. In this case the multiplier accumulates partial PPER CLOGK ROUTING g:‘,:':z’,,
product sums, starting with the least significant partial product. Voo b
After each addition, the result is an N-bit number that shortens to . < REGISTER (2 ts) xour
N-1 bits before the next partial product is added. Here, it can be Ves
noted that the chip area increases linearly with the length of the o, \ab REGISTER (2 b8 oo
multiplier. Vs

Fig. 8.33 shows a schematic of a two-stage serial multiplier stage

. , . . REGISTER AND GATE | y REGISTER A
based on the work of Lyon [Lyon76], in which the basic solution Yy 4 ERAND GATE ¥ gur

described so far has been modified so both words are in serial form. , Ao\éf: ADD oyt
The floor plan for a 2-bit section is shown in Fig. 8.34a, and a ° Voo ADDER ADDER
symbolic layout is shown in Fig. 8.34b. (Designed by C. Durwood . _
ss
LOWER CLOCK ROUTING |
@) S
X kS = 7
[ (A 3y 4, L2 L¢3 . R ks == —;‘ = = =
Py T N e tdei
. ==y 3 £ F sl R [ s £sv= -8
o C [} N_3 [] ; ] -
e | 1 | 8 (8 K L3 =] l ) =]
L] é, é, | ' Bﬁ 1% ~
i i il B !
TLie] 3
e ;E:l =]
[ 1 =gy :
. [ ] a 2N BER l: []
% Yo : i : A e |
; ’ 3= ; 11 : 2 e == < 8 ¢ I ;
— . " s sgajege_s i
= o j‘—‘ T
::' : : -' = : ~ ‘_' - i [:_; :'z‘ = Y
s, . Z B - - i . ] - ] ’5‘%
2 = : = = FIGURE 8.34. Serial muiti- :
] (LI 3 = == = plier cell layouts
2
Rogers and S. W. Daniel, MCNC) Note that although the designers ‘
used a 2-phase clocking scheme, the clock routing is not particularly —
difficult. The design illustrates the modularity of this type of mul- D

FIGURE 8.33. Two-stage serial multiplier tiplier. Plate 11 shows this design in color.
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8.4.3 Parallel multiplier

A parallel multiplier is based on the observation that partial products
in the multiplication process can be independently computed in
parallel. For example, consider the unsigned binary integers X and
Y:

m-—1
X= X;2!
i=0
n-1
Y=Y Y2
j=0
The product is found by
m-1 n—1
P.=XY. = 2 X2 S oy
’ i=0 j=0
m-1n-—-1
=3 Y Xy’ {8.13)
i=0 j=0
m+n—1
= ¥ P2~

k=0

Thus P, are the partial product terms called summands. There are
mn summands, which are produced in parallel by a set of mn AND
gates. For 4-bit numbers, the expression above may be expanded as
in Table 8.2.

An n x n multiplier requires n(n-2} full adders, n half adders,
and n? AND gates. The worst-case delay associated with such a
multiplier is (2n + )7, where 7, is the worst-case adder delay.
Fig. 8.35 shows a cell that may be used to construct a parallel
multiplier. The X; term is propagated vertically, while the Y; term
is propagated horizontally. Incoming partial products enter at the
top left. Incoming CARRY IN values enter at the top of the cell.
The bit-wise AND is performed in the cell, and the SUM is passec!
to the next cell at the lower right. The CARRY OUT is passed to

TABLE 8.2. 4-bit multiplier partial products

X3 - X2 X1 X0  Multiplicand
Y3 Y2 Y1 Yo Multiplier
X3Y0 X2Y0 X1Y0 XOYD
X3Y1 X2Y1 X1iY1 Xori
X3Y2z X2Y2 X1y2 XoYz
X3Y3 X2Y3 X1Y3 XoY3
P7 P6 P5 P4 P3 P2 P1 PO Product

%

et

the bott9m of the cell. Fig. 8.36a shows the multiplier array with
the partial products enumerated. This arrangement may be drawn
as a square array, as shown in Fig. 8.36b. which is the most convenient
for implementation.

FIGURE 8.36. Parailel multiplier array

(2) ®
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FIGURE 8.35. Parallel
muitipiier celt




FIGURE 8.37. Parallel
multipiier floor plan (4*4)
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nort nor nor nor obuft
norin tfa2 ta2 tfa2 obut
norin a2 tfa2 tta2 obut
norin fa2 tta2 tfa2 oout
nuli a2 ta2 a2 obufd
nullb obufs obufs obufs obufob

The cell design for this multiplier is relatively straight-forward,
with the main attention paid to the adder. An adder with equal
carry and sum propagation times is advantageous, as the worst-case
multiply time depends on both paths. The transmission gate adder
was chosen in an implementation of a 16 x 186 version of this
multiplier for this reason. The ficor plan af a4 X 4 version is shown
in Fig. 8.37. The final summation can use a carry lookahead adder,
but in this version a variation of the TG adder cell was used as a
rippled-carry adder. Some cell layouts are shown in Fig. 8.38 along
with the detailed layout for the complete multiplier in Plate 13.
The floor plan for the multiplier is relatively simple but it may be
used as an example of how to plan cells for a layout. The adder
cells (Plate 12) form the core of the multiplier as a 3 * 3 array in
the center of the design. The various boundary cells are arrayed
around these cells. Buffers line the bottom and right edges (Fig.
8.38b) of the layout. Vpp and Vss are fed vertically and tapped off
horizontally to each cell. AND gates line the top and left (Fig. 8.38a)
border of the array. The final adder cell is shown in Fig. 8.38c. Note

B
]

¥y
¥

CLEEpeLEE

()

8.4 MULTIPLIERS

©

FIGURE 8.38. Muitiplier cell layouts
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that it is a modification of the array adder with rearranged ports N
for the ripple carry.
g As can be seen from the figure, the time for product evaluation
is determined primarily by the propagation delay of signals within
the array. Thus the product is produced much more quickly when s
e compared with the previous serial or serial/parallel multiplier struc- R Ress §
i tures. However, the penalty that is paid for this increase in speed ——— ] MEMORY ARRAY M
! is that the amount of chip area now required is proportional to N?, M z
where N is the word length for both the multiplicand and the T
P multiplier.
! .
' 8.4.4 Other multiplier structures COLUMNOECODER |4 o pua
) We have presented some simple approaches to multiplication to 2
} illustrate‘the way a larger system_is built out of smgller components. N-K FIGURE 8.39. Random ac-
. The architectural trade-offs at this level are very diverse, and rather COLUMN ADDRESS cess memory structure
than deal in any detail with other forms of multipliers, we refer the
B reader to the literature. easier to design and are potentially less troublesome than dynamic
/ RAM:s. Static RAMs tend to be faster (but much larger) than dynamic
; RAMs.
A typical random access memory chip architecture is shown in
. 8.5 Random access memory Fig. 8.39. Central to the design is a memory array consisting of 2"
; by 2™ bits of storage. A row (or word) decoder addresses one word
. . , of 2™ bit 3 . i
Cendos s ey hs hip vl e clsed s oy o of 7 bl ut f < words T alumn ) dcedr s
hag an access n,me 1n§epenc}ent of the physmg} locatl.on of the data. multiplexer, which routes the addressed data to and from interfaces
This is contras:ed with serial access memories, which have some to the external world

; latency associated with the reading or writing of a particular datum,
and with content addressable memories. Within the general clas-

sification of random access memory, we can consider read only 8.5.1 Static RAM cells

memory (ROM) or read/write memory (commonly called RAM). Fi . . . . .
write - g. 8.40 illustratés a generic static MOS RAM cell. The circuit

ROMs usually have a write time much greater than the read time consists of a crosscoupled inverter connected by pass transistors to

(programmable ROMs have write times of the order of milliseconds),
. while RAMs have very similar read and write times. Both types of
memory may be further divided into synchronous and asynchronous
categories. Synchronous RAMs or ROMs require a clock edge to
enable memory operation. The address to a synchronous memory
only needs to be valid fora certain setup time after the clock edge.
Asynchronous RAMs recognize address changes and output new
data after any such change. Synchronous memories are easier to
design and usually form the best choice for a system level building
block, as they can generally be clocked by the system clock.

The memory cells used in RAMs can further be divided into
static structures and dynamic structures. Static cells use some form
of latched storage, while dynamic cells use dynamic storage of charge
on a capacitor. We will concentrate on static RAMs as they are

Al

e

3

FIGURE 8.40. Static MOS
RAM circuit
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FIGURE 8.41. Static CMOS RAM celi circuit and symbolic layouts

a BIT and BIT line. The load device may be a depletion or en-
hancement transistor, a p-transistor, or an undoped polysilicon re-
sistor. The purpose of the load is to counteract the effect of charge
leakage at the drains of the pull-down and pass transistors.

* To write the cell, DATA is placed on the BIT line, and DATA
is placed on the BIT line. Then the WORD line is asserted. A read
operation commences by precharging the BIT and BIT lines. The
word line is asserted and either the BIT or BIT line will be discharged
by one of the pull-down transistors in the cell. An alternative to
using precharge is to use static pull-ups on the BIT lines.

Typical static CMO3 cell layouts with p-transistor loads are
shown in Fig. 8.41a. As the WORD line controls the two pass tran-
sistors, this is routed in polysilicon through the center of the cell
(Fig. 8.41b). The BIT and BIT lines are routed horizontally in alu-
minum. An alternative cell is shown in Fig. 8.41c. If second level
metal is available, the cell shown in Fig. 8.41c benefits by having
the BIT lines run in this layer. Plate 14 shows the layouts in color.

Variations on the six-transistor cell include cells with five tran-
sistors and two-ported memory cells. A five-transistor cell used in
a 16K CMOS/SOS RAM [DiSt79] is shown in Fig. 8.42a. By replacing
metal contacts with buried contacts the cell size is reduced. In
addition, only one bit line is run through the cell. This causes a
problem when writing the cell, which is solved in this design by
raising the WORD line voltage to a value above Vpp. This voltage
is generated on-chip. Note that the butting N and P diffusions (legal
in SOS) create the diodes shown in Fig. 8.42a. A two-ported memory
cell is shown in Fig. 8.42b. This cell is often used in microprocessor
structures. If only one port needs to be written, a transistor may be
deleted. The layout shown in Fig. 8.41¢c allows independent read
ports for dual-ported reads, while the two bit lines are used to write

T Jj woro 1

WORD
WORD BIT2 WORD 2 WORD 2
)]
8T v T
oD
WORD WORD
1 I <0 L
Er— -
M M
i MATCH
.4
© )

the cell. This is of particular use in a three-address architecture
microprocessor (A op B — C}.
Finally, in Fig. 8.42c, a content addressable memory (CAM) cell

is shown [Hou83]. In normal operation, reads and writes are performed ~

in an identical manner to the static cell. For a comparison operation,
DATA is placed on BIT and DATA is placed on the BIT lines (as
opposed to DATA on BIT and DATA on BIT during a normal read
or write). If the data matches that in the cell, then the match transistor
will remain turned off. If any cell has data that does not match, the
match transistor pulls a previously precharged MATCH line low.

8.5.2 CMOS static RAM cell design

In order for the RAM cell to combine reliability with small size,
some design criteria will be reviewed. In the following design, a
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FIGURE 8.42. CMOS RAM
variations a) S-transistor
RAM; b) 2-port RAM;

¢) content-addressable
memory (CAM)
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FIGURE 8.43. Read pro-
¢~~s in a static RAM
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RAM design with fully precharged BIT lines will be discussed.
There are other variations on this structure that vary the precharge
voltage to improve speed performance. Some RAMSs use no precharge
at all. The design presented here is a wsafe” design that is fairly
tolerant to process variations but is not the fastest that can be designed.
The following explanation is relatively brief but will serve to illustrate
some of the design points.

Starting with the p-load transistor, we have seen that this can
‘be minimum size, as it only has to offset the effects of leakage.
Next, considering the pass transistor and pull-down transistor sizes,
it should be noted that the effective series ratio of these two transistors
will determine the pull-down speed of the bit line. This ratio will
also affect the write operation. The size of the pass transistor also
directly affects the load on the word line, thus altering the rise and
fall time of the word line. This effect may be moderated by increasing
the word-line driver. Let us assume the model shown in Fig. 8.43.
A “unit” {minimum]}-sized n-transistor is chosen for the pass transistor
to reduce the load on the word line and to minimize the cell size.
Consider the effect of a unit-sized pull-down transistor.

The fall time is 27, where

_ 4 GCor
B. VDD

B, gainof unit-sized n-transistor.

TF

1f the pull-down is a double “unit’-sized transistor, the fall time
will be approximately 3/2 7. Apart from speed considerations, the
relative sizes of the pass transistor to the cell pull-down also have
to be ratioed to prevent spurious write operations occurring while

the cell is being read. For instance, if the pass transistors were .

infinitely large, the cell storage nodes would both be pulled to Vpp
— V,,. This effectively erases any state held in the cell. Thus the
pass to pull-down has to be ratioed such that the pull-down is able
to clamp the stored “low” to well below the inverter switching
point. A conservative rule would be to ratio the transistors so that
the node voltage is not raised above the n-transistor threshold. Note
that the dynamic operation of the cell will be affected by the ratio
of the BIT line capacitances to internal memory cell capacitances
due to charge sharing.
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Considering the write operation, the ratios have to be selected
in such a way as to switch the cell. Fig. 8.44 shows a model of the
write process. We assume a 0 is stored at node X and a 1 stored at
Y, and we desire to set X to 1 and Y to 0. When the WORD line
is asserted BIT is 1 (Vpp) and BIT is 0. Node Y falls towards Vss.
The voltage that Y falls to has to be sufficient to turn transistor P,
“on.” Thus the ratio of N, to P, has to be such that this voltage is
approximately 2/3 Vpp (greater than the threshold of P,). Node X
rises to a voltage determined by the ratio of transistors N, and Nj.
In this manner the crosscoupled inverter pair is unbalanced and
positive feedback then causes the cell to switch states.

8.5.3

A four-transistor dynamic RAM cell may be achieved by deleting
the p loads of the static cell. as shown in Fig. 8.45a. This cell and

Dynamic RAM cells

8T BIT

@

FIGURE 8.44. Write pro-
cess in a static RAM

Brr
J- WRITE -L WORD
READ2 READ )
. ! l DATA 2
" T —
READ 1 T
()  WRITE DATA READ DATA ©

FIGURE 8.45. Dynamic RAM circuits




FIGURE 8.46. Multiple
read/write RAM floor plan
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READ MEMORY WRITE
DECODER ARRAY DECODER

the other dvnamic cells have to be refreshed to retain the contents
of the memory. Design considerations are similar to those of the
six-transistor static RAM.

A three-transistor cell is shown in Fig. 8.45b. The cell stores
data on the gate of the storage transistor. Separate read and write
control lines are used. Multiple read ports may be added quite
easily, as shown in the figure. In addition. separate or merged read
and write data busses may be used. A typical floor pian is shown
in Fig. 8.46, where the read decoder is placed on one side of the
memory array and the write decoder is placed on the other.

For the cell shown in Fig. 8.45b; the write operation proceeds
by placing DATA on WRITE DATA and asserting the \WRITE line.
A read operation proceeds by precharging READ DATA and then
asserting the READ control line. Design considerations in the three-
transistor cell may include sizing the capacitance C, to ensure adequate
data storage time. All transistors are usually made minimum size.
The write transistor can be made a little longer than minimum to
reduce any subthreshold leakage problems. This cell needs to be
refreshed to retain the memory contents.

A one-transistor cell is shown in Fig. 8.45¢ [Ride79]. The memory
value is again stored on a capacitor. Sense amplifiers sense the small
change in voltage that results when a particular cell is switched
onto the BIT line. This type of cell forms the basis for most high
density DRAMs.

As far as the average system design is concerned, the static six-
transistor cell or dynamic four-transistor or three-transistor cells
should be used since they involve the least amount of detailed
circuit design and process knowledge. As a general system design
principle, large amounts of memory should only be included in a
design if the performance of the system is affected. Commercial
RAM manufacturers are much better at designing RAMs than the
average system designer. If dense memory can be partitioned off-
chip with no performance degradation, then this is a good approach
to take. Quite often one finds that fast caches or CAMs are good
candidates for inclusion in a user specific design.

8.5.4 ROM cells

Read only memory cells may be implemented with only one transistor
per bit of storage. A ROM is a static memory structure in that the

AR

b
§:3
X
5
e
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g

FIGURE 8.47. "ROM arrays

state is retained indefinitely — even without power. A ROM array
is usually implemented as a NOR array, as shown in Fig. 8.47a. Fig.
8.47b shows a possible layer assignment for a ROM. Note that a
NAND array may be used if ultra-small ROMs are required, but as
discussed elsewherg, these implementations will be quite slow.

Mask programmability may be achieved via contact programming,
presence or absence of a transistor, or an implant to turn a transistor
permanently off or on. Other technelogy options may be possible
such as electrically erasable random access memories, but discussion
on these types of ROM is beyond the scope of this text.

Several symbolic layouts for ROM cells are shown in Fig. 8.48,
along with some programming techniques. The programming tech-
nique would depend on the amount of programming that is required.
In a microcode ROM in a microprocessor, transistor programining
would be preferable, as this would minimize the dynamic power
dissipation (less capacitance on word lines). It can also affect speed
if the load on word lines can be balanced in a sparse ROM. In a
generic circuit that is mask programmable, metal programming may
be desirable.

8.5.5

The row decoder in a random access memory is required to select
1 of 2™ rows. For instance, for a four-word memory, the truth table

Row decoders

¢+ DIFFUSION:
’5 %'J POLY "
’_?'— :‘1 }‘1 },_1 POLY
DIFFUSION
J g {'J {'J POLY
} } } POLY
’_;_"" ’_? 3 3 23— DiFFUSION
METAL METAL METAL

[SRURUE

[

[



ko
&
o)
p 4
»>i
O)
°>
p J
>

CHAPTER 8 CMOS SUBSYSTEM DESIGN

i
1 Sl

Wiw wim

e B B SRR

(=l

SR 3

s i SRS

i

1 O
0 L

B ‘tiill‘ﬂﬂlpj{l;ﬂ’gf o
ML

e
+Imn|+|uu
|Il\lhl il L

g0 L
1

yNn
1 ) O
L TIRTORAT g i T
coog o R bR e

w1 O L
. lmnmunﬁm 1
il W

i ot

i
HLEE
T

i i

(a) ®)
FIGURE 8.49. Row decoder logic schematics
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?.SOa shows one approach, while Fig. 8.50b shows an alternative
implementation. A 2-input NOR gate is preferred for the last stage
to allow fast rise time. The p-transistors in the gate should be designgd
to achieve the required rise time on the WORD line. A further

{ iURE 8.48. ROM sym-

L-.Ic layouts
Ao Ag Ay

Ay
is shown in Table 8.3. This may be implemented as a set of NOR Ay :‘:;__:-D
gates, as shown in Fig. 8.49a, or in AND gates, according to Fig. A \;D)_H Az J_l_:[>0—a
8.49b. As we will see, the NOR implementation is preferred. ¢ ‘ A:ﬁ}

When considering a memory cell (RAM or ROM) with precharged A
BIT lines, the simple NOR structure may be used. However, usually @ _L:DO—F!‘H
buffering is required to drive the WORD line. In this situation, we o
then have an OR structure in which all decoders except one are

activated. This leads to multiple WORD lines being asserted and LI ...~ WORD,_
hence to corrupted data in the cells addressed. An additional problem = '
in CMOS occurs if a static NOR gate is used. The series p-transistor Voo
structure slows the WORD line rise time and also increases the size . é} L WORD, .,
of the decoder. Ao— L hd
if a static decoder is required, then the gate input reduction L =
techniques previously mentioned in Chapter 5 may be used. Fig. ¥ A—d : ... WORD,_,
TABLE 8.3. 2-bit row decoder function i y WORD WORD
INPUT OUTPUT » B J’ ]

4o A, Ro B, R, R, Lok —ipp g s~AC AL

0 0 1 0 0 0 l

0 1 0 1 0 0 : vl

1 0 0 0 1 ] © (@

1 1 0 0 0 1

FIGURE 8.50. Static row decoder circuits
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FIGURE 8.51.
AND decoder

Dynamic
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pseudo-nMOS decoder is shown in Fig. 8.50c. In this design, all
inputs have to be “off” for the output of the gate to rise. Transistors
driven by A3 and A4 must be ratioed relative to the p pull-up chain
to adequately pull the word line down when those transistors are
selected. This gate dissipates static power in all gates where AQ,
A1, and A2 are ‘0’. Fig. 8.50d shows a further implementation of a
CMOS row decoder that employs a static NOR gate, a static NAND
gate, and a specially connected inverter. In the decoder shown, 1
of 16 NOR decoders will have the output set high. This high is
passed to the inverter. One of the four inverters will have a low
output. This turns the p-transistor in the inverter on and passes a
high to the word line. The n-devices keep the other word lines low.
Note that 1 of 64 row decoders is enabled and draws power. The
circuit could be slow due to the series p devices, but is small in
size.

Dynamic row decoders are small, fast, and relatively safe to
design. A very simple row decoder is shown in Fig. 8.51. This uses
a pseudo-domino AND gate. This was successfully used for the 1
of 32 decoder in the RAM discussed in Section 9.1. The speed was
carefully measured via simulation and found to be adequate for the
application. A faster NOR based decoder is shown in Fig. 8.52. In
this circuit a domino NOR gate does the decode. For pseudo 2-
phase, clocking precharge is during ¢1 = 1 and evaluation of the
NOR gate is during ¢1 = 0. The second clocked stage is a dynamic
NAND gate, which is precharged during ¢1 = 1 and evaluated
during #2 = 1. This feeds an inverter that drives the WORD line.
Thus after the NOR gate has evaluated only 1 of 2™ NOR decoders

- ,
CLOCK g

WORD LINE

WORD
BUFFER

Seit ey A @ Rt

LINE

will remain precharged. Hence, only 1 of 2™ NAND gates will discharge
and only 1 WORD line will be asserted through the inverter. Note
that further decoding may be incorporated into the NAND gate. If
required, this value can be latched by adding the circuitry included
in the dotted outline. Concentrating on the last circuit, a circuit and
representative symbolic physical implementation is shown in Fig.
8.53. The NOR transistors are usually made minimum size. The
precharge transistors are sized to allow appropriate pull-up times.
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FIGURE 8.52. Dynamic
NOR decoder

FIGURE 8.53. Symbolic
layout for dynamic NOR
decoder
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{ 3URE 8.54. Methods of
' ducing poly word line
delay in a RAM
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The design might start by calculating the capacitance load on the
WORD line. The WORD buffer is then designed to drive this load
in the required time. This then determines the precharge transistor
size in the dynamic NAND gate. At first cut all other transistors
may be made minimum size. The precharge transistor in the NOR
gate may be sized to precharge this node in appropriate time. A
good approach is to design the complete gate with minimum sized
transistors and then simulate with the appropriate WORD load. Each
transistor may then be optimized to improve speed. Note that any
increase in transistor size loads the driving stage. Hence, increasing
the precharge transistors increases the load on the ¢, clock driver.
Thus any adjustment in transistor size must keep these changes in
mind.

I WORD lines are run in polysilicon (as opposed to silicide),
then the distributed RC delay can be quite high. Fig. 8.54 shows
three methods of dealing with this. Firstly, the memory array may
be split (Fig. 8.54a). Secondly, multiple row decoders may be used
(Fig. 8.54b). Finally, intermediate buffers may be used (Fig. 8.54c).

8.5.6 Column decoders

The column decoder is responsible for selecting 2% out of 2™ bits
of the accessed row. Two methods will be considered. The simplest
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is the tree decoder shown in Fig. 8.55. Note that in the case of a
memory with precharged BIT lines, care must be taken to precharge
the sense amplifiér (Section 8.5.7). This decoder is also potentially
slow due to the series pass gates. It is a unilateral circuit, quite well
suited for a ROM. An alternative column decoder is shown in Fig.
8.56. In this design. a NOR gate switches a single transmission gate.

DATA DATA
8ITO —%‘
arr ° ‘%
BITn
v v
TO SENSE
AMPLIFIER

FIGURE 8.55. Column tree
decoder

FIGURE 8.56. Logic col-
umn decoder
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FIGURE 8.57. RAM write
circuitry
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As the column decoder has a long setup time (Terecuarce + Lworp
+ Tamr), static gates may be suitable in this role. The transmission
gate may be a single transistor or a complementary transmission
gate. ’

8.5.7 Read/write circuitry

Once a particular pair of BIT lines have been selected, circuitry is
required to write and read the cell. The write circuitry is relatively
straight-forward. Fig. 8.57 shows a variety of techniques [MMSNB80].

The read circuitry can be more complicated. One can use-a
regular inverter as a sense amplifier. In this case, the inverter has
to detect a low going signal (where the BIT lines are precharged
high). The problem with this is that the fall time can be quite large.
The speed can be improved by moving the switching point of the
inverter towards Vpp. This is achieved by altering the ratio of Bn
to By- A suitable inverter is shown in Fig. 8.58 (in this case, using
unit-sized transistors, a 2-input NAND structure is used). We have
in effect reduced the noise margin to increase the sensitivity of the
amplifier. Note that if leakage lowered the BIT