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Foreword by Andy Lyman

The book in your hand makes a unique contribution in the field of Artificial 
Intelligence (AI). The mention of the word AI is almost synonymous with 
imagery of data centers, complex analytics, neural networks, and automa-
tion. The age-old stories of robots taking over humans and computers beat-
ing chess masters add to the spice. I am fortunate to be witnessing the 
growth of AI as a technology as it coincides with my own growth from that 
of technology expertise to managing and growing a business. Businesses, 
for most part, are not interested in the dramatic presentations of AI includ-
ing its replication of human interaction. 

How can AI help my business be more profitable? This is the crucial ques-
tion and, perhaps, the only question that business is interested in. Having 
implemented AI projects and run successful businesses in the past and, cur-
rently, as Chairman of the Board for All Point POS, I can tell you with 
complete certainty that business is extremely keen to know how AI will help 
solve problems, create profit, support critical thinking, and enable the busi-
ness to provide customer value. Business is also very keen to remain lean and 
agile – important business characteristics that are developed with AI.

Way back in 1993, I was a member of a four-person team that imple-
mented the first real-time Neural Network fraud detection system for the 
Credit Card industry at Household Credit Services. Even this early AI 
implementation gained traction in large returns on investment which lead 
to increases to the bottom line for companies. Is the bottom line all that 
counts? Or does customer value what matters most? Are they so inter-
twined that you cannot separate them?

Customer value is precisely where this book is unique. While the authors 
have also provided details on various types of machine learnings and statis-
tical techniques, the focus of their work here is on the application of those 
technologies and techniques to enable businesses to provide and enhance 
customer value.

Another important differentiator of this book in your hand is the way 
it handles the important topic of “optimization”. Almost all AI litera-
ture focuses on mimicking human brains in order to do what humans do 
– albeit much faster and with increasing accuracy. This book argues for 
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optimization, which is in the realm of re-engineering of businesses rather 
than automating them. As a result, the chapters in this book deal with 
business strategies, business process modeling, quality assurance, and 
cybersecurity. Business Optimization, as argued in this book, is detailed 
examination of all business functions to ensure that they use AI in order to 
generate customer value. This book discusses these important topics around 
holistic transformation to a digital business using data and AI.

In handling the important softer aspects of AI application to business, 
the authors do a great job in dedicating an entire chapter on ethics, moral-
ity, and biases in decision making. The importance of Natural Intelligence 
(NI) in making decisions and understanding their consequences cannot be 
overemphasized. The role of personalities in decision making and, eventu-
ally, business agility is something I emphasize during my guest lectures to 
the MBA class at the University of South Florida. I am delighted to note 
these soft topics are duly discussed in this book.

Apart from my work in the industry, I am also a proud Rotarian. As this 
gets written, Rotary is on the brink of introducing a seventh area of focus 
dealing with sustainability and the environment. The importance of AI 
and Machine Learning (ML) in tackling the challenges of sustainability is 
beyond doubt. I look forward to the application of discussions in this book 
in practice to sustainability and many other such areas that are important 
for the quality of life on the Earth.

Andy Lyman
(Sarasota, Florida, USA)

Andy Lyman is a leader in the software domain –  
specializing in e nterprise Retail Solutions using 
the Teamwork Retail software. Andy serves as 
Chairman of the Board for All Point POS – a 
leader in Retail Point of Sale Technology. He 
has delivered guest lectures in the University of 
South Florida on the intersection of Agility and 
Leadership. Currently he serves as Vice Chair of 
the Muma College of Business Advisory Council. 
Andy is the District Governor Elect in Rotary 
District 6960 in Florida, USA.
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Artificial Intelligence for Business Optimization: Research and Applications 
is a business book discussing the research and associated practical applica-
tion of artificial intelligence (AI) and machine learning (ML) in business 
optimization (BO). AI comprises a wide range of technologies, databases, 
algorithms, and devices. This book aims for a holistic approach to AI by 
focusing on developing business strategies that will not only automate but 
also optimize business functions by giving due credence to processes and 
human aspects. The overbearing focus of this book is on using AI and ML 
from a business viewpoint with the key purpose of enhancing customer 
value. The research elements in this book are also described from a practi-
tioner’s viewpoint. Crucial issues in BO, associated with governance risks, 
privacy, and security, are addressed in this book to ensure compliance of 
AI/ML applications from a business viewpoint. Readers should find the 
discussions in this book direct and practically applicable in their work envi-
ronment. Researchers will find many ideas to explore further in the applica-
tions of AI to business.

The application of AI in business requires a thorough understanding of 
technology, business, and people issues. Most contemporary AI literature 
focuses primarily on technologies and associated analytics. This book gives 
the business primary importance with AI in balance with business decision-
making. This book fills the crucial gap existing in the current literature on 
AI around holistic and strategic application of AI to BO. The nuances of 
risks and challenges encountered in the transformation of various business 
functions and corresponding business processes are neatly outlined. The 
application of AI to not only automate but also optimize business processes 
based on actionable insights is discussed in this book. This book prepares 
the reader to apply AI in BO on an ongoing basis.

This book provides substantial discussions for budding researchers who 
are exploring the industrial applications of AI. This book is also a potential 
textbook for higher-degree classes in AI and business. The authors have 
combined their research expertise with practical experiences and contem-
plations around key topics such as data analytics, machine learning, Big 
Data, cybersecurity, and sustainability. This book is replete with practical 

Preface
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examples that make it easy to understand the concepts and apply them in 
practice.

This book has direct use for leaders strategizing for BO. The challenges 
in BO are also highlighted based on the practical experiences of the authors 
in the industry.

Bhuvan Unhelkar (USA) 
Tad Gonsalves (Japan)
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This book will be of immense value to the following readers:

 a. Practitioners (consultants, senior executives, decision-makers) dealing 
with real-life business problems on a daily basis, who are keen to 
develop systematic strategies for the application of AI/ML/BD tech-
nologies to business automation and optimization

 b. Practitioners keen to provide and increasingly enhance customer value
 c. Researchers who want to explore the industrial applications of AI, 

machine learning, and Big Data that will reduce the risks of these 
applications and provide increasingly more value to business

 d. People responsible for making policies and establishing governance-
risk-compliance (GRC) within and outside an organization, in the 
industry, and also globally to ensure sufficient security and privacy of 
data and corresponding AI applications

 e. Workshop presenters and participants – typically from the industry – 
attending a two-day event in a very practical setting (see the outline 
of a two-day workshop based on this book, below)

 f. Instructors and students of a higher-degree course/subject in a univer-
sity setting

CHAPTER SUMMARIES

Starting with an understanding of AI, ML, and BI, this book develops the idea 
of utilizing Big Data (BD) analytics for optimized business decision-making. 
The reader is updated with crucial concepts of the range of ML approaches 
that handle BD and how to overcome the risks in implementing these 
approaches. This book contains innovative and entirely new ideas around 
dynamic learning that have not been discussed anywhere else in the literature 
on AI. The  following is a statement on each of the 11 chapters in this book:

Chapter 1: Artificial intelligence and machine learning: Opportunities 
for digital business sets the tone for business optimization. and focuses 
on the business opportunities and customer value.

Readers
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Chapter 2: Data to decisions: Evolving interrelationships outlines the 
framework to Think Data and how data evolves into decisions.

Chapter 3: Digital leadership: Strategies for Adoption underscores the 
importance of leadership and strategies in digitizing business using 
AI.

Chapter 4: Statistical understanding of machine learning types: AI and 
ML in the business context deals with the statistical algorithms of 
ML.

Chapter 5: Dynamicity in learning: Smart selection of learning 
techniques develops the concept of dynamically changing require-
ments and  solutions in ML.

Chapter 6: Intelligent business processes with embedded analytics 
focuses on the business process aspect of optimization, including 
modeling and reengineering of processes.

Chapter 7: data-driven culture: Leadership and change management for 
business optimization underscores the importance of developing an 
approach to change, which is inevitable in all functions of a business 
as it optimizes.

Chapter 8: Quality and risks: Assurance and control BO deals with 
the important topic of quality in the use of Big Data and AI for 
optimization.

Chapter 9: Cybersecurity in BO: Significance and challenges for digital 
business draws attention to the importance of security in the use of 
AI in optimization.

Chapter 10: Natural intelligence and social aspects of AI-based d ecisions 
aims to balance the inexplainability of AI with NI for value  generation 
and risk reduction.

Chapter 11: Investing in the future technology of self-driving vehicles: 
Case study Shows an example of how AI is used in autonomous 
vehicles.

 

 

MAPPING BOOK TO A WORKSHOP

The material in this book is presentable in varying formats. These include:

• A two-day practical training course or a workshop that can be 
 delivered in public or in-house (customized) format to industrial 
 participants (See Table I.1).

• A one-semester, 15-week, university course
• A distance-learning format wherein the assessments, case studies, 

etc. are based online. Here is a potential mapping of this book to the 
workshop
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Table I.1 Mapping of the Chapters in This Book to a Two-Day Workshop.

Presentation and 
Discussion Workshop Relevant 

Day Session Topic Chapters Comments

1 8:30–10:00 Introduction to AI, ML, 1 Key concepts and terms are 
BD, and introduced. Significance of 
corresponding business applications is 
business challenges highlighted. 

10:30–12:00 Developing business 3 Holistic strategy development 
strategies for for AI/ML/BD applications is 
optimization outlined. 

1:30–3:00 Data to decisions 2 Evolution of data utilization in 
pyramid decision-making is discussed. 

3:30–5:00 Taxonomy of machine 4 Comprehensive understanding 
learning and of various ML types, their 
application in business research-based relevance, and 

their application in business 
automation and optimization 
is discussed. 

2 8:30–10:00 Dynamic learning; 5, 6 Embedding data-driven analytics 
optimizing business in business processes and 
processes their dynamicity is discussed. 

10:30–12:00 Cultural issues in AI 7–9 “Soft” issues in AI applications 
applications; to business include quality, 
superimposing natural security, privacy, natural 
intelligence; quality, intelligence, and so on. These 
security and privacy are discussed here. 
(GRC)

1:30–3:00 Understanding and 3, 4, 5, 11 Participants move to a 
working through a workshop format and develop 
case study a business optimization 

strategy with AI. 
3:30–5:00 Handling practical All Participants share and outline 

challenges and risks their business strategy in 
associated with BO optimization; and discuss and 

present their thoughts, issues, 
and challenges 
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Chapter 1

Artificial intelligence 
and machine learning
Opportunities for digital business

ARTIFICIAL INTELLIGENCE IN THE 
CONTEXT OF BUSINESS

Artificial intelligence ( AI) is precisely that: it is  non-real intelligence that 
is demonstrated by machines ( computers) as they learn and mimic human 
( natural) intelligence. AI helps businesses achieve their goals based on the 
parameters provided to its algorithms that analyze vast and relevant data. 
Success with AI requires an understanding of the business. This is one of 
the crucial differentiators in a strategic approach to business optimization 
( BO). Analytics in Big Data are important but not without a proper under-
standing of business.1

AI is understood here as a combination of systems, processes, algorithms, 
and techniques to analyze large, complex, and  fast-moving data. The pur-
pose of such analytics is to identify trends and patterns that will help 
extract insights from the data. Decisions based on the insights are as close 
to human  decision-making as possible and are continuously and iteratively 
improving on the results. Over decades, thinkers like Davenport2 have 
called AI as “ the most important  general-purpose technology of our era 
with wide ranging applications.” This discussion narrows the potentially 
 wide-ranging applications of AI to the one that enables businesses to pro-
vide “ value” to their customer. An optimized business provides this value in 
the most efficient and effective way using the tools and techniques of AI. As 
a result, the business becomes agile. Agility is an important characteristic 
of business in the digital era.3 BO is thus a strategic application of AI and 
ML using Big Data in order to provide value to customers with agility. BO is 
not limited to data and processing. BO uses AI to expand to reach the outer 
edges of the business wherein it “ spots” the customers, understands their 
needs, personalizes the offerings, and continuously enhances the products 
or services. AI also helps the business handle governance, privacy, security, 
and compliance requirements. The keywords of importance are systems, 
processes, algorithms, techniques, analyze, extracting, insights, large, com-
plex, fast-moving data, support, decision-making, value, efficiency, effec-
tiveness, agility, and customer. Each of these words has a meaning that is 
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specific to the discussion on AI and BO. This book is a journey into these 
concepts of AI and their application to BO.

Artificial intelligence ( AI) and machine learning ( ML)  
as enablers of business optimization ( BO)

AI brings together a wide range of technologies, databases, algorithms, and 
devices as potential enablers of BO. AI provides the necessary optimization 
capabilities. AI on its own, however, is not BO. BO acknowledges the need 
to strategically apply AI to business functions. Furthermore, AI is presumed 
to bring about automation. Contemporary digital business strategies are 
mainly geared towards automation,4 which is not the same as optimization. 
Optimized businesses are, by necessity, digital businesses but the reverse 
may not be true. This is so because digital businesses may be automated 
with AI and ML but not necessarily optimized. Optimization goes further 
than automation by not merely mimicking the existing processes but ensur-
ing business goals with efficiency and effectiveness. Optimization in this 
discussion is specifically delineated from automation as a separate and dedi-
cated business initiative.

Big Data provides AI and ML with the necessary range, depth, and vari-
ety of data that can be analyzed in order to produce excellence in customer 
value. BO is not an isolated activity or a project in an organization. BO 
starts strategically, at the board level, with the examination of the entire 
business, the environment in which it operates, its functional and struc-
tural parameters, and its challenges and opportunities. AI is the enabler 
to revamp the business based on a l ong-term view of the business and the 
environment in which it operates. BO covers people, processes, technol-
ogy, budgets, security, and quality issues for business and its collaborating 
partners.

BO initiative starts by studying each business objective and function 
keeping AI capabilities and constraints in mind. As a result, BO minimizes 
the risks and maximizes the agility of a business. The decision variables, 
the objective functions, and the corresponding constraints within a busi-
ness process are carefully quantified in BO keeping technology restraints 
in mind. The decision variables serve as inputs to the AI optimization algo-
rithms ( e.g., evolutionary computation and swarm intelligence), which can 
optimize even  large-scale business problems in a reasonable amount of time.

Subjective elements in BO

While BO capitalizes on the AI algorithms, it also gives due credence to the 
nonquantifiable aspects of AI. These unquantified concepts are “ subjective.” 
The acknowledgment and insertion of the subjective element in the optimi-
zation of business processes are based on human or natural intelligence ( NI). 
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NI is an important part of holistic BO, and it is discussed in  Chapter 10. 
Other issues such as lack of sufficient explainability of AI5 are discussed in 
later chapters.

Machines are very good at mimicking the human functions. Gaming, 
autonomous driving, robotic surgery, and medical diagnostics are all capa-
bilities that machines can handle well. Computers are phenomenally better 
at undertaking routine tasks, and the more routine they are, the better is the 
automation. Increasingly complex tasks require correspondingly complex 
algorithms which are coded by humans.

Machines, however, lack the cognitive capabilities inherent to humans. 
As Finlay6 puts it, “ True AI is about much more than just pattern recogni-
tion and prediction.” He further questions “ Is there some additional ( as yet 
unknown) element required for  human-like intelligence and  self-awareness 
which can’t be replicated via computation alone?”7 There is no inkling of 
that question being answered in the near future. Ada Lovelace expresses 
this succinctly:

The Analytical Engine has no pretensions whatever to originate any-
thing. It can do whatever we know how to order it to perform. It can 
follow analysis; but it has no power of anticipating any analytical rela-
tions or truths. Its province is to assist us to making available what we 
are already acquainted with.8

The “ learning” and “  problem-solving” capabilities of AI are programmed 
by developers.  Decision-making uses the analytical insights but is still car-
ried out by people. The quality and goodness in decisions are judged by 
their consequences which may be subjective and beyond the scope of AI. 
NI (“ humanization”) is a positive influence on  AI-based  decision-making.

Agility in BO

Agility is an important business characteristic. An agile business is a flexible 
business that can change according to the changing needs of the users and 
the environment. Automation, optimization, and humanization are con-
sidered together in holistic BO to provide agility to business and enhance 
customer value. The variances and nuances of business functions, their 
automation, and their optimization occur on an ongoing basis. AI, ML, DS, 
and Big Data are considered as the technologies that enable optimization.

Data provides the backbone of the systems and processes of a digital busi-
ness. Analytics support the optimization by extracting value. Data, however, 
is exploding. The blinding speed, mounting volumes, and vast geographical 
reach of digital data result in Big Data. Systems, processes, and techniques 
that make sense of this Big Data have to be continuously evolving. Business 
and technologies need agility in order to keep pace with Big Data. Agility in 
design and implementation of analytics enable not only processing of data 



4 Artificial Intelligence for Business Optimization

but also “ remembering” the algorithm execution in an iterative and incre-
mental manner. This ability to “ learn” from an execution of the algorithm 
for varied sets of data is ML. ML design, implementation, and testing require 
agility. Agility during BO occurs in both the business and the solution space.

AI also personalizes and customizes the visualization of analytical insights 
based on specific needs of the users, their collaborative choice, and their level 
of interest. The flexibility in viewing the analytics across business boundar-
ies and over many devices is a part of business processes. AI also maintains 
consistency and currency of visualization across collaborative businesses.

Collaboration in BO

Another important characteristic of an agile digital business is its exten-
sion and reach to other supporting businesses. Multiple businesses are able 
to collaborate with each other in a distributed and federated environment 
through digital technologies. Big Data technologies enable the genera-
tion and assimilation of dynamically changing contents from a variety of 
internal or external data sources. AI and ML technologies merge contents 
developed and published by different sources as appropriate to the required 
analytics.  Decision-makers in collaborative enterprises use data and analyt-
ics from a variety of sources on the cloud that may not be owned by them.

Granularity in BO

A crucial factor in providing efficiency and effectiveness in AI is the concept 
of granularity in data analytics.9 The AI technologies enable the analyt-
ics to drill down to the finest level of detail.10 This analytical capability is 
important because of the large, complex, and  fast-moving (  high-velocity) 
data together with the demand for the analytical results in a short time 
span. ML is used to achieve increasingly finer levels of g ranularity – such 
as identifying the precise product for a customer at a particular point in 
time, narrowing down potential areas of fraud and money laundering, and 
enabling emergency services ( e.g., ambulance and fire) to position them-
selves for rapid responses on certain days or at certain events. Granularity 
is thus important in AI. Strategic use of AI requires the incorporation of 
 data-driven  decision-making that is agile, collaborative, and right granu-
lar.  Data-driven  decision-making requires a thorough understanding of 
customers, their personalized needs, capabilities of the business, and staff 
training. The need and the opportunity to reengineer business processes 
across all functions of the business could not have been higher.

The  technical-business continuum

 Figure 1.1 positions data science ( DS) on a  technical-business continuum. 
Deep learning ( DL) is on the technical side of the continuum, followed by 
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neural networks, ML, AI, and the overall DS domain. These technologies 
increasingly move towards the business side as shown in  Figure 1.1. The 
core DS technologies provide the basis for the automation of business pro-
cesses. Optimization, however, is treated as more than automation and is 
the key business goal in this discussion.

The increasing layers from DL to business and “ soft” issues, shown in 
 Figure 1.1, play an important role in the optimization effort. Dynamic learn-
ing ( DL), shown in  Figure 1.1 across the layers of ML and AI, is an innova-
tive approach to provide elasticity in the selection and application of the ML 
algorithms in business. This dynamic learning is an effort to automate the 
optimization process and is discussed in  Chapter 5.

AI technologies are disruptive because they have the potential to dramati-
cally change the m acro- and  micro-business environments. While ML can 
help harvest knowledge, as the data gets bigger and arrives faster, predic-
tive analytics solutions based on DL come into play.11 DL techniques are 
essential to support predictive analytics and aid in knowledge discovery 
especially in the vast repositories of Big Data repositories. DL uses super-
vised and unsupervised approaches to learn multilevel representations and 
features in hierarchical architectures for the tasks of classification and pat-
tern recognition.12

AI also provides new and interesting opportunities for resilience and 
recovery functions of an organization. AI, through its ability to analyze 
vast amounts of data, can describe, predict, and even prescribe disruptions 
to business functions. This is so because AI, under the umbrella of DS, uti-
lizes data ( the most valuable asset of an organization) to produce insights. 

Data Science (Data & 
Big Data) + Business + 
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BO puts technologies, processes, and people together for the purpose of 
providing customer value.

STRATEGIC APPROACH TO 
BUSINESS OPTIMIZATION

BO demands a strategic approach. This is so because BO impacts every 
aspect of  business – way beyond the technical or statistical aspects of AI. 
In fact, a proper implementation of BO results in a redesign of the business 
itself. This redesign of business requires a strategic, holistic approach that 
is based on developing the capabilities of the business.

BO as a redesign of business

Contemporary AI is used in tactical or operational automation of business. 
The strategic holistic approach is the basis for a successful BO initiative. BO 
with AI/ ML impacts all functions of a business. For example, accounting, 
marketing, sales, inventory, and HR are all impacted by the application of 
AI in business. BO is effectively reengineering the entire business.

BO aims for an organic, lean, and agile business. BO is also an ongoing 
activity with iterative and incremental changes. Therefore, every aspect of 
the business changes due to BO. The processes change due to the use of 
analytics in arriving at faster and more accurate decisions. The people also 
undergo  change – both the customers and the users. The customer discov-
ers new and productive ways of interacting with the business, and the staff 
learn to provide greater value and more personalization in their offerings. 
Astute leadership with a good understanding of change management is cru-
cial in the success of this redesign of business due to AI.

Developing a BO strategy

A good BO strategy keeps the business organization at the center. In doing 
so, the customer also comes to the fore because that is where the maximum 
impact of BO is f elt – in maximizing the customer value. A BO strategy is 
developed based on due consideration to the following questions:

• What is the type of the organization? Is it a product, service, or entirely 
online organization? Organizational perceptions and expectations of 
customers differ for each type of organization.

• What are the internal challenges faced by the business? These chal-
lenges are prioritized in developing a BO strategy.

• How to differentiate the  short-term and  long-term challenges faced by 
the business? The  short-term,  tactical-operational challenges are more 
suitable for automation, whereas  long-term challenges are optimization.
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• What are the business risks in the application of AI in  data-driven 
 decision-making? How will the customer perceive an optimized business?

• What are the current risk management approach and the likely 
approach to handling risks?

• How can AI be applied to businesses while it is in operation? The cur-
rent business will continue during the adoption process.

• What is the type and size of data used in the business currently? And 
how much of this data is currently used in business  decision-making?

• How matured are the current processes of the business? The more 
matured the processes, the easier it is to embed and test AI.

• How can practical experiences in AI, ML, and Big Data be shared 
across the business and the industry in a manner that highlights the 
challenges and risks associated with these technologies in business?

• What do the senior business leaders know and understand in terms of 
AI, ML, and Big Data? Without a proper and technical understand-
ing of AI and ML, the leadership functions and strategies for BO will 
suffer.

• How do senior leaders view AI as capabilities that need people and 
people skills? How to source ( recruit) DS talents?

• When, where, and how can users/ staff be trained in  data-driven 
decision-making?

• What are the potential risks of not adopting AI? Which crucial oppor-
tunities will be lost if AI is not adopted?

• What are the issues in using known statistical techniques in  decision- 
making? Technical? Ethical? Business? AI is usually not explainable 
although the DS community is striving to make it so.

 

• How can BO aid and support  governance- risk-compliance ( GRC)?
• What is the depth of cybersecurity in the organization and how will it 

change with AI? How can the networks, sensors, and data analytics 
be applied for cybersecurity intelligence?

• Does the business know its customers sufficiently enough to provide for 
their personalized and timely needs? This requires a uniform master 
data management initiative already in the organization. Analytics on 
multiple copies of the same data can lead to chaos in  decision-making.

• Does the business understand what the customers are really looking 
for? Costs, personalization, privacy, and security are some of the fac-
tors customers are looking for.

• What will cause customers to switch to a competitor? Which type of 
data and analytics can throw light on customer behavior?

• How can data help the business understand its competition better? 
And how fast is the data able to make the prediction of changes?

• Where are the potential new customers? What is their demographic? 
How will the demographics of customers change? Locally, globally? 
What are the sources of data for these customers ( e.g., alternative 
data, social data)?
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• What are the  product-customer matches? Least successful?
• Does the business understand its staff? What is the satisfaction level of 

the staff? Who are likely to leave the employment and move elsewhere?
• What are the existing and future quality initiatives? How will those 

initiatives impact and be impacted by BO?
• What are the costs associated with securing the sources, storages, and 

retiring of data?

Capabilities in BO

The redesign of a business with AI is actually a review and redesign of 
business capabilities. Capabilities are meant to provide the businesses with 
configurable ability to achieve their strategic goals.13  ML-based capabili-
ties are able to help the organization to optimize its processes and equip its 
people to achieve its strategic goals. These capabilities, equipped with AI, 
are continuously aligned with the desired business outcomes.14 Alignment 
of  AI-enabled capabilities with the business goals ensures that the organi-
zation is not wasting time, effort, and money in developing solutions that 
are skewed from the business goals. Business architectures are invaluable in 
enabling the alignment of capabilities with goals. Such aligned capabilities 
also ensure that the business is well prepared for the inevitable disruptions.

Thus, an important responsibility of AI usage in business is to equip 
the business with capabilities to handle disruptions. Such capabilities also 
enhance the leadership’s capabilities to handle the challenges arising from 
disruptions and changes.

AI, BIG DATA, AND STATISTICS

AI, Big Data, and statistics overlap each other within DS.  Figure 1.2 sum-
marizes various terms in DS and their meanings. As shown in  Figure 1.2, 
AI interacts with BD through the ML algorithms. Statistics is devoted to the 
analysis of data using conventional algorithms. The interaction of AI with 
statistics gives rise to business intelligence ( BI), which is one of the recent 
disciplines found in business. The interaction of AI and statistics with BD 
produces analytics, which is essential for  decision-making.

Data, science, and analytics

 Data science is a b road-ranging term that represents the technologies and 
analytics of  data.15 Data includes Big Data and the technical, business, and 
social considerations vital for extracting value. Therefore, DS deals with 
data networks, machines,  end-user devices ( IoT), customers, users, security 
and privacy, algorithms, and “ soft” topics such as ethics and law. DS starts 
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with the basic premise that data has business “ value” hidden in it. This 
premise leads to knowledge discovery and data mining, which have been 
investigated by various authors.16,17,18 Data mining, analytics ( statistics), pro-
cess modeling, ML, parallel processing, and data management are applied 
to discover the value. The application of analytics to these data is the main 
step of arriving at insights. DS is important to the business leadership and 
the strategic direction it sets for the organization. DS also aspires to convert 
data into actionable knowledge.

Evolution of data to actionable knowledge requires a specialist disci-
pline that includes the study of data, its characteristics, its context in ana-
lytics, and its value in business agility. DS is interdisciplinary because it 
includes disciplines within the organization and collaboration with many 
cross-functional teams.  

What and why of ML?

ML algorithms are able to perform numerous crucial digital functions in a 
business that are beyond human capabilities. ML uses statistical algorithms 
to spot trends in l arge-volume and  high-velocity data. ML is further under-
stood as machines ( computers) programmed to learn iteratively and incre-
mentally from the data provided and analytics conducted. ML algorithms 
modify their analysis based on the dynamically changing input. ML ingests 
analytical results from one iteration and improves the prediction in the next 
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 Figure 1.2 Data  science – a summary of various terms in DS and their interrelationship.  
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iteration. ML also creates new and unique insights by dynamically learning 
from the data in the earlier iteration.

ML provides tools to learn from data and provide  data-driven insights, 
decisions, and predictions.19 ML is seen as an algorithm that builds com-
puter applications that automatically improve with past experience.20 ML 
( a) improves the accuracy and speed of analytics from the previous iteration 
and ( b) develops and suggests new insights to the user incrementally. ML 
applications improve the speed, accuracy, and the reach ( extent) of busi-
ness processes. This enhancement to business processes occurs with the 
help of techniques such as ( a) scorecards, ( b) decision trees, and ( c) neural 
networks. ML enhances business agility as it incrementally improves the 
analytical results and facilitates the changes in business processes.

Machine learning for Big Data

Big Data is so big that making sense out of it is humanly impossible. 
Therefore, there is the need to use machines in order to make sense of the 
data. This is where ML comes into play. ML is the mechanism to make 
sense out of Big Data. Machines can process data and store the results. In 
subsequent iterations of processing data ( including a suite of data), machines 
utilize results from the previous iteration. Thus, data and its corresponding 
results are stored and reused in an iterative and incremental m anner – lead-
ing to various types of “ learnings” for machines.

Simulating human  decision-making and storing the results from those 
simulations provide increasing accuracy in processing h igh-volume and 
 high-velocity data. At the root of those decisions, however, is the algorithm 
and data that is put together by human intelligence.21 Therefore, utilizing 
Big Data in  decision-making requires ML.

Automation with ML

The size and complexity of Big Data are such that humans cannot correlate all 
datasets on their own. ML is focused on creating correlations between data 
points. These correlations can be established without explicit instructions. 
Data points relate with each other automatically, opening up opportunities to 
create novel analytical insights. ML can learn iteratively ( an agile characteris-
tic) within a set of permissible rules. While Big Data analytics create insights, 
those insights are still limited to the effort and imagination of the individuals 
undertaking those analytics. Big Data presents a limit to the effort and imagi-
nation. ML models are built through iterative and interactive learning that can 
almost be described as  meta-programming. This is automation in ML devel-
opments. Automated  ML-based model is based on the following questions:

• How to enable data points to relate to each other so that they form a 
sensible mosaic that will be of interest in the analytics?



Artificial intelligence & machine learning 11

• What should be the guiding ( or limiting) parameters surrounding a 
data point to enable it to seek and connect with another data point?

• How can a connection between two data points provide a feedback or 
“ learning” mechanism for the background algorithm?

• How many properties of a data point will be optimal to enable it to 
create new ( and sensible) links?

• What is the business value of such automated M L-based intercon-
nections? How will the interconnections interest the  decision-makers?

Applying ML in practice for BO

Cheaper data storage, distributed processing, more powerful computers, 
and the analytical opportunities available have dramatically increased 
the opportunities to apply ML in business systems.22 ML techniques are 
applied to a wide range of complex problems.23 ML is embedded in tools 
that express the domain of expertise.24 Practical application of ML requires 
a good set of assumptions. These business and technical assumptions enable 
easier and faster statistical learning processes for the machines. ML algo-
rithms based on statistical analysis provide mechanisms for software appli-
cations to predict outcomes without being explicitly programmed.25 ML is 
ideally applicable for tasks that are far too complex to program and where 
there is a need for the systems to learn and improve based on previous 
learning patterns through some “ experience.” ML is invaluable in a chang-
ing environment.26

Business intelligence

BI makes use of AI and statistical techniques in business decisions. BI is 
thus an application of  data-analytic thinking27 and data management skills. 
Applying the results from the analytics in practice requires business knowl-
edge. BI, thus, depends on DS domain knowledge of the industry. Banking,28 
industrial quality control,29 predictive maintenance, finance, insurance, tele-
com, medical, education, and even elections30 are such example domains. In 
each case, business knowledge is important in developing  data-driven strate-
gies for BI. Following are some examples where AI and statistical analytics 
are combined with business domain knowledge to produce BI:

• Undertaking detailed analytics to suggest, with a degree of confidence, 
pricing of an airline ticket. This prediction requires knowledge of the 
airline pricing strategies, history of pricing, trends in the industry, suit-
able data, and corresponding analytics. The optimization of this pre-
dictive process requires knowledge of statistical modeling, data sources 
on airline prices, and an understanding of the sectors, schedules, and 
yields.
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• Analyzing a bank’s internal enterprise systems data and combining the 
results with demographic  meta-data in order to identify potential loan 
defaulters based on knowledge of credit risks31 and associated regula-
tions. Knowledge of the banking and finance domain and the inner 
nuances of loan defaults is required. Simply sourcing a FICO score32 (a
 three-digit number predicting the likelihood of loan repayment) may 
not be enough, and the superimposition of NI together with how the 
business operates is considered essential for customer value.

• Predict the risk of credit card fraud based on a wide range of micro 
( unidentifiable individual) and macro ( group demographic) param-
eters and the personal credit market. This activity requires knowledge 
of financial fraud detection in addition to the knowledge of credit data 
and its analysis. Additionally, ethics and moral values also play a role 
in arriving at final decisions on assessing credit frauds using AI.

• Predict the capacity for storing agricultural produce by bringing 
together weather, soil, and economic  data – requiring a combination of 
knowledge in multiple disciples of weather, agriculture, economy, and 
supply chain logistics ( for transportation). These kinds of predictions 
require experts from multiple disciplines with the ability to create mul-
tiple “w  hat-if” scenarios with the help of AI.

• Explore the revenue trends and relate them to customer turnover for 
a hotel chain. Developing this data pattern requires knowledge of the 
hospitality domain and how predictions on occupancy and turnover are 
made. The business systems used by the hotel chains include AI and NI.

• Preparing production schedules and support logistics for the deliv-
ery of goods from a manufacturing organization requires knowledge 
of production scheduling together with the predictive aspect of data 
analysis and the associated supply chain.

   

• Developing a promotion strategy in a democratic election process 
based on fine granular analytics on keywords and their relationship 
to voter demographics. Such promotion needs an understanding of the 
political and voting process as much as analytical process.

• Facilitating organization of communities around common data and 
analytical interests ( e.g., buying groups, political groups, and environ-
mental groups). This requires an understanding of how communities 
are formed, what sustains them, the risks associated with their forma-
tion, and the value they provide.

ML TYPES IN BO

Learning occurs in the enterprise systems in different ways. The learning 
paradigms for machines are most commonly grouped into three categories of 
ML33: supervised learning, unsupervised learning, and reinforcement learning 
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(RL).34 Additionally, these techniques are combined in DL. These learning 
paradigms are introduced next. Further detailed discussion with examples is 
in  Chapters 4 and 5.

 

Supervised learning

Supervised learning predicts future target variables, whenever the values 
of the input attributes are known and have a sufficient amount of accurate 
data. Supervised learning algorithms predict a value based on existing his-
torical data using regression and classification. Supervised learning maps 
feature attributes to the target class and then compares the prediction of the 
target class to the ground facts.

When the target class is a set of discrete values, it is a classification task; 
when they are continuous numerical values, it is a regression task.35,36 
Examples of classification tasks are whether a customer will remain loyal to 
the company or not.37 The supervised learning algorithm that takes sample 
input and corresponding expected output and “ learns” from that relation-
ship. As a highly simplified, conceptual example, consider the sum of two 
numbers, “ 2 and 3” with the result “ 5”. The algorithm “ learns” to add any 
two given numbers; so, when provided with another set of numbers, say 4 and 
6, the result is computed as 10. Alternatively, the algorithm can be “ taught” 
to find the missing number if only one input and the result is provided ( e.g., 
a number “ 2” is provided and a result “ 5,” then the missing number is “ 3”).

Supervised learning plays a significant role in BO as systems from mul-
tiple, collaborating parties can be taught based on previous decisions to 
undertake similar decisions in a shorter time. Systems can also be taught 
to flag exceptions in decisions for human intervention. The data represen-
tation in supervised learning needs higher quality in order to ensure good 
performance on the learnt patterns.

Unsupervised learning

Unsupervised ML algorithms find patterns in data without having any prior 
knowledge of the dataset.38,39 As with supervised learning, the quality of 
data representation is also important here. Unsupervised ML algorithms 
learn from the feature space and classify data points into clusters such that 
the points in a given cluster are similar to one another and different from 
the points in the other clusters. Iterations and increments finesse the learnt 
patterns and provide increasingly improving performance from unsuper-
vised learning algorithms.

Continuing with the overly simplified example of the previous section, 
the algorithm for analytics is not specified in detail but the three numbers 
are simply made  available – “ 2, 3, and 5.” The algorithm develops its own 
logic in order to discern that when 2 and 3 are added, the result is 5. This 
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“ learning” can be verified over a large set of training dataset running into 
millions ( or billions) of records. Without the technologies that support Big 
Data, this learning is not possible, as it requires substantial computing power 
in a distributed architecture. The learning algorithm discovers hidden pat-
terns and constructs its own logic that can help users consider the possibility 
of new questions. The algorithm is thus “ learning to learn” based on the 
discoveries in initial iterations.

Systems can be exposed to databases containing vast amounts of data 
and made to come up with themes around that data. While the  systems 
themselves may not be able to initially identify what these themes imply, 
later, iteratively and incrementally, an increasingly  well-defined inter-
pretation of the theme emerges. This ability of ML to dive into a vast 
amount of data that would not make sense to a regular ERP solution 
is important in order to incorporate intelligence in optimizing business 
processes.

Reinforced learning

RL is effectively like teaching a dog to learn new tricks. When the dog per-
forms a trick as directed, it is rewarded; when it makes mistakes, it is cor-
rected or penalized. The dog soon learns the trick by mastering the policy of 
maximizing its rewards at the end of the training session. Robots learning to 
grip objects, maneuver through hazardous zones, and gently lift patients from 
hospital beds;  self-driving cars learning to drive by observing traffic rules and 
avoiding accidents; and software programs learning to beat world champions 
are offshoots of advanced RL algorithms.

The agent ( software program engaged in learning) is not given a set of 
instructions to deal with every kind of situation it may encounter as it inter-
acts with its environment. Instead, it is made to learn the art of responding 
correctly to the changing environment at every instant of time. When the 
agent acts on the environment, the action is evaluated by the environment 
and the agent is either rewarded or penalized. At the same time, the action 
of the agent also changes the state of the environment and the agent acts 
again. The series of  state- action-reward cycles in a training session makes 
the agent learn a policy that forgoes instant gratification to accumulate the 
 long-term rewards.

Deep learning

DL is an extension of AI that provides value during BO. Neural networks, 
which are based on the nervous system of the human brain, are modeled 
to implement DL. The human brain learns and knows where to apply that 
learning through multiple layers. DL algorithms mimic these human capa-
bilities in order to solve multilayered business problems.
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DL is playing an increasing role in Big Data predictive analytics in par-
ticular.40 DL uses supervised and unsupervised strategies to learn multilevel 
representations and features in hierarchical architectures for the tasks of 
classification and pattern recognition.41

DL has a broad range of applications such as natural language processing 
and speech recognition. For instance, DL improves the customer experi-
ence by integrating chatbots or conversational AI assistant with enterprise 
solutions. DL correlates knowledge and information across industries creat-
ing new opportunities through intelligent, automated process, services, or 
products. Chatbots are integrated in various applications like travel, enter-
tainment, health, and education.

Feature engineering

Feature engineering builds features and data representations from raw data 
for business use. Feature engineering is domain specific as it aims to develop 
capabilities for the specific business. Automated feature engineering enables 
the extraction of features relevant to the business with a minimal human 
intervention. Since automatic feature extraction by deep learning, these 
algorithms are a lot more than mere automation. DL algorithms in fea-
ture engineering have opportunities to optimize the solutions more than 
automating them. In all other types of ML, features must be provided by 
domain experts as part of  feature engineering.42

DIGITAL BUSINESS AUTOMATION 
AND OPTIMIZATION

Automation and optimization of digital business are goals in using AI, ML, 
and BD. Digital business is not simply an extension of a physical business. 
Data is the basis for a comprehensive strategy for BO. The ubiquitous website 
and a basic mobile app are only a start for digital business. Data provides 
many strategic opportunities for optimization. Accounting, airline, health, 
financial trading, education, and sports are examples of domains that have 
benefitted by strategic use of data. D ata-driven business is a continuous evo-
lution of a business into an automating, optimizing, and collaborating phe-
nomena for the digital world.43

Value extraction from data

 Figure  1.3 shows the relationship between automation, optimization, 
and the influence of subjectivity ( humanization) in extracting value from 
data. Optimization is not considered independent of automation and 



16 Artificial Intelligence for Business Optimization

humanization. DS enables an efficient execution of routine processes 
resulting in automation. Automating the routine organizational  functions 
provides cost and time benefits. However, automation with ability to 
improve on itself is intelligent automation. AI provides substantial inputs 
for this intelligence in automation.44 DS needs to handle the subjectivity 
in  value-based optimization. DS provides the following advantages when 
 considered together with automation, optimization, and humanization:

• Insights on inventory, production, and scheduling processes enable the 
optimization of internal business operations. Some aspects of inventory 
and production that are routine and well defined may initially be auto-
mated. Full advantage in these processes is derived only with optimization.

• Reach wider cross section of customers through digital communica-
tions, devices, and communities. While initially this reaching out can 
be automated, the process has to be fully modeled and redundancies 
eliminated during optimization.

• Offering personalized services to customers by a detailed understand-
ing of their needs based on the context is not an automated task; 
instead, it needs a significant humanization input.

• Combine multiple services to offer a wider range of products to cus-
tomers from a single point based on automated processes that are 
modeled together for optimization.

• Improve regulatory compliance and auditability of records by proper and 
formal maintenance of data and using advanced searchability features.

• Enhance the quality of service by not only automating, but also apply-
ing optimization to the services.

Automation 
[AI-1]

Optimization 
[AI -2]

Value 
Extraction 
[Dynamic]

Subjectivity  
[NI]

Repeating the Activities in an 
automated manner;

Time & Accuracy Advantages

Reengineering
Activities; Remove 

Redundant ones; Focus 
on Needs of Customer Welcome Subjectivity; Focus 

on Dynamically Changing 
Customer Values; Make full 

use of Automation & 
Optimization.

Data and Processes

 Figure 1.3 Automation–optimization–humanization in value extraction.        
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• Enhance the security of processes using AI and enhance the security 
of AI itself.

Intelligent optimization

Optimization implies the most effective use of resources in a given situation. 
Automating the existing processes and thereby gaining time and effort advan-
tage is necessary, but not sufficient. Optimization is the critical examination 
of a business process keeping its ultimate outcome in mind. Therefore, intel-
ligent optimization is more than automation.  Figure 1.4 shows the applica-
tion of AI and NI to business processes. Optimization uses technologies to 
eliminate redundant activities within a process altogether. While automation 
is necessarily based on technologies, optimization starts by examining busi-
ness processes independent of technologies. This examination is followed by 
analytics, communications, and ongoing critical examination of the goals 
of a process. Ongoing improvements in the processes and functions of the 
business in order to serve a business goal is intelligent optimization. The 
application of NI enables the business to maximize the value it offers to its 
customers. Collaborations between various businesses enable a widening of 
offerings to customers and a reduction in risks.

Increasingly complex business situations

As the business evolves through automation and optimization, it utilizes 
data from routine to complex business processes.  Figure  1.5 shows how 
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the business situations evolve from routine to complex and what is required 
in terms of corresponding support to those business situations. While AI 
provides active support by reengineering of processes, these increasingly 
complex situations also require best practices based on standards, qual-
ity, metrics, and training. Furthermore, CASE (  Computer-Aided Software 
Engineering) tools can expedite the development and application of analyt-
ics to the complexity of business processes. As shown in  Figure 1.5, the rou-
tine and  well-defined data benefits by the application of known and routine 
ML algorithms in d ecision-making. This automation with help of ML can 
continue even with dynamically changing input data so long as the processes 
have not changed. When both data and algorithms change, the complexity 
of business processes is very high and a complete revamping of processes 
is required. This is the intelligent optimization of processes. Eventually, 
when the issues of biases, ethics, and human values come into picture, AI is 
not sufficient; this is where humanization is inevitable. The entire applica-
tion of AI and its use in making decisions is an iterative and incremental 
(Kaizen-like) process.   

Comparing automation and optimization

 Table 1.1 compares automation with optimization across key parameters of 
digital business: data, devices, communications, analytics, and mind.

 Figure  1.6 shows the conceptual difference between automation and 
optimization. An existing process is shown with two activities ( A and B) 
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 Figure 1.5 Routine and complex business situations and corresponding AI.  
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 Table 1.1 A utomation vs optimization activities of businesses corresponding to their 
parameters

 

AI/ML application

Parameters Business automation Business optimization

Data Collect and store a large amount Strategically consider how 
of data without worrying about data provides an opportunity 
where and how it can be to change business processes 
strategically used. using patterns.  Macro- and 

alternative-data usage.
Devices (IoT) IoT devices are used only in data Strategy for the collection of 

collection without strategy. relevant data from devices, its 
Sensors providing  high-volume processing ( on the device, 
data. network, or Cloud).

Communications Speed and volume of data over Dynamically changing  speeds –  
(networks) the network are key criteria for depending on the importance 

automation. Security is and relevance of data and 
considered but not as a analytics to the location and 
balancing act with performance. urgency of use.

Analytics (algorithms)  Mono-dimensional insights are Multidimensional insights are 
used to improve existing used to challenge the existing 
processes. processes.

Mindset (people) Let’s do the same things faster. Why are we doing and what 
we are doing? 
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 Figure 1.6 Automation, optimization, and collaboration of business processes.  
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and a decision box. From the business process context, primary challenges 
center around gathering business requirements that can define the scope of 
change. Current business processes provide a point of reference for defining 
potential collaborative processes, associated partner users, and their busi-
ness applications.

When AI is applied to automate the process, the decision box and the 
activities ( A and B) still remain in the process. The value of automation 
is the increase in speed and accuracy of the process, but the process remains 
the same. Once the process is subjected to optimization, its entire flow is 
revised and reengineered.  AI-based algorithms can potentially get rid of 
the decision box and also an activity ( B, in  Figure 1.6). With an optimized 
 process, the business is able to reach out to other businesses much more eas-
ily than with only an automated process. This results in a suite of collabora-
tive business processes, as shown in  Figure 1.6 to the right. Optimizing a 
single business process provides a limited value.  Figure 1.6 points to the need 
for holistic changes to the business. Further, substantial value is  generated 
in a digitally interconnected world by collaborating with business part-
ners. Automating and optimizing business processes across the enterprise 
require management of their disparity and heterogeneity. Collaboration and 
maintaining connectivity are crucial in promoting ROI in AI technologies 
and resources. Optimization leads to collaboration across the industry and 
across a collaborating group of businesses.

Intelligent humanization

Humanization introduces subjective human values in the decision mix. 
Subjectivity plays an important role in “ good” decisions. Automation and 
optimization may be devoid of values as they deal with data and algorithms. 
Superimposing a judicious mix of human subjectivity on  AI-based analytics 
is intelligent humanization.  Chapter 10 deals with this humanization aspect 
of AI under the title of NI. The mixing of NI with AI is shown earlier in 
 Figure 1.4.

CHALLENGES IN  AI-BASED 
BUSINESS OPTIMIZATION

AI is certainly far from being the panacea it is touted by some. In fact, most 
discussions are balanced in terms of the advantages and challenges. In the 
context of BO, it is important to understand the challenges and limitations of 
AI. AI limitations, in particular, range from human dependency on machines, 
displacement of humans, irreversibility of AI, and the lack of empathy in 
machines.45 Developing an understanding of these limitations holds the poten-
tial for successful application of AI in BO. The limitations of AI in terms 
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of application, business, culture, knowledge management, user experience, 
cybersecurity, and collaboration are discussed next.

Application challenges

 Figure 1.7 summarizes the application challenges in M L-based prediction 
models. Each ML characteristic represents a challenge.  Figure  1.7 also 
depicts the process of arriving at decisions from data.

 Table 1.2 lists the characteristics of ML and the suggested approach to 
handling the challenge.

Business challenges

The most common challenges and issues related to A I-based BO are linked 
to four integral parts of collaboration: connection, communication, coordi-
nation, and commitment.46 The complexity of the challenge usually varies 
according to the size, heterogeneity, and disparity of the enterprise’s sys-
tems. Furthermore, the complexity also results from overlapping challenges, 
issues, or risks. Challenges, issues, and risks of embedding d ata-driven 
 decision-making in business processes are discussed next.

Organizational culture challenges

The redesign of the business, mentioned earlier, also implies a major 
change in the sociocultural aspect of the business. Such change requires an 
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understanding of change management by the leadership. Changes in the 
organizational culture include changes to the roles, their reporting hier-
archies, and the way they interact with the customers using d ata-driven 
 decision-making. Shifting to  data-driven organizational cultures requires 
the acceptance of technologies that disrupt the existing culture and norms. 
People may be reluctant to hand over routine processes to automation. This 
challenge requires a change in the mindset of the leaders,  decision-makers, 
service providers, and customers. Furthermore, the rights, responsibilities, 
and accountabilities to the users and  decision-makers also undergo change. 
This change is controlled by good IT and business governance. A set of prin-
ciples and best practices across the organization help in handling the change 
that includes dataset, toolset, and mindset change. For example, providing 
users the training with the right tools, processes, and standards and mentor-
ing the staff that may be reluctant to do so.

Adapting successful best practices and setting guiding principles for their 
use in data-driven decision-making are important elements of organizational 
culture.

Leaders play in important role in ensuring that the d ecision-making pro-
cess is not automated to an extent where it has lost the ethical and moral 
values that are important to the users. The  decision-making still needs to 
remain humanized. The cultural challenges of an organization using AI 
in decisions are further underscored by the uncertainty in measuring cus-
tomer satisfaction as a result of BO. Customer satisfaction is a subjective 

 Table 1.2 Application challenges in the ML space 

Characteristics Descriptions and challenges

Historical data ( large What questions to ask of this large volume? Clearly define 
volume) business objectives that can help understand what to ask 

before delving into data. The use of unsupervised learning to 
start with.

ML algorithm ( logic, How to develop algorithms that produce actionable insights. 
statistics) Select relevant and manageable ML algorithms. The use of 

iterative and incremental development of algorithm.
Learned model What is the approach to  self-learning algorithms? Corresponding 
(supervision, training) data characteristics?

Verify that the learned models do produce relevant results. Use 
quality approaches and testing tools.

Predictions (trends, Context, currency, granularity, and feedback loop.  Fine-tune 
iterations) learning to make predictions concrete and relevant. Enact 

comparative study of results from separate models of data.
Decisions (culture) Humanization for ethically correct decisions; feedback loop. 

Verify that the predictions made by the ML algorithm are 
 bias-free and ethically sound.
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element that also keeps changing rapidly depending on the context in 
which the customer finds herself. AI is not able to measure accurately this 
subjective element in customer satisfaction and, therefore, needs NI to be 
superimposed.

Knowledge management challenges

The entire  AI-based  decision-making generates new and interesting knowl-
edge for the organization to use in an iterative and incremental manner. This 
requires the organization to include knowledge management ( KM) as a part of 
its overall BO strategies. For example, KM needs  categorization – organizing, 
cataloging, and indexing business application processing information based 
on user access patterns while improving user productivity. KM also needs 
repositories and data  stores – collecting structured data, unstructured data, 
and metadata for current, interim, or future collaborative enterprise initiatives 
utilizing advanced technologies and techniques.

Process modeling and reengineering of processes are based on understand-
ing the gaps between the current and future processes. BO strategies need 
to analyze and define these gaps, and outline the process of change manage-
ment. KM helps in the integration of processes and AI with change manage-
ment and helps in getting people using those changed business processes.

Visualization and reporting

An important yet oft lagging part of BO strategies is the visualization of 
 AI-based analytics and their reporting. Visualization is integral to success 
in BO because it includes analysis and design of the reports from the ana-
lytics that are of value to the  decision-makers. Visualization and report-
ing require an understanding of the specific needs of the users as well as 
the needs and nuances of presentation styles. Visualizations include, for 
example, creating o n- the-fly or ad hoc reports of user metrics ( e.g., security 
logging) to facilitate  decision-making processes of managers and executives 
to improve the quality of collaboration. Visualization and reporting depend 
on the quality of data, analytics, and devices.

User experience challenges

Visualization leads to another important concept in the success of  BO – that 
of overall user experience. This user experience ( UX) includes not only the 
visuals but also their timings, relevance, and the performance of the overall 
solution. UX is subjective because it is primarily based on the perception of 
the user. Therefore, UX can shift for different users of the same process. In 
fact, UX can also shift for the same process and the same user at different 
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times. Offering succinct experience and fulfillment to all users is an impor-
tant challenge as BO is implemented.

Some important elements of UX include ease of access for data and busi-
ness applications, ease of navigation of relevant information ( using remote 
or  on-site collaboration facilities for information exchange) from different 
user access devices ( PDA, wireless, or browsers) and user comfort levels 
( from home or on the road).

Additionally, presentation can include a multitude of configurable user 
interfaces that allow the users to customize the visualization to suit their 
own needs and context. Enabling the users to utilize the available technolo-
gies to their fullest and establish collaborations to provide them with newer 
and wider choices is the key to UX.

Quality of service ( QoS) is the metric that impacts UX. For example, 
performance and reliability ( two important QoS metrics) play a crucial role 
in UX and, at times, even greater than the actual functionalities offered by 
the analytics.

UX is based on continuous improvement of offerings based on the needs 
and context of the users and a smart feedback loop.

Cybersecurity challenges

Cybersecurity is of utmost importance in BO, and it is discussed in detail 
in  Chapter 9. Cybersecurity primarily deals with the sanctity of data across 
its entire usage. Security also ensures physical security of devices, privacy, 
and confidentiality of data. There are a number of techniques used in ensur-
ing the security of optimized business processes: for example, multifactor 
authentications using handheld devices. Following are some additional 
cybersecurity considerations:

• Single  sign-on  capability – Formalizing access to appropriate business 
applications or services based on policies, procedures, agreements, or 
profiles.

• Identity  management – Verifying the identity of users by matching 
or validating encrypted passwords, digital certificates, and public or 
private keys for participation in collaborative enterprise initiatives.

• Access authorization and  validation – Defining special privileges for 
users to access specific information to perform certain activities with 
or without updating any information or to control specific tasks.

• Logging user  metrics – Maintaining a log of user access ( usage, time, 
and a number of business applications or services accessed) to deter-
mine access violation, denial, and breach of policies or for audit trails.

• User account  management – Creating, managing, and supporting user 
accounts and access privileges; supporting activities such as forming 
user groups or communities of practice.
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Collaboration challenges

A crucial opportunity with the digitization of business processes is their 
extended ability to reach outside the organizational firewall to business 
processes in other partnering businesses. Data sharing and information 
exchange across an integrated and extended enterprise lead to further 
exchanges across other enterprises. This sharing of data through applica-
tion programming interfaces ( APIs) extends the reach of a business and 
enables it to offer wider choices of products and services to its customers. 
Following are some important, additional considerations for collaborations 
in an  AI-enabled BO effort:

• Unified customer view by sharing the customer profiles across busi-
nesses, eliminating redundancies in data and processes, and providing 
the customer with a single point of contact ( SPOC).

• Managing messages and events across businesses by delivering alerts, 
messages, updates, or notifications for the entire group of collaborat-
ing businesses.

• Establishing and promoting user communities that would share expe-
riences, discuss challenges, and exchange experiences across multiple 
users with common goals or interests ( partners, vendors, clients, or 
associates).

• Sharing responsibilities and accountabilities of providing value to the 
customer through coordination and monitoring of various activities 
and  decision-making as appropriate; commitment to delivering the 
right information at the right time ( maintaining accountabilities and 
responsibilities).

• Establishing and managing governance, risk, and control across multi-
ple businesses by the application of collaborative enterprise architectures 
( Eas), and involving business leaders and staff across these partnering 
enterprises.

COVID-19  pandemic and digital business

The COVID-19 pandemic was a historic turning point in the  world – upend-
ing all earlier business values, disrupting the conventional business opera-
tions, challenging the accepted business wisdom, and throwing the digital 
world into the limelight.  COVID-19 generated an interest in technologies 
beyond analytics. For example, the pandemic moved almost the entire world 
to online work. Working From Home ( WFH) became a norm. The pandemic 
established a new business order based on the digital world. Furthermore, 
online sales, purchases, deliveries, and services have increased multifold, 
demanding a deep rethink of customer value. AI impacts all these business 
functions during optimization.
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The world of DS has a role to play during and  post-pandemic. The inter-
est and importance of application of AI in understanding businesses and 
the future trends and patterns is vital during the pandemic.  Data-driven 
decisions enable the management of spaces and people in an optimum way 
during the WFH era. AI can improve efficiency and lower risks in the new 
business world order. This is so because AI can be used to analyze and iden-
tify problems and challenges before they occur.

The WFH churns out phenomenally high quantities of data with high 
velocity. Human capabilities fall short of understanding this Big Data. This 
is where AI helps businesses understand “ what is going on out there?” in 
an ongoing manner.

Communications are crucial in this shift to online world. Devices 
( especially  IoT – Internet of Thing) accompany communications as an 
important factor in the successful shift to WFH. The pandemic provides 
the impetus for adaptation and adoption of the digital “ mindset.” AI cre-
ates opportunities to understand the style, throughput, and challenges 
of the workforce based on data. For example, less office space and more 
detailed and structured online working require data to justify these styles 
of working.

CONSOLIDATION WORKSHOP

 1. What is AI and how it is related to BO?
 2. How do AI, ML, and Big Data intersect? Give an example of each 

intersection.
 3. Describe the paradigm shift in terms of the culture that a BO initiative 

leads to.
 4. What are automation and optimization? How are the two different?
 5. Why is collaboration across the industry by multiple businesses impor-

tant in order to derive full benefits of BO?
 6. Outline the challenges in BO with AI.
 7. Why can businesses not put themselves entirely in the hands of AI? 

What are some of the limitations of current AI technology?
 8. What is the role of NI and humanization in BO?
 9. What are the different ML types? Describe with examples.
 10. What is the importance of supervised learning in BO?
 11. What are the key characteristics of unsupervised learning? How does 

it relate to DL?
 12. What is RL and how can it be used in BO?
 13. Discuss the increasing complexity of business processes and the role 

of AI in them?
 14. How would businesses handle the COVID-19 pandemic without AI 

and automation?
 15. What concrete lessons about business practices have enterprises 

learned from the impact of COVID-19 disruption?
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Chapter 2

Data to decisions
Evolving interrelationships

THINK DATA

Data is a vast topic. Data encompasses observations, acquisition, recording 
storage, cleansing, analytics, security, and disposal. In the digital world, a 
simple query, a product search, a purchase, or a  post-sale service request 
generates data. This data is typically stored on vast cloud servers. Data is 
then analyzed to produce insights that form the basis for business decisions. 
Understanding how data evolves into decisions is important for business 
optimization (BO).

The explosion in data globally is set to reach close to 150ZB by 2024.1 
The growth in data volume is fueled by growth in velocity ( e.g., 5G), variety 
( e.g., unstructured, audio, graphics), and the need for veracity ( e.g., quality, 
darkness). Business data is generated by internal business processes, staff, 
external customers, business partners, regulatory agencies, and user com-
munities. User communities also generate data whose harvesting can lead 
to many interesting business ideas. Business data is typically stored on the 
Cloud. The challenge for business optimization is to sort the relevant data 
and analytics from the noise across multiple Cloud sources and ensure a 
 well-understood evolution from data to decisions.

Data architecture based on EA2 and OBDA3 is required to integrate tech-
nology, storage, computing, and device requirements. Multiple data feeds 
using API and scalable processing power on the Cloud are essential. Data 
analysts analyze datasets and systematically look for the insights within 
them.

 

Think data: Handset, dataset, toolset, mindset

Data science establishes correlations between suites of data. Data science, 
however, is not able to ( nor is it meant to) explain the underlying cause for 
patterns and trends. Correlation, not causality, is the theme of data science. 
Data analysis “ plays” with the data, creates “w  hat-if” scenarios, and sup-
ports business decisions. Such data analysis is subject to influences of changes 
in the input, frequency, and context of the data. Thinking about data requires 
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an understanding of the myriad ways in which data can be sourced, analyzed, 
and retired. The tools and technologies and the creativity required to make 
use of data are part of data science. Furthermore, variations of data types, 
such as alternative data, may not even be directly related to the purpose of 
the analysis. An example case is the correlation between the satellite images 
of various car parks in Wuhan region and the possibility that COVID-19 
started much earlier than declared by the WHO.4 The challenge in the use 
of such data is its validity and c urrency – the factors discussed later in this 
chapter in using alternative data.

 Figure 2.1 summarizes the four key strategic aspects of data applicable to 
BO: the handset, dataset, toolset, and mindset. Keeping all four aspects in 
Think Data in balance is important in BO.

•  Handset – this aspect of Think Data includes smartphones, IoT 
devices, and sensors. Think data starts with this important and 
mainly automated source of data. Users continuously interact with 
the business through their handsets. The volume and velocity of data 
depend on the use of the handset. Sensors, although not held in hand, 
automatically generate a  large-volume and  high-velocity data.

•  Dataset – this aspect of “ thinking data” deals with the storage security 
and utilization of data. The data characteristics of volume, velocity, 
variety, and veracity are applied in managing datasets. For example, 
structured sensor data needs SQL storages and unstructured blogs or 
smartphone data needs NoSQL datasets. No backups or archives are 
possible with Big Data, especially alternative data.  Data-driven digital 
business is not limited to using its own data. While costs, prices, and 
transaction volumes are examples of data generated by the business, 

•Systems, 
Processes, 
Communications

•People, Users
•Decision-making

•Sources (Own, 
Buy, Lease) 

•Types (4V) + 
Alternate

•IoT, Smartphones,
•Sensors

Handset Dataset

ToolsetMindset

VALUE

Cybersecurity

 Figure 2.1 Think data – handset, dataset, toolset, mindset.  
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there are  meta-data and alternative data generated by interactions 
among third parties and customer sentiments.

•  Toolset – includes the tools for communication, storage, and process-
ing. For example, analytics in the Cloud,  analytics- as- a-service, visu-
alization, and the various aspects of embedding analytics in business 
processes are thought through here. ERP and CRM solutions are also 
part of toolsets. Tools used in providing cybersecurity analytics are 
also included.

•  Mindset – this is the  user-centric view of data usage. The mindset also 
includes strategies for dealing with the inevitable change when data 
analytics is embedded in  decision-making. Handling mindset requires 
interdisciplinary teams comprising data scientists, domain experts, 
business process experts, finance and economics professionals, and 
human resource ( HR) managers. Training of staff and educating users 
is a part of “ Mindset” in optimizing business processes. Mindset is an 
indication of user sentiments that impacts predictions.

As also summarized in  Figure  2.1, underpinning Think Data is “ Think 
Cybersecurity.” Each aspect of the “ think” data needs to consider cyberse-
curity. For example, handset needs physical security, dataset needs secured 
cloud storage, toolset includes encryption, and mindset requires good user 
habits and awareness.

The over umbrella of think data is “ Value.” Therefore, all four aspects of 
think data need to be in balance.

Various aspects of think data

Understanding data implies understanding its various dimensions from 
sourcing and storage through the security and retirement. The entire gamut 
of application of the keyword “ data” is summarized in  Table 2.1.

 Table 2.1 provides a holistic checklist of data as applicable in business 
optimization. This corresponding thought focusing on each aspect of data 
is also provided in  Table 2.1.

Data characteristics

Strategic thinking data for business optimization includes  decision-making 
that combines analytics ( explicit) and human ( tacit) thinking. The entire 
 decision-making process is iterative and incremental resulting in business 
agility.5

Embedding data analytics in business processes makes them more effi-
cient and effective. Customer experience is also personalized as a result.

Data is not limited to structured sets.  Low-volume data and unstructured 
data with variety has the potential to provide valuable insights. The NO 
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 Table 2.1 T hink data for business optimization 

Data Think! ( for business optimization)

Data science Think overall principles, concepts, and strategies for the application 
of data to business. Datasets, handsets, toolsets, and mindsets are 
included in Data Science.

Data analytics Think algorithms to process the data and provide results. 
Descriptive, predictive, and prescriptive analytics together with 
supervised, unsupervised, and reinforced learning techniques are 
examples of analytics. 

Data architecture Think of technical alignment.
Data bases Think SQL and NoSQL databases storing data locally, on the Cloud, 

and on user devices in both structured and unstructured formats.
Data 
communications

Think networks and transmission infrastructure including its speed, 
security, and context. Wired,  Wi-Fi, and Cellular for data and 
analytics ( especially as they are offered as services).

Data context Think of the business context in which data will be used. The 
urgency, importance, and relevance of the business process provide 
an additional context. 

Data costs Think costs associated with per unit ( e.g., MB or GB) of data ( e.g., 
storage, backup, and mirroring costs). Costs of sourcing data from 
vendors are included. These “ cost”-related thoughts balance the 
expenses and risks of BO with returns ( ROI).

Data density Think of what reality the data represents. The more compact a data 
point in terms of representing the reality, the denser the data. And, 
the denser the data, the more effort and tools are required.

Data manipulation Think location of data and data movements. Manipulation is 
associated with data retrieval, preparation, and processing. 

Data mining Think layers and depths of datasets; think the nature of  data – static 
vs. dynamic. The algorithms for mining depend on the understanding 
of data layers and architecture.

Data presentation Think visualizations, users, IoT devices, screen real estate, and the 
relevance of presentation to the user in making decisions; video, 
audio, and sensor ( buzzers) are examples of presentation types. 

Data privacy Think legal aspects of data and repercussions of breaches on 
businesses. These privacy aspects change depending on the source, 
ownership, usage, and retirement of data. 

Data processes Think business processes that use data analysis. Process optimization 
is based on an understanding of data usage within the business 
process.

Data quality Think verification and validation of data, processing, and visuals. Think 
of the veracity of data, which is an ongoing effort based on 
continuous testing. Think also of the amount and type of data to be 
used for this testing versus the one to be used for training the AI 
algorithms. Is the business generating dark data? Is there dark data 
in the environment of the collaborating partners? 

Data security Think cybersecurity in terms of all aspects of  data – including and 
especially during communications via networks and processing. 
User behavior forms the “ soft” Should be soft aspect of security. 

(Continued)
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SQL databases6 provide opportunities for analytics and influence business 
 decision-making even without high volume. ML handles not only struc-
tured data, but also  semi- or unstructured data irrespective of its volume.

This data also has rich  meta-data ( e.g., parameters around a data point) 
associated with it. This  meta-data provides aggregated information for 
 business – such as potential demand for a product or service from a group 
of customers. Continuously growing data holds the promise for continually 
improving insights.

The data, its context, and  meta-data form a “ story.” These data stories 
help understand customer behavior, spot market trends, and satisfy compli-
ance needs. Analytics enable a business to proactively respond to changing 
external and internal situations.

 Data – especially large volume, high velocity, and unstructured d ata – can 
appear to be chaotic. Data strategies find a t ime-rhythm and a s tructure-pattern 
in that data. These rhythms and patterns are used to predict the interest rates 
tomorrow, the weather next week, and the best airfare a month in advance. 
Data science identifies trends and patterns through exploration, matching, 
referencing, correlating, and extending data and  meta-data.

Raw data evolves and transforms into information, analytics, and knowl-
edge. Knowledge drives decisions related to products and services.

Classifications and categorization are the starting point for the applica-
tion of statistical techniques to date. ML creates and uses models based on 
these techniques to generate insights.

 Table 2.1 (Continued) Think data for business optimization

Data Think! ( for business optimization)

Data sources Traditional, meta, and alternative data sources. Owned and leased 
data and also data scraped from sites. Synthetic data is generated 
internally to test and also “ pad” datasets for analytics.

Data statistics Think clustering and classification of data and the use of relevant 
statistical techniques to make sense of the data. Training and testing 
data are essential for statistical analysis. 

Data tools and 
technologies

Think current and future tools, and technologies related to sourcing, 
storage, analytics, and application of data.

Data usage Think the lifecycle of  data – from observation to retirement and 
everything in between. Vast storage of data with no usage is a 
burden to the business.

Data value Think end goals of customer satisfaction for a business. The entire 
BO effort is directed toward customer value, and data should help 
a business reach that.

Data warehouse Think storage of transactional and large historical data and 
associated systems for retrieval and analytics. Think strategies for 
mining historical data with descriptive analytics.
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Data is extracted for the repository of raw data for training and testing 
purposes. Features are defined in the training data. Accurate models of data 
and processes are used for further training and testing of models.

Data as enabler of optimization

Data through the range of think data is an enabler of process optimiza-
tion. Detection, predictions, and prescriptions are embedded in the busi-
ness functions. Identifying the right data type and having quick access are 
important for integrating within the  decision-making process. Testing the 
veracity of the dataset is required on a continuous basis. An integrated 
analytics platform promotes  idea-sharing and generates greater efficiency. 
Combining this with traditional data can lead to differentiated insights.

Following are some examples of how think data enables optimization:

• Location and density data of mobile devices predict economic outlook 
as it indicates increased human activity. This prediction enables the 
organization to develop strategies for newer products and services.

• Analyzing prices of millions of online products enables an under-
standing of shifts in global demands and, therefore, on pricing and 
marketing.

• Identifying changes to purchasing habits of customers to  cross-sell 
and  up-sell new products and services.

• Correlating credit card transactions, geolocation, and app downloads 
provide insights into how the business is viewed by the customers and 
which other businesses it should collaborate with.

• Correlating search engine data with social media data enables predict-
ing earnings.

• Twitter and other social media feeds together with sentiment analytics 
enable the capabilities to direct resources.

DATA TO DECISIONS PYRAMID

Data evolves through five layers to become decisions. As shown in  Figure 2.2, 
the evolution of data to decisions is a systematic, incremental process that 
impacts and is impacted by artificial intelligence ( AI). This evolution requires 
a detailed understanding of handset, dataset, toolset, and mindset. F igure 2.2 
starts with observations which, when recorded, become data. Observations 
are the start of data collection. Data goes through a process to become infor-
mation of analytics in order to provide knowledge and insights. Analytics 
achieve this by correlating  wide-ranging and dispersed suites of data. This 
is made possible due to the shareability of Big Data on the Cloud. Analytics 
support predictions and prescriptive advice as the data evolution continues. 
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 Decision-makers utilize these insights to make decisions. Good decisions con-
sider all the layers of data evolution and their contribution to the final out-
comes. Decisions are put into effect by action. Action generates consequences 
and further observations, and the cycle continues.

Observations are of the reality. Observations are subjective as they are 
influenced by the perceptions of the observer. Observations can be a business 
transaction, customer interaction, or a piece of equipment. Facts are observed 
in an unbiased manner and recorded as data. In addition to humans, machines 
and sensors ( e.g., IoT) also record observations. Multiple observations of the 
same reality over time, place, and people provide increasing confidence in its 
accuracy.

Observation and decisions are primarily subjective ( tacit). Data, infor-
mation, analytics, and codified knowledge are mainly objective ( explicit).7 
Only the objective aspect of d ecision-making can be automated. Intelligence 
in automation and optimization is a balancing act between the tacit and the 
explicit aspect of business  decision-making.

Below is a brief description of the five layers of the data to the decision 
pyramid of  Figure 2.2.

Layer 1:  Data is a record of observations

Data is a suite of observations consolidated and organized in an objective man-
ner. This layer represents the creation and manipulation of records. Storages can 
vary vastly, from the neatly organized rows and columns of a massive colum-
nar database, through to the complex, multimedia, data warehouses contain-
ing audio, video, photos, and charts. Data is objective, storable, shareable, and 
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 Figure 2.2 The pyramid of evolution of data to decisions and the AI impacts.  
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subject to varied analysis. The quality of data is enhanced through filters. Data 
is quantitative and qualitative in nature. Big Data is characterized by high vol-
ume, velocity, and variety. Data contains noise that has to be reduced.

Sharing of data across the organizations eliminates repetitive and redun-
dant data. For example, a customer demographic data, such as name and 
address, is usually stored by the telephone company. Therefore, this data 
need not be stored by the bank. Instead, this data is collaboratively avail-
able to the bank from the telephone company under “ contracts.” Sharing 
data through  well-connected, reliable, and trustworthy partners is the basic 
form of collaboration among organizations. D ata sharing is usually over 
the Cloud in order to facilitate collaborations.

Layer 2:  Information makes data understandable

Level 2 represents the processing of data to create information. Information 
is the systematic use of data in business processes. Data, on its own, is 
not meaningful, whereas information based on the data provides meaning. 
Big Data is both a challenge and an opportunity in the quest for BO. For 
example, bank data is processed to generate information on demographic 
behavior patterns, such as spending styles, income groups, and geographi-
cal nuances of the customer. Creating information and understanding the 
 decision-making process are important Level 2 activities.

Processing vast and complete datasets reveal hidden semantics. Process is 
activities and steps undertaken in businesses, like that of opening an account 
in a bank or withdrawing cash from an ATM. While minor variations in 
each of these processes are accepted, the fundamental process remains the 
same. By creating a basic process model for opening an account, it is possi-
ble to embed analytics in it. Rules and regulations can be commonly applied 
to these information system processes. Furthermore, agencies specializing 
in fraud detection can inspect the information for suspicious transactions.

Layer 3:  Analytics and services ( collaborations)

Analytics establish correlations between data. Analytics identify patterns 
and trends within those data. The more the data, the better is the output. 
Also, data analytics is not limited to analytics on a singular type of data. 
Data is sourced with the help of services from multiple and widely varied 
databases ( typically on the Cloud) and a relationship established between 
them in order to perform data analytics. Analytics itself is offered as a 
Service8 on the Cloud. Electronically established collaborations among other 
partnering businesses enable offering of a wide spectrum of services to the 
clients of the organization. Therefore, analytics and services together ensure 
data and information have evolved to a highly sophisticated level of usage. 
Personalization on a highly scalable basis results from collaborative services.
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Layer 4:  Knowledge and insights

Knowledge can be understood as rationalization and correlation of informa-
tion through reflection, learning, and logical reasoning. The knowledge dis-
covery processes are categorized under six distinct groups ( Helmy, Arntzen 
Bechina, and Siqveland 2018)9,10: Formulating the Domain Application, 
Data Acquisition, Data Preparation, Machine Learning ( ML), Evaluation 
and Knowledge Discovery, and Deployment. The focus of this 4th layer in 
the pyramid of  Figure 2.2 is to correlate information and use analytics to 
create new knowledge.

Information can lay in silos, mainly dictated by the original classification 
of data upon which it is based. Converting this information to knowledge 
is a multilayered process. Analytics combined with information produces 
knowledge. Big Data provides a greater opportunity to correlate between 
otherwise separate islands of information within and outside an organiza-
tion as compared to normal data. This is so because almost all Big Data is 
stored in the cloud.

The level also shares knowledge about an individual or a group of cus-
tomers or users across multiple organizations. For example, correlation 
between the information about a customer ( person) available to one orga-
nization and other bits of information ( such as geographical location or 
spending habits) available to another organization can be established. 
These  wide-ranging correlations produce new and unique knowledge about 
that customer that is not possible with analytics in a single organization. 
Knowledge can extend the predictability of behavior beyond one customer 
to an entire customer group.

 

Layer 5:  Decisions

Decisions are made up of explicit inferences based on insights and exten-
sive correlations among widely dispersed knowledge and tacit mindset of 
 decision-makers. While data, information, analytics, and ( to a large extent) 
knowledge are considered objective, decisions are a human subjective trait. 
Decision makes the use of tacit human factors such as personal experience, 
value system, time and location of  decision-making, sociocultural environ-
ment, and ability to make estimates and take risks. The implicit form of 
knowledge of the user is often cognitive “ intuition” about how the input, 
the process, and the output are related.

AI suggests actionable knowledge in order to support decisions. Strategic 
use of Big Data and AI leads to insightful decisions. Analytical outputs are 
combined with the individual  decision-maker’s ability to consistently dis-
tinguish the importance, relevance, context, and organizational principles 
in decisions. The  decision-maker comprehends and balances AI with NI 
for  decision-making.  Decision-making is an agile, iterative process with the 
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The 3+1+1  ( 5) Vs of Big Data

consequences of the decisions providing fresh data as input for the next 
discussion.

Intelligence is not something that can be organized and placed in data-
bases and transferred to others through training. Decisions lead to actions 
that are fully mature implementation of the data decision pyramid aiming 
at the value goal. Enhancing the customer experience in the most effective 
and efficient way is the purpose of data to decisions. Customer groups can 
also collaborate and support decisions to achieve higher value for them-
selves. Collaborations across organizations require an exchange of data and 
information across highly porous electronic boundaries.

BIG DATA TYPES AND THEIR 
CHARACTERISTICS FOR ANALYTICS

BO uses Big Data in its analytics. Understanding the characteristics and 
nature of Big Data improves the opportunity of its usage in decisions. These 
characteristics are summarized in F igure 2.3. Big Data is initially character-
ized by high volumes. Velocity and variety emerged as important additional 
characteristics of Big Data. Processing capabilities and storage are required 
to be enhanced as Big Data moves beyond the confines of a traditional data 
warehouse. Veracity relates to the quality of data. Business optimization 
approaches the fifth characteristic of “ V”alue in a strategic manner.11 BO 
comprehends the new possibilities for business with these characteristics. 
Value in this mix of characteristics is the most important yet hidden char-
acteristic of data. The context of data and the concept of Agility in business 
are important contributors in extracting the value that is hidden within the 
data. As new solutions continue to emerge, users need to quickly under-
stand the implications of the new forms of  decision-making.
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 Figure 2.3 Detailed characteristics of Big Data’s 3 + 1 + 1 Vs and the types and categories 
of data. 
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Large, historical  static datasets are captured, communicated, aggregated, 
stored, and analyzed. But data isn’t static.12 Instead, it is a combination of 
both static ( large volume) data and dynamic data (  high-velocity) data such 
as being streamed from IoT devices.

Big Data is defined as h igh-volume,  high-velocity, and/ or  high-variety 
information assets that require new forms of processing to enable enhanced 
 decision-making, insight discovery, and process optimization.13 Large bod-
ies of data also have encrypted patterns that represent knowledge14 pre-
served from the past and providing invaluable hints, tips, and even concrete 
solutions to challenges being experienced in the present.

While volume, velocity, and variety are inherent to Big Data, veracity and 
value require a  business-oriented and strategic approach to handling data. 
Data, often associated with text and numbers, can take the shape of an 
audio or video file in the Big Data space. Big Data deals with large volumes 
( e.g., ticker of a share market) and a variety of sources ( e.g., from a website, a 
blog, or an IoT device). Text itself can be both structured and unstructured. 
For example, a form filled out online will have a structure associated with 
the fields. When such forms run into millions and the data entered within 
those forms needs to be analyzed, the structured data starts moving into the 
realms of Big Data. On the other hand, lesser volume but highly unstruc-
tured data ( e.g., descriptive customer feedback or a blog) is also in the realm 
of Big Data. Data velocity is further related to clickstream, video streaming, 
and machine sensors.  Audio-video are unstructured data requiring a transla-
tion into a structure before they can be analyzed. Such conversion of data to 
a structure for analysis is an iterative process.

Understanding data usage provides the basis for developing d ata-driven 
strategies for BO. The basic data usage pattern starts with observations. Once 
observations become data, that data goes through generate, record, store, 
secure, clean, retrieve, share, and use processes. Finally, good data usage 
is also concerned with the appropriate retirement of data. Four distinct yet 
interrelated aspects of the data usage pattern are summarized in  Figure 2.4:

• Source and store  data – This is the entry of data in the organiza-
tion through direct, mobile, audio, text, etc.; volume, cloud, scalable, 
secured. Data analytic strategies are concerned with the sourcing of 
current and future data, its cost and how current, relevant and reliable 
the source and storage facilities are.

• Mine d ata– ( analytics, patterns, collaborations, costs associated with 
data and mining; q uality – cleansing). Data analytic strategies con-
sider the relevance and the overall costs of mining data. Tools and 
technologies for data mining are considered here.

• Utilize  data – (  decision-making; granularity; feedback mechanism). 
Data analytic strategies include business process r e-engineering in 
order to embed analytics in the  decision-making process. The level of 
granularity is considered.
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• Retire  data – ( secured deletions, future use). Data analytic strategies 
to deal with data that has already served its purpose. The usage of 
data requires an equally careful approach to its retirement and even-
tual deletion.

SOURCING OF DATA

Think Data and the data analytic usage pattern mention the sourcing of 
data. Substantial data is generated by machine sensors and IoT15 devices as 
a source. The volume and velocity of such data are very high because it is 
generated without human intervention. The number of active IoT devices was 
estimated to be 21 billion by 202016 generating 40% of all data. These data 
through channels of interconnected sensors and devices are now available 
in massive quantities and in both structured and unstructured formats. The 
addition to this data is on a continuous basis with high velocity. Third parties 
and governmental bodies provide yet another source of data. Users generate 
and share content typically on the Cloud. Data analytics on the Cloud pro-
vides  real-time insights that enable the optimization of processes. The end 
result is a vast collection of data from multiple sources, growing at a high rate 
and comprising varieties that have a potential value hidden in them.

Enterprise applications ( CRM, ERP, SCM, and others) store this data. 
The volume, velocity, and variety of this data has bearing on its analytics. 

Source & Store Data - Entry 
(Direct, Mobile, Audio, Text 

etc.; Volume, Cloud, 
Scalable, Secured)

Mine Data (Analytics, 
Patterns, Collaborations, 

Costs associated with data 
and mining; Quality –

cleansing)

Utilize Data (Decision-
making; Granularity; 

Feedback mechanism)

Retire Data (Secured 
Deletions, Future use)

D A T A          
Analytics Usage

Observe Generate Record Store Secure Clean Retrieve Share Use 
(Analyze) Retire

 Figure 2.4 Data analytics usage pattern.  
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Timely and accurate analytics are required in order to help optimize busi-
ness. Analytics impact business decisions.

 Figure 2.5 shows the additional categorization of Big Data in fundamen-
tal, macro, and alternative data.

•  Fundamental – Basic data generated by the organization, mostly lin-
ear ( e.g., master data on people, company data, share issue and type, 
listing exchanges)

•  Macro – Big picture,  non-personalized, aggregated ( e.g., interest rates, 
political views and policies, exchange rates). Macro data is based 
on aggregated, fundamental data but it does not identify individual 
records.

•  Alternative – Third source, typically unstructured ( e.g., news feeds, 
social media, online communities, blogs, IoT sensors, satellite imagery)

Alternative data

Alternative data is not the organized transactional datasets. Alternative 
data is derived from third parties: for example, social media feeds, blogs, 
forums, and c rowd-sourcing platforms. IoT devices are major sources of 
alternative data. Alternative data is a subset of Big Data, often unstructured 
and unidentifiable. Alternative data is sourced from outside the boundar-
ies and controls of the organization and yet it references the organization. 
For example, a trending news item about the organization and the ensu-
ing discussions by customers and other observers on the news item can be 
analyzed to find trends and patterns. The confidence levels of predictions 
improve with alternative data. Alternative data can provide validation for 
the main data and improve the granularity of predictions.

Fundamental Data

•Basic, mostly Linear
•e.g. Security 

Master 
Information: Issue 
Name, Issue 
Symbol, Issue Type, 
Issue Class, Listing 
Market Tier, Total 
Shares Outstanding 
(TSO), Public Float

Macro Data

•Big Picture, Non-
Personalized, 
Aggregated

•E.g. Interest rates, 
Political views and 
Policies, Exchange 
Rates

Alternative Data

•Third source, 
typically 
Unstructured

•E.g. News feeds, 
social media, online 
communities, blogs, 
IoT sensors, 
satellite imagery

Structured Un-Structured

 Figure 2.5 Big Data categories based on sources.  
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Analyzing and using this alternative data require AI technologies and cor-
responding and business capabilities. Identifying the source of alternate data 
requires an understanding of the nature of the organization or community 
providing that data, understanding security and privacy issues associated with 
the source, and the relevance of that data to the problem at hand. For example, 
analyzing an insurance quote can make use of alternative data about the prop-
erty or vehicle being insured by sourcing the user community associated with 
that  item – but the analyst has to be mindful of which Tweeter or Facebook 
community they are sourcing the data from, its reliability and security, and 
how well it has served the purpose of improving the accuracy of the insur-
ance quote. Furthermore, the mindset of people in the organization who will 
utilize the data also requires due consideration because this niche data and its 
analytics can change the way in which an agent provides an insurance quote. 
Sourcing, analyzing, and integrating this alternative data in d ecision-making 
require more than AI tools. Expertise in the business domain has to couple 
with technical expertise in the mindset of the data science professionals.

While structured, transactional data is analyzed quantitatively, alterna-
tive data needs more creative approaches for sourcing and analytics. These 
approaches include analyzing the  free-formatted blogs, opinions,  likes and 
dislikes, and the speed with which a particular community is expressing its 
opinions. For example, if a car owner community posts a certain number 
of “ likes” and favorable opinions for a new brand of car model within, say, 
1 week, then it has a higher density of positive opinion than the same posi-
tive expressions over 4 weeks.

Alternative data potentially offers an advantage over only using tradi-
tional data. Opportunity to derive value from previously ignored and/ or 
emerging datasets, often termed the “ exhaust” of other business or com-
munities, is the new edge in data analytics.

For example, consider the prophecy project still incomplete. prophecy 
project needs more definition as to what it is and a transition to the next 
sentence.17  COVID-19 studies attempt to identify clusters based on travel 
histories, individual movements, and tweets. ( e.g., satellite images of indus-
tries and companies, environmental impact).

Alternative data means an attempt to know anything around the business 
based on what “ others” think of the business. For example, if the public 
health wants to know the path of the pandemic, it will source exotic data 
such as parking lots and cell phone usage.

Alternative data provides collective intelligence resulting in rewards and 
risks. Risk arises from the source of data, which remains unverified.

Risks in alternative data usage are worth in t ime-sensitive business processes. 
For example, in financial trading, even a narrow timing advantage provides 
a trading edge. Alternative data provides that edge. Alternative data provides 
potential information advantages in investment management decisions.

Alternative data is usually incomplete and not verifiable. They are unstruc-
tured and difficult to integrate with existing organizational, transactional 
data. Privacy and security of this data are also very difficult to establish.
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Regulation also plays a role in sourcing and use of alternative data. For 
example, with GDPR regulation, it may be necessary for an organization to 
explain and make visible the alternative data they have collected from com-
munity forums and which they are using to identify trends in a product or 
service. In other regions, where GDPR does not apply, the need to disclose 
the alternative data source and usage is not required.

Data security and storage

Security and privacy issues for large volumes of data increase with their increas-
ing use in analytics. This challenge of security increases further as the velocity 
of the data being generated is also very high.  Cloud-based storages reduce the 
pressure to plan for data storage infrastructure. Cloud storages do have the 
challenge of ownership and security of data. Additionally, in many cases due to 
the velocity of data,  real-time backups may not be possible. Data redundancy 
and backup of data are other important security and storage factors.

DATA ANALYTICS IN BUSINESS 
PROCESS OPTIMIZATION

Analytics themselves are not new. Starting with an abacus to the use of a 
sophisticated Excel with macros, analytics provide valuable insights for users. 
Analytics are a pointer to ( a) what action is to be taken and ( b) the results of 
that action.

Data analytics

Analytics provide a  data-centric approach to business  decision-making. 
Analytics have multiple purpose and importance. Analytics explore the 
past by describing a happening based on static historical data. Analytics 
also look forward by presenting what is likely to happen in the  future – a 
prediction. Predictive analytics need to incorporate dynamic data inputs 
and use them to create multiple “  what-if scenarios.”

Data analytics is at the heart of business optimization. The starting point 
of a strategic approach to using analytics in BO is the business problem or 
desired outcome by using those analytics. Examining the factors contribut-
ing to value creation in business is more important than the details of ana-
lytics and technologies. Once the business outcomes are understood, data 
analytics start examining the diverse data sources and types available to the 
organization for analytical purposes.

Data analytics generate insights that are translated into actionable 
knowledge. Data analytics includes clustering, segregation, segementation, 
and analysis of the customer data in order to understand customer behav-
ior, potential sentiments, and referrals. This analysis results in actions. 
Enabling those actions to happen requires changes to business processes 
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and people training. For data analytics to succeed, a clear roadmap for its 
application is essential.18

Business process optimization

Optimizing business processes is making efficient and effective decisions. 
Organizational functions generate data and use data analytics. Project 
management, enterprise architecture, process modeling, solutions develop-
ment, and quality assurance are a number of o rganization-level activities 
required for successful optimization. These activities complement data sci-
ence. Categorizing data, finding the correlation, undertaking analytics, and 
presenting the insights ( in an  easy- to-use way for the  end-user) result in 
improved decisions. This improvement in decisions is measured in terms of 
speed, accuracy, and points where decisions are made.

The following activities are undertaken for business optimization:

• Specify, at a high or strategic level, the desired business outcomes from 
the optimization effort. This is a leadership activity that sets the business 
vision from AI in close collaboration with the senior leadership team.

• Identify current capabilities and technology maturity of the organiza-
tion of an enterprise. This requires a survey of data inventory.

• Identify current business processes and how these processes will 
change ( reengineered) with AI.

• Start establishing the context in which data will be used.
• Also, identify gaps in the current business processes and the ones that 

can be  data-driven. This is achieved through process modeling.
• Understand the risks of AI on business processes, including the change 

to organizational  decision-making and structure.
• Decentralize  decision-making in the business processes requiring 

mindset change. 
• Document operational and performance parameters used in measur-

ing user/ customer satisfaction.
• Create process optimization models with the e nd-user in mind.
• Categorize current structured data both within and outside an orga-

nization and how it is impacting current d ecision-making. This infor-
mation is helpful in bringing together the structured and unstructured 
data to provide a holistic, 360 degree view to the customer/ user.

• Approach to integrate  semi- and unstructured data with existing 
structured data in order to enhance analytical insights in order to 
reduce the risks associated with such integrations.

• Develop a strategic approach to the use of alternative data. Include 
alternative and data analytics in decisions.

• Explore the correlations of business functions in an organization 
( e.g., between revenues and marketing, products and customer 
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satisfaction, skills and project success). Data analytics engenders 
such correlations by relating information from otherwise disparately 
spaced data silo.

• Work with the limitations of existing  data-related skill levels across 
the organization and help formulate an upskilling approach. This is 
aimed at enhancing the capabilities of the current staff by either pro-
viding training and experience, or supporting them with external con-
sulting resources in the initial stages of adoption.

Establishing the data context

Developing the context and using context awareness are vital in Big Data 
analytics. For example, each IoT ( e.g., wristwatches, smoke detectors, shoes, 
and home appliances) are a data point with many, additional data points 
embedded within them. These devices can send, receive, and process data 
in collaboration with other devices and the  back-end Cloud in real time. 
Embedding a sensor, sending signals, and receiving data points over the 
Internet is a start. This start is followed by context awareness of data from 
multiple sensors coming from varied sources using advanced algorithms, 
in real time, to develop a 360-degree, holistic view of the data point for 
enhanced and Agile  decision-making.

Typically, although not always, the context can be ascertained by who, 
why, what, when, where, and how. A simple IoT device, with limited func-
tionality, may only need to answer one or two W’s, while a more complex 
device generating complex sensor data may need to answer all questions. 
 Table 2.2 shows an example of contextual reference for a “ patient” data 
point when used in data analytics.

Tools and techniques for BO

Big Data technologies ( build on Hadoop19) ingest and store data in different 
formats including unstructured data such as customer feedback ( via emails, 
blogs, and forums).

Big Data based on Hadoop ( HDFS) is primarily static,  batch-oriented, 
and analyzable. The architecture of Hadoop had not incorporated the 
velocity of data and its  real-time processing. Therefore, additional tech-
nologies are required to handle the  high-velocity data. This is so because 
irrespective of the incoming format and velocity, eventually all data points 
need a semblance of structure in order to be analyzable.

Additional data manipulation tools and techniques are required to inter-
face incoming transactional as well as unstructured data with the large, static 
enterprise data warehouses. Ease of configurability and ease of use of these 
tools and techniques play an important part in value generation from analytics. 
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Analytical tools and techniques help in handling the  challenges – particu-
larly when handling unstructured data. For example, analytical techniques 
map and index a suite of unstructured data to identify a pattern in the data. 
Statistical analytical techniques ( e.g., linear regression) are complemented by 
software and programming tools ( e.g., “ R”20 or Python21) and solutions pack-
ages ( e.g., SAS22). NoSQL is the domain of a ggregate-oriented databases23 that 
provides increasingly sophisticated mechanisms to store and analyze unstruc-
tured data. Tools for data security analytics are discussed in  Chapter 9.

Data analytics design for BO

Designing data analytics is a balancing  act – provisioning enough to let 
the users configure the analytical solutions they want but at the same time 
ensuring enough integration and control in the background to ensure secu-
rity, accuracy, and ease of use. The Agile concept of iteration and increment 
is invaluable in developing such balanced, configurable s elf-serve analytical 
solutions. While it personalizes the experience for the user it also frees up 
valuable organizational resources and enables lean business processes.

BO is reliant on the richness of analytics, the numerous “  what-if” scenar-
ios, and their timeliness. The volume, variety, and velocity with structured, 

 Table 2.2 P arameters of a data point ( patient) in ascertaining business outcome 

Context (reference Description of the Example of the contextual reference point for 
point) reference point “patient”

Who Stakeholder Patient in a hospital around whom the entire 
context is based. 

Why Goal The patient stakeholder has the goal of getting 
well and that provides input into the context of 
storing and analyzing this data point. 

What Tools and Hospital bed, ventilator, monitors, and associated 
technology tools provide the technologies for the patient 

data point. These tools and technologies provide 
the input into the speed with which the “ Why” 
or the goal is achieved and the costs. 

When Timing 1 AM provides input in the context because it 
changes the way in which the patient is 
transported, and the speed with which the 
treatment is made available.  A macro-level 
context is whether the patient is coming when 
the hospitals are full due to a pandemic.

Where Location Specific location of the hospital, the bed, and 
whether the patient is taken straight into the 
ICU because of an emergency. 

How Process Admitting the patient and providing the treatment 
to enable the patient to achieve the goals. 
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unstructured, and semistructured data types are studied together in data 
analytics. The complexity of such data is acknowledged as a challenge and 
also as a promise for the insights it can produce. For example, data analytics 
goes beyond sampling and discrete categorizing and into the realm for ana-
lyzing full datasets. This is a challenge as well as an opportunity to produce 
very precise results.

Granularity of analytics in BO

Another important concept that helps business agility is the levels of granu-
larity in undertaking analytics. Granularity of data, granularity of ana-
lytics, its context, and the processes embedding the data are crucial in 
establishing data strategies for Agile business.

Big Data analytics takes analytics to a very fine degree of granularity. 
This finer granularity is enabled by algorithms turned into code. The execu-
tion of this code on the  high-volume and velocity data is enabled through 
the technologies of Hadoop and NoSQL. Finer granularity of analytics is 
the capability that differentiates Big Data analytics from the traditional 
analysis of data.24 The availability and accumulation of data combined 
with the availability of computing power enables drilling down through 
that data with pinpoint accuracy. Ascertaining the optimum level of this 
granularity of data analytics is a strategic business decision discussed later 
in this chapter.

Velocity coupled with volume requires strategies for handling data that 
also start with the desired business outcomes. For example, the more finely 
granular are the analytics, the greater is their confidence level although more 
resources are required from the organization. This, in turn, can increase 
the cost of analytics. Coarse ( or lesser) granularity means less  precision in 
the results. Granularity and resources are thus a continuously balancing, 
“ agile” act. Desired outcomes enable the establishment of the right levels 
of granularity.

User experience analysis and BO

Another important aspect of data analytics is understanding customer 
( user) sentiments through “ user experience analysis.” Data generated by 
 social-mobile interactions before the user is in direct contact with the busi-
ness is explored as part of user experience analysis. This exploration enables 
a business to come up with business strategies that aim to understand the 
customer before and after the contact period of that customer with the busi-
ness. This data can be analyzed in order to understand the customer expecta-
tions and the user behavior and set the business response accordingly. User 
experience analysis depends heavily on social media and mobile technologies.
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Analytics provide for growth and innovation in services and enable pro-
cess optimization. A strategic approach is a must for data analytics to be 
part of the organization culture. Precision and speed in analytics and inter-
active data exploration need to be supported by upskilling the users and 
providers of the analytics.

 Self-serve analytics in BO

Self-serve analytics ( SSA) is a business strategy focused on letting users 
( e.g., staff and customers) decide what they want from the DatAnalytics 
(  data- cum-analytics), how they want it, and then help them achieve those 
insights. This not only provides the user with what she wants, when she 
wants it, and how it is delivered; but it also reduces the onus of analytics on 
the business.

Given the velocity of data, the rapidly changing context of the user ( e.g., 
the urgency of the results, the format in which they are desired, and the 
device on which they will be presented), and the e ver-increasing availability 
of data warehouses from “ third parties,” it is in the best interest of an orga-
nization to provide patterns or prefabricated analytical tools which enable 
users to  self-serve themselves. This is called “ Customer Intelligence.”25 
 Self-serve analytical capabilities require b ack-end data integration, dynamic 
business process modeling, and customizable visuals. Tools are used to bring 
data together from many different  locations – internal and  external – to 
instantaneously answer  self-service queries. These tools enable collabora-
tions among multiple systems, their interfaces, and open data sources from 
external organizations ( e.g.  third-party sites providing data or that being 
sourced from data providers).

Gartner26 describes the ease of use as the topmost priority for  self-service 
analytics. This is because the user is unlikely to have technical or analytical 
skills. The user could be a banking or financial analyst and not necessarily 
a statistician. Visual configuration of services needs to be presented to the 
user. These users should be able to configure analytics to solve their imme-
diate needs.

DATA CLUSTERS AND SEGMENTATION

Clustering groups similar data together into clusters. This clustering is done 
with the aim of segmenting them. Segmentation places data into groups 
based on similar characteristics. These terms denote different approaches 
to analyzing data. ML algorithms help identify clusters by identifying 
 relationships of different types of data. Clustering deals with finding the 
relationships between data that are then placed in segments. Clustering the 
data helps discover new segments.
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Horizontal and vertical clustering

Clustering identifies groups of similar entities in a multivariate dataset. These 
are business data such as customers, products, sales, marketing, and regions. 
Clustering is undertaken through partitioning of data in a horizontal and/ or 
vertical manner. Good clusters are based on internal cohesion but externally 
loose coupling. Minimal differences within each cluster but maximum dif-
ferences across clusters is considered as a good analytics design.

Segmentation

Data segmentation forms the basis for process optimization. Segmentation is 
the separation of data into groups of similar elements. This is an important 
first step in analytics. Age vs gender or customers vs prospects are examples 
of segmentation. Segmentation allows businesses to analyze customers based 
on those similarities. Segmenting enables the creation of a target for services 
or products. For example, a data analyst helps new businesses improve their 
 decision-making capabilities by segmenting other similar businesses. Data 
from these businesses is further divided for further analysis.

The process of segmentation continues in an iterative manner with 
increasingly finer segments. Segmentation finds relationships within vari-
ables in order to predict customer behavior.

Clusters and segments in practice

Segments are based on relationships between datasets. However, there is a 
limit to establishing these relationships. Clustering algorithms identify sim-
ilarities in data. The closer the data elements are to each other, the better 
the segment. Distance between data items should be less but more between 
segments. Clustering can primarily lead to unsupervised learning in analyt-
ics. Clustering is an example in unsupervised learning, wherein the model 
has no target variable. Clustering groups the data based on multiple vari-
ables without being explicitly labeled.

Instead of grouping customers, clustering identifies what customers are 
likely to do.

ML utilizes clustering and classifications based on data features in prac-
tice. Data analytics drives and optimizes functions such as marketing, sales, 
support, supply chains, operations, and HR. Users of products and services 
benefit with personalization of services. Analytics benefit with personaliza-
tion of services. Segment, cluster, and aggregate analyze data. Segmentation 
and clustering help prepare data for cluster analysis for business optimiza-
tion. Here are some examples in practice:

•  Market – Clustering potential customers with similar interest in a 
product based on their similarities.
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•  Sales – Clustering can tell what kind of people buy a specific product.
•  Insurance – Clustering techniques are used to identify fraudulent 

insurance claims.
•  Education – Identifying groups of universities based on their tuition, 

geographic location, quality of education, and type of degree 
programs.

•  Credit – Grouping customers based on their credit history.

 DATA-DRIVEN DECISIONS 

Nature and types of decisions

 Figure 2.6 shows a simple matrix of AI and NI. Automation, prediction, expe-
rience, and intuition are the four quadrants that fit in the k nown-unknown 
aspects of this matrix. These quadrants form the basis for the current dis-
cussion on enhancing the A I-based tools to support d ecision-making by 
leaders. The prediction and the experience quadrants of F igure 2.6 are of 
greater interest in the context of this discussion as compared to the auto-
mation and the intuition quadrants.  AI-based predictions and leadership 
experience is a judicious combination for BO.

Automation

Automation happens in the ML space wherein machines take over routine 
processes in order to reduce time and effort for humans. Any process that 
is primarily simple, straightforward, and deterministic in nature requiring 
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minimal adjustments during execution is ideal for automation. Automation 
works best in handling a known or definable disruption that has occurred 
in the past, and the decisions and actions taken at the time of the occurrence 
are recorded within the AI system. For example, known network failures in 
the technology space benefit by automation. Monitoring networks and net-
work communications is a likely beneficiary of automation because the pro-
cesses around network management are usually well defined.27 As argued 
by Gonsalves and Unhelkar ( 2020), the primary purpose of automation 
is to improve the performance of a system.28 This performance is usually 
measured in terms of time and c osts – both of which are improved through 
automation. While this aforementioned improvement in performance may 
be considered as “ value,” it is not the same value as perceived by human 
customers ( See  Chapter 10 on NI). Disruptions to businesses result not only 
in the loss of time and money, but they also result in the loss of value as 
perceived by the customer/ user. Situations, such as  COVID-19, which are 
not amenable to prediction with simple and deterministic equations, are 
unlikely to benefit by automated systems. Disruptions are complex; they 
comprise technology, processes, and user disruptions that require complex 
stakeholder management and recovery strategies. Disruptions cannot be 
handled entirely by automation, which is limited to the measurable aspects 
of a business  system – primarily time and costs.

Prediction

Prediction occurs when the disruptions can be anticipated based on trends 
in data.29  AI-based predictions can be categorized as “ known” to the system 
but “ unknown” to the human. This is so because the tools and technologies 
of AI are well equipped to make sense of the vast amount of fa st-moving 
data. Leadership, in this category, needs to rely on the  AI-based system to 
sound the alarm when there is a possibility of disruption. Big Data analyt-
ics have shown to predict network failures and security breaches based on 
the analysis of large amounts of historical data.30 Since predictions improve 
with data, the larger the dataset, the better the predictions. Economic dis-
ruptions, for example, are predicted with reasonable confidence based on 
data trends. ML code embedded in AI models is, however, agnostic to the 
specific situation, or context, of the user.

Experience

This represents the h uman-based NI that comes into play in d ecision-making. 
AI engines work only on available data which, in some situations, may not be 
readily available. In other situations, the tools may not be able to identify cor-
responding trends within a reasonable time. When the situation is unknown 
to the system, leaders provide the needed input based on their experience. 
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NI can undertake anticipation, decisions, and actions based on leadership 
experience. For example, where systems fail to predict network failures or 
security breaches, technology leaders anticipate these events based on their 
experience. Resilience and recovery strategies are intertwined in the very 
thought processes of experienced leaders. Thus, while due consideration is 
given to the predictions provided by the automated ML modules, these pre-
dictions are superimposed with NI.31 Despite the c utting-edge deep learning 
algorithms, human experience is not overridden, and  decision-making is not 
entirely handed over to AI. Furthermore,  experience-based anticipation and 
actions include consequences of the decisions in relation to quality and ethi-
cal ramifications. These aforementioned consequences and the human exper-
tise ( NI) are important considerations in the “ known to humans, unknown 
to system” box in  Figure 2.6. The learning algorithm combines its historical 
analytics with the freshly incoming data in order to improve its predictability 
of disruptions. The learning algorithm undergoes continuous improvements 
through ongoing iterations and increments in an agile manner.

Intuition

This concept encompasses the space where disruptions neither have a  past –  
historical data to create a  trend – nor do they appear in the experience 
horizon of the leaders. In other words, these disruptions are unknown to 
AI and unknown to  humans – as shown in the  right-bottom quadrant in 
 Figure 2.6. The current  COVID-19 pandemic falls under this category of 
 unknown-unknown. The only possibility of anticipating such disruptions 
is to explore the instinctive feelings within the leaders, together with imagi-
nary scenarios created in the AI engine.

DATA ANALYTICS FOR BUSINESS AGILITY

An optimized business is an agile business. Optimization is achieved by 
continuously enhancing business processes with the help of data analytics. 
 Figure 2.7 summarizes how an optimizing business leverages data analytics 
for business agility.

• Customer analytics enables the business to understand the changing 
preferences of the customer. Personalized needs of the customer are 
also better understood through this analysis.

• Product analytics provides insights into the costs, risks, and relevance 
of the product to the users. Processes related to the development of the 
product are optimized using this analysis.

• Marketing analytics enables the business to understand the market 
gap, its size and location, and how to approach the promotion of its 
products or services.
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• Sentiment analytics is an understanding of the customer sentiments 
after the product or services has been consumed. It is a useful tool to 
figure out if the customer is likely to support and promote the business 
or work against it.

• Security and privacy analytics is the understanding of the confidence 
level of customers and other users in the products and processes of the 
business.

•  Cross-selling analytics establishes the correlations between the vari-
ous products and services of the business as well as its partners and 
competitors.

• Maintenance analytics is invaluable in a manufacturing setting in 
particular as it provides descriptive as well as predictive insights into 
the state of the equipment.

The analytics alluded to above impact the following business functions.

• Customer segmentation and attrition is optimized due to a bet-
ter understanding of the customers, their needs and priorities, and 
changes to the customer groups as they move their priorities.

• Product acceptance on user community is an interesting process that deals 
with the generation and use of alternative data. This is the acceptance ( or 
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lack thereof) of the company’s product or service on the user community 
platform.

• Targeted marketing campaigns on multichannels can be brought 
about with the help of the analytics mentioned above.

• Social media discussions and blog posts can be influenced by active 
participation of the organization in those discussions and alleviating 
the issues faced by the customers.

• Recording search and transactional data in order to further update 
the databases and fine tune the analytics.

• Strategizing for cross/  up-selling the products and services is enhanced 
and focused as a result of the use of analytical insights.

•  Pre-empting events such as the launch of products or, in the worst case, 
redressing  large-scale grievances can be organized based on analytics.

• Optimizing the business processes of the organization by having a 
better understanding of the slack within them and how they are pro-
viding value to the customer

CONSOLIDATION WORKSHOP

 1. Why are the four “ sets” of Think Data important?
 2. How is AI positioned within the five layers of the Data to Decision 

pyramid?
 3. Data is a set of observations which may be influenced by the subjec-

tivity and perceptions of the observer. What precautions need to be 
taken to ensure objectivity and  bias-free data?

 4. What are the similarities in AI utilization from Data to Big Data? 
What are the differences?

 5. What are the challenges of handling the categories of Big Data and the 
4 + 1 “ V” of Big Data in the context of business?

 6. What is Alternative data? Discuss the characteristic of this type of 
data and its importance in BO?

 7. What are the challenges in making sense of Big Data in business 
 decision-making? How can these challenges be addressed?

 8. How can the types of Big Data Analytics provide opportunities for 
business?

 9. What is the difference between Segmentation and Clustering of Big 
Data and the impact of each within ML algorithms?

 10. What are the advantages and nuances of d ata-driven  decision-making?
 11. Describe the challenges and risks in  data-driven  decision-making.
 12. What is the “  known-unknown” matrix for AI and NI? Discuss 

with examples. Explain the role of experience and intuition in the 
“  known-unknown” matrix for d ecision-making. How can they be 
interfaced with AI?
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 13. Can AI/ ML algorithms figure out the context in which they are 
applied?

 14. Describe the role of  learn-b uild-adjust cycle in the feedback loop of 
refining decisions in the data to decisions pyramid.
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Chapter 3

Digital leadership
Strategies for AI adoption

STRATEGIZING FOR BUSINESS OPTIMIZATION

Digital business is based on data as a strategic asset. Strategic planning 
for business optimization ( BO) incorporates data, analytics, and applica-
tion. Providing customer value is the purpose of utilizing data. Artificial 
intelligence ( AI) impacts organizational culture, business process, systems, 
and data. Eventually, AI adoption impacts the customer. Digital business 
strategy for BO depends on the context. A market, product, process, and 
government policy are examples of the context. Furthermore, automation, 
optimization, and humanization play an important role in digital business 
strategies. Data usage also leads to new and opportune business models. 
 Data-driven analytics in business processes enable  data-driven decisions, 
innovation in products, and efficiency in business functions. BO expands 
the use of data beyond IT and into the rest of the organization. BO improves 
business performance by enhanced  decision-making. Decisions around 
operational optimization are based on  data-driven analytics. Such digital 
strategies lead to the discovery of new means of delivering customer value.

Adopting  AI-based  decision-making involves both technical and business 
risks. Leaders understand and incorporate those risks within digital business 
strategies. Costs, returns, risks, security, privacy, and safety associated with 
 AI-based BO are outlined within the business strategy. Development and 
deployment of AI solutions, reengineering of processes, and change manage-
ment form part of business strategy. Digital business strategy also ensures 
the security of business data from a regulatory and compliance viewpoint.

Business strategies for optimization treat AI adoption as a holistic, organi-
zational challenge rather than a  project-based initiative. AI for business opti-
mization is also not considered a  technology-based initiative. Instead, digital 
strategies are developed to take a l ong-term and holistic view of AI adop-
tion in the organization. Apart from collaborating in the digital world, busi-
nesses are continuously merging and acquiring each other. These mergers 
and acquisitions lead to the challenge of data and technology silos. Planning 
the optimization of a business includes planning for integration and use of 
data across multiple organizational boundaries.
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Envisioning digital business strategy for AI

Digital business strategy encompasses visions, goals, capabilities, and proj-
ects. The strategies are aimed at developing business capabilities. While 
projects play a role in developing the capabilities, projects themselves are 
not the mainstay of the BO effort. Digital implementations are accom-
plished through projects but their purpose is to develop capabilities for the 
business.

A digital business strategy for AI incorporates the following elements:

• Vision and aspirations of the business and understanding how AI 
influences them. These business visions provide the starting point for 
the BO effort. Providing customer value is the basis of this vision for 
most digital organizations.

• Defining goals that enable business outcomes based on AI capabilities. 
The vision provides the guiding principle behind the development of goals.

• Identifying and defining the capabilities of the  business – these 
include the current and future ( required) capabilities for  data-driven 
 decision-making in the business.

• Planning the implementation of capabilities in business processes 
through the projects.

• Developing a risk management plan that considered the risks associ-
ated with business optimization, and the risks in the business that can 
be handled with the help of  AI-based technologies.

• Outlining the relevant metrics and corresponding measurements that 
will help in justifying the BO initiative as well as in reporting on its 
progress.

• Planning for cybersecurity and privacy considerations to be incorpo-
rated in BO.

• Due consideration to the people’s concerns of job losses due to auto-
mation and optimization.

• Optimization has the potential of customer perception of less person-
alized service which needs to be considered strategically. Optimization 
with AI implies change which is a risk. Strategies balance new process 
implementation with current operations.

• Seeking regulatory approvals in terms of use of data and processes.

The vision and goals of the organization provide the basis for desired out-
comes in BO. Prioritized outcomes influence the digital business strategy 
and refine vision and goals. This iterative approach to vision and priori-
tization continues to refine the strategy. Strategies stabilize after a couple 
of iterations. Strategies reduce changes in direction. Processes are defined, 
measured, and implemented as part of BO. The implementation of digital 
strategies is then assigned to business units. The business strategy generates 
actions across the organization.
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Digital strategies are holistic

A digital business strategy provides the necessary guidance and control in 
optimizing business processes. Such digital business strategy includes mul-
tiple disciplines and functions of the business. A good  data-driven strategy 
works to integrate data with processes and people with due consideration to 
governance, security, storage, and usage. Digital strategies make provision 
for the inevitable collaboration and merger of organization that require the 
unification of data and modeling of collaborative business processes.

Data unification across multiple processes and businesses enables the cre-
ation of a singular customer view, single point of contact of customer with 
the organization, enhanced quality and governance, and greater collabora-
tion between technical and business stakeholders. Technical and business 
silos are melted by the holistic,  long-term view of the strategies, resulting in 
a unified view of the customer. Integrated data also leads to efficient analyt-
ics and accurate insights as it eliminates the need to process the same data 
multiple times and focuses on a singular view of complete and accurate data. 
The integration of data is thus invaluable in data analytics and BO.

The vision and mission of the organization provide the necessary direc-
tion and impetus in developing BO strategies. The vision, goals, objectives, 
and corresponding requirements specific to AI are brought together with BO 
strategy and planning. AI, data, and infrastructure of the organization play 
a supportive role in the achievement of the goals.  Data-based AI technolo-
gies present myriad challenges during optimization, including and especially 
security and privacy of data and users. Digital strategies prioritize security 
requirements in terms of risks, issues, and concerns across the cloud, Big 
Data, and IoT implementations. Evaluation and assessment of the existing 
business strategy is a helpful input in the development of the new digital 
strategy. Digital business strategy considers an optimal approach that may 
work across the  enterprise – with a caveat that it may or will change during 
the course of  transformation – together with a plan to handle the risks.

Business leaders who develop the digital strategies pay close attention to 
the culture and values of an organization. The cultural aspect of an organi-
zation is its mindset within think data discussed in the previous chapter. The 
mindset is the most challenging aspect of change within BO. Digital strate-
gies give significant importance to the “ soft” issues of culture and values. 
Leaders take a strategic rather than tactical view of optimization beyond 
automation. Tactical use of data is primarily in automation. Strategic use of 
data includes removal of redundant activities in a process, creation of new 
collaborative processes, and ensuring business agility.

Customer value is the goal

Providing customer value is the key goal of BO. A consistent and succinct 
roadmap for BO focuses on the customer experience. Enhanced customer 
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experience includes engaging the customers, offering a wide range of busi-
ness services, and providing better quality and timely responses.

BO also changes the organizational structure and behavior as processes 
are reengineered and  decision-making is decentralized. These changes 
impact the competitive position of the organization. Metrics are essential 
to monitor the implementation of the digital strategy. For example, sat-
isfaction, loyalty, and cost metrics provide implementation control and 
direction. The business architecture keeps customer, infrastructure, and 
resources in continuous alignment. Strategies are continuously aligning the 
capabilities to achieve business outcomes.1

Addressing the business goal or problem

A business problem is a good starting point for developing BO strate-
gies. Cumbersome or unsecured business processes may result in lost 
customers. Consider, for example, a business problem of rise in customer 
complaints for billing errors. These operational problems can have an 
immediate,  short-term fix. However, BO examines the entire business and 
 re-engineers it not only for the immediate problem but a suite of known 
and unknown problems. An upgrade of the software system with embedded 
analytics or establishing a call center equipped with AI can be considered a 
 strategic-technical solution. Prototyping the solution and enabling key busi-
ness stakeholders to provide input make it relevant to the business.

Business problems are investigated and analyzed strategically in BO. 
Agility plays a positive role in enabling this investigation in a trustful, hon-
est, and collaborative manner.2 Investigating business problems provides 
strategic options in using AI. A composite Agile approach that balances 
formal planning with agility provides an excellent opportunity for develop-
ing and deploying AI in business.

Business agility in  decision-making

Digital business strategies aim to use d ata-driven  decision-making across 
every business function. Developing strategies to optimize operational 
areas of business is not a o ne-off deliverable. Instead, developing BO strate-
gies is also an iterative and incremental approach that benefits with the use 
of agile principles and practices.

Agile as a business characteristic carries immense value.3 The agility goals 
of business are included in the strategic planning effort. The balance between 
customer focus and operational continuity is achieved only with business 
agility. In turn, this strategy depends on an Agile approach to knowledge 
management and project management.

The moment agility in processes is introduced, it brings in elements of itera-
tion and increment that aim to handle the uncertainty and change in the pro-
cess.4 Even though ML algorithms are now able to mimic human behavior to 
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a large extent, the behavior is itself a function of widely differing values for 
the same input. An optimized business makes faster decisions that are more 
accurate than before, and that are made over a larger number of t ouch-points. 
Therefore, the more the iterations ( agility), the better are the chances of antici-
pating and ameliorating disruptions.

Following are  agile-specific considerations in developing a strategy for BO:

• Identifying the opportunities for products and services innovation in 
terms of their processes, creating their prototype, and experimenting 
with the prototype in order to provide input in the strategies

• Identifying, categorizing, and prioritizing the risks in optimizing busi-
ness processes with AI and incorporating those risks in the strategy

• Using Agile iterations to understanding and scope the overall require-
ments of the BO initiative and directing investments in AI accordingly

• Modeling the parameters around providing customer value and using 
those parameters as input for the development of strategy

• Digitizing the external ( marketing and sales) functions of an organi-
zation and planning to incorporate them in social media in an itera-
tive and incremental manner

• Aiming to optimize the internal ( operational) business processes with 
analytics and AI in an iterative and incremental manner

• Ensuring governance, risk, and compliance of all business functions 
digital reporting of compliance requirements using the principles of 
Composite Agile Method and Strategy ( CAMS)5

• Applying the principles and practices of cybersecurity to the digitized 
business processes in a holistic manner

• Keeping the metrics and measurements to the bare minimum at the 
start of the initiative and slowly enhancing and enriching the mea-
sures with the initial iterations of implementing AI

STRATEGIC PLANNING FOR BO

Strategic planning for digital business is the creation of a plan for the digi-
tal business to achieve its vision and goal. Such plan also focuses on the 
alignment of business functions with all service and support functions, 
especially IT. The strategic plans, goals, objectives, and expectations of the 
digital business are periodically synchronized with capabilities and project 
initiatives of the organization. Strategic planning identifies goals, builds a 
roadmap, and develops a blueprint for implementing change. Modifications 
and upgrades to IT capabilities result from strategic planning which aids in 
the transition to a digital business.

Strategic planning is also associated with qualitative and quantitative 
measures. The metrics and measurements enable  buy-in from the business 
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for the digital transformation. The interactive, innovative, and collabora-
tive coalition of IT and business has a significant implication towards deliv-
ering the right business results.

Strategic planning for BO considers the following impact of the changes 
in the d ecision-making process:

• Current D ecision-Making  Process – this is important to understand 
as it will have gaps in delivering value to the customer. Any changes 
to the  decision-making process are based on the current process and 
the risks associated with changing it based on  data-driven decisions.

• Impact of Data on D ecision- Making – including the sources, stor-
age, and manipulation of data. Data sources from collaborative busi-
ness partners,  third-party and government sources, and the  in-house 
generated data stored on the Cloud impact  decision-making and are 
included in the strategic planning process.

• Impact of Analytics on D ecision- Making – especially as this impact will 
change ( improve) the accuracy and time taking for making decisions.

• Impact of People and Biases on D ecision- Making – strategies need to 
factor in the changes that digital business brings about on people and 
the way they make decisions. Changes associated with human bias 
and sensitivity require careful strategic planning as these, perhaps, are 
the most important and difficult parts to change in a DT.

• Business Process  Reengineering – when undertaken while the orga-
nization is still in operation requires substantial and holistic strategic 
planning. This is so because the impact of digitizing a process on 
another process and functions of the organization can be substantial.

• Collaborative  Impact – especially because DT will render the business 
much more collaborative on the electronic platforms than ever before. 
Strategic planning needs to include due considerations to the services 
offered and consumed from collaborative business partners, policies 
governing those services, and the impact on the value being delivered 
to the customer.

•  Cybersecurity – is a vital strategic consideration in DT as changes on 
the electronic platform open up the organization to the possibility 
of cybercrime and related risks. Data, analytics, and digital business 
assets need additional protection and those protections need to be 
factored in, in strategic planning.

“ Think data” in strategies

Strategies ensure AI plays an important yet supportive role in business 
 decision-making. AI is an enabler and an agent for change. Data is a busi-
ness asset that provides value. Think data is a holistic approach to discovery 
of that value. Extracting knowledge from data requires a strategic approach.
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Business optimization is the application of think data in effective utiliza-
tion of limited resources and capabilities. Data thinking is the extraction of 
useful knowledge and business value from the data. A strategic approach 
brings close collaboration between business stakeholders and data scientists.

Business architectures6 help business organizations achieve effective uti-
lization of resources, as well as generating customer value. Data and archi-
tectures based on 4+1 V ( Volume, Velocity, Variety, Veracity + Value) of Big 
Data help align AI solutions with BA based on Big Data strategies for Agile 
business.7 Big Data and AI are strategically important in optimizing busi-
ness processes.

Machine learning ( ML) systems learn from previous decisions and pro-
vide insights into those decisions for future decisions. Big Data provides 
vast repositories of data ( decisions and the data on which those decisions 
are based) in order to improve the speed, accuracy, and reach.

Collaborations between businesses need to be strategically thought through. 
Organizations are brought together by digital platforms. Viewing the entire 
organization as a whole is essential for developing business strategies.

Effective use of data creates a fine granular d ecision-making engine for 
multiple decision points. A  well-constructed and  well-maintained strategy 
leads to a lean and agile, digital business. Lean processes enable a business 
to update its strategies to correspond to the changing business environment.

Strategic AI considerations

Strategies describe the actions needed to achieve business goals. AI is a part 
of the enablers to provide customer value. Risks associated with the imple-
mentation of BO are described and managed through the strategic plan. 
Projects are aligned to the desired business outcomes.8

Strategies based on the business outcomes make the businesses  customer- 
centric. A business strategy to improve customer interaction by optimizing 
supply chains used AI to optimize the entire process. An online business 
fulfills  fast-moving consumer goods through AI. Products are offered based 
on optimized supply chains. Strategies also protect innovations from being 
mimicked by the competition. Sound business strategies incorporate the AI 
technologies in business processes, pay attention to customer needs, and 
provide continually balancing implementation of AI.

Composite Agile Method and Strategy ( CAMS)9 professes a comprehen-
sive and strategic approach to developing o rganization-wide agile capabili-
ties that include  people– process– technology–money aspects of the entire 
business. This strategic approach is also applicable to AI adoption. While AI 
adoption across an entire organization is more complex than implementing a 
single AI solution, the rewards are correspondingly greater. Organizational 
complexity ( e.g., incumbency, communication, dynamicity, sustaining busi-
ness, social, psychological, and cultural) combined with the complexity of AI 
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technologies provides challenges to their adoption. Despite these complexities 
and associated challenges, AI enhances the ability of the business to respond 
to changing external and internal circumstances.

Customers, suppliers, and strategic partners are all able to derive benefit 
from an  organization-wide use of AI.

 Figure 3.1 summarizes the four aspects of developing a business strategy 
for d ata-driven BO. These are as follows:

People

This is the social dimension of BO. Sociocultural factors influencing the 
business are given high importance. Leadership focuses attention on how 
BO will affect clients, employees, and other users. For example, changes 
to work formats ( e.g., telecommuting, telemarketing) and their resultant 
impact on the organizational and social structures are all part of this social 
dimension. Due consideration needs to be provided to areas of individ-
ual and team strengths and the corresponding weaknesses. For example, 
 customer-facing individuals can change the perception of the organization 
with basic training and a positive attitude. Senior managers and leaders of 
the organization, working as individuals, can also have a substantial effect 
in changing to an agile business.

These organizational changes, however, cannot be sudden when people are 
involved. Training, motivation, and individual aspirations need to be consid-
ered, and both performance and functionality need to be kept in balance. 

People
• Acceptance by leaders 
• Regular Communication 

with multiple channels;
• Risks (privacy) concerns
• Training & Coaching –

systematically 

Process
• Activities & Tasks in a 

Process
• Estimation & Metrics of a 

Process
• Method Friction in 

Organization
• Usability / User 

Experience Analysis for 
Customer 

Technology
• Data – Usage 
• Tools for Analytics, 
• Networks & 

Communications
• Devices (IoT)
• Data Quality; Security

Money
• New Investment 

Strategies
• Returns on Investment 

(ROI) on AI
• Business Transformation 

Costs

 Figure 3.1 Strategic AI considerations.  
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Broader social issues such as the effects of promoting agility, balancing risks 
with advantages, and ethical and legal business practices ( including relevant 
documentation) are also part of the social dimension. Usability/ user experi-
ence analysis is also a people issue because of its subjective nature.

Strategic planning for BO starts with a list of key stakeholders ( e.g., custom-
ers, staff) and the RACI matrix.10 The level of acceptance by the stakeholders 
of new ways of doing business and the mechanisms for communicating with 
them on a regular and consistent basis are crucial to the strategic plan; risks 
associated with privacy of data and the perception by users is people issue. 
Training and coaching of users and staff is an important people consideration 
in BO plans.

Process

This process dimension deals with how the business conducts its transac-
tions both internally and externally. Business process is an integral part 
of this dimension. AI is considered strategically to change the business 
processes of the organization to L ean-Agile. This change to the processes 
impacts the way the business interacts with customers, the way in which it 
manages its employees, and the way it sets up and conducts collaborations 
with other business partners. Process consideration in BO enhances BO 
quality and value provided to the interacting parties without sacrificing the 
current offerings of the business.

Strategic planning in BO includes which processes to optimize and the 
extent to which they have to be optimized. For example, in an insurance 
process, the strategic approach of business leadership can limit the  AI-based 
analytics to only predicting the possibility of a claim without going into 
the actual decision on whether to accept the insurance proposal or not. 
“ Certain AI tools are likely to transform the boundaries of your business. 
Prediction machines will change how businesses think about everything, 
from their capital equipment to their data and people.”11

Modeling and examination of the activities and tasks of the business pro-
cesses is the starting point for BO. Embedding analytics in the processes is 
undertaken only after they are modeled. Estimates of activities and tasks 
based on metrics indicate how well they are optimized. For example, redun-
dant activities and tasks are eliminated. Due consideration is required in the 
use of multiple methods within BO because these methods create friction. 
BO strategies give due consideration to method friction.

Technology

The technical considerations include AI technologies, tools, networks, 
and devices. AI technologies are the key enablers of business optimiza-
tion. Technologies include computing machines and IoT devices, software, 
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algorithms, network, security, and systems. The network infrastructure 
also handles the security protocols.  Data-driven decisions in organization’s 
system are made possible through the AI technologies.  Internet-based com-
munications protocols, IoT devices, Semantic Web, and mobile and cloud 
computing are all brought together by enterprise and business architectures.

Data sources, storages, and analytics are supported by the Cloud. Security, 
privacy, and quality of data are incorporated in the strategic plans for BO.

Money

The money ( or economic) aspect of AI adoption deals with costs, prof-
its, and investments. This money aspect of the strategic plan outlines the 
costs, budgets, and ROI. Competitor risks, the financial impact, the lack of 
analytics, and potential customer loss are factored into the strategic plan. 
Costs and benefits of AI adoption are discussed keeping the ROI in mind. 
Managing the investments, its customer relationships, and its partners all 
have financial impact on the AI initiative. The success criteria for AI include 
enhanced customer experience which may not be easy to measure. Strategic 
plans include costs associated with change management.

STRATEGIC PLANNING FOR BO

 Strategies –  tactics – operations

 Figure 3.2 shows a typical move from strategies via capabilities, projects, 
and tactics to operations. Digital strategies maintain a  long-term outlook 
ranging from one to three years. Strategies start with the vision and mis-
sion of the organization. Strategies provide the basis to build capabilities. 
A business capability comprises people, process, technology, and resources 
needed to execute on AI functions. Capabilities are created through proj-
ects. Outputs of projects are tactics which are short term. Operations are 
immediate and ongoing activities of the organization. Strategies and tactics 
provide the effort to adopt BO with AI. Business operations and processes 
eventually deliver customer value.

AI is a disruptive technology that demands new capabilities. Big Data 
along with its volume, variety, and velocity needs data analytics as a capabil-
ity. Capabilities also provide the means ingest, store, and analyze IoT data. 
Capability allows business optimization that enhances d ecision-making 
during operations. Analytics improve estimates for revenues and associated 
costs and, thereby, provide internal business value. BO includes resource 
optimization, financial optimization, critical asset optimization, informa-
tion optimization, and knowledge optimization. Investment in people skills, 
processes, and technologies is required to undertake the strategies to opera-
tions use of AI.
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Digital business capabilities address the key business outcomes. Business 
capabilities are directly connected to the values, objectives, and goals of the 
business.

The capabilities of the business are continuously augmented through a 
rapid feedback loop that is based on the results generated by the initial ana-
lytics, corresponding decisions, and their consequences (  Figure 3.2).

While data and its corresponding analytics are getting accepted in busi-
ness  decision-making, what is still not fully exploited is storing and ana-
lyzing the previous decisions. With  self-learning systems, businesses are 
benefitted not only by the use of data but also by previously made decisions. 
Decisions based on a large number of previous decisions can be further cat-
egorized and used in even faster, more accurate, and automated decisions.

 Self-learning systems also need to be  self-correcting. This  self-correcting 
nature of our systems requires a feedback loop that is also accurate and 
quick. Feedback for corrections needs to be provided well within the time 
required for the next decision.

Capabilities are developed through projects. These AI implementation 
projects smooth the information flow and optimize d ecision-making. The 
people resources are further supported through training and coaching. BO 
tactical implementation thrives on flexibility in the digital strategy, align-
ment of capabilities with strategies, and agility in projects.

Digital capabilities also enhance management practices, resourcing, 
intelligence, and processes to extract value from data. Multiple dimensions 
of the organization are brought together via digital strategies in order to 
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 Figure 3.2 From strategies to operations.  
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enable quality response to the organization’s core functions. Capabilities 
align data activities with the goals of providing customer value.

The operational model is transformed from an “ inside out” to an “ outside 
in” model. This means that the organization changes its business processes 
to make sure that the operational model aligns itself to meeting customer 
 needs – rather than creating or offering business values in such a way that 
the target customers have to change their requirements to receive what the 
business offers.

 Table 3.1 lists the principles to achieve strategies that enable alignment of 
outcomes and business capabilities for BO.

ML types in BO strategies

ML in AI is performed at various levels of abstraction (  Table 3.2). The 
rules, patterns, heuristics, and  meta-heuristics of ML are summarized in 
 Table 3.2. At the start, domain experts define the rules for the learning 
algorithm to work on the target data. Definitive rules like “ Customers 
buying product X also buy product Y, Z% of the times,” for example, led 
to  data-mined discoveries like “ young fathers buying beer cans also buy 
diapers.”

 Table 3.1  BO strategy characteristics to optimize business processes 

Effective Improve accessibility, timeliness, agility, and effectiveness of processes 
used by staff and customers to help achieve their goals. 

Efficient Prioritize business functions and AI solutions to maximize process 
value. Efficiency is enabled through the personalization of business 
processes through AI. Efficiency may complement effectiveness but it 
is not always possible to do so. This is because effectiveness deals 
with the achievement of results, whereas efficiency deals with the 
most optimum way to those results. Strategies aim to harmonize and 
personalize functions to enhance efficiency. 

Relevant Business processes should meet the user requirements and business 
goals. AI can help automate and optimize processes but AI is not able 
to understand the relevance of the process to the user. This is the 
contextualization of the processes to the needs of the customer. 

Customer-driven Customer values drive the  AI-based optimization of processes. 
Priorities of AI are based on value to the customer.

Cyber secure The business goals and AI solutions should be secured. This security 
includes perceptions by the customers.

Sustainable Sustainability of business  process-based analytics. 
Agile AI helps to respond promptly to customers and partners. The 

processes and systems to be sufficiently agile to enable change.
Practical AI solutions should be realistic and achievable. AI is carefully 

embedded in organizations’ systems and information.
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At the basic level of abstraction, the machine is instructed where to 
begin its learning, and what kind of patterns to look for. In other words, 
it is provided with the “ what and how” of learning. At the next second 
level of abstraction, the machine is given a large quantity of data, and 
through a specific algorithm instructed to look for patterns in the data. 
The machine is given the how of learning and it finds the what ( contents) 
in the form of patterns. Supervised and unsupervised learning typically 
work along the algorithmic “ hows.” The third level of abstraction is 
applied in transfer learning, where the machine is told what to look for, 
but has to figure out for itself how to look for what it is looking. In other 
words, a machine learns the heuristics, just as experts learn the heuristics 
in their field of expertise after amassing a great depth of expert knowl-
edge. This is the deepest ( or the highest) level of ML that is currently 
available. Arguably, these three levels of abstraction in learning are not 
adequate to respond to all business needs. A future level of abstraction 
where machines will learn how to learn and what to learn is needed. 
They will be provided neither with the what nor the how of learning. 
Rather, based on the lower levels of abstractions, they will arrive at the 
level of m eta-heuristics, where they will engage in learning the very art 
of learning, given a context.

LEADERSHIP IN BUSINESS OPTIMIZATION

Leaders hold a strategic outlook that goes beyond the immediate opera-
tional and tactical needs of the organization. Leaders envision the future 
and contemplate its challenges for the business. Therefore, leaders in BO 
do not limit the vision to AI technologies but go beyond into the customer 
value, user experience, user perception, and related subjective spaces.

Anticipating the future includes the creation of multiple “w hat if” sce-
narios to handle the business response as the reality changes. Good leaders 

 Table 3.2  Machine learning types corresponding to abstraction and task complexity 
levels 

 

Abstraction level Task complexity level ML type

Rules Find data matching the rules Data mining
Pattern recognition Find consistent patterns in a 

homogeneous dataset
Supervised, unsupervised ML

Heuristics Find related patterns in a 
heterogeneous dataset

Transfer learning

Meta-heuristics Learn how to learn Self-learning 
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carry the many “ what if” scenarios in their heads all the time. “ Technology, 
however, is dramatically rewriting the rules of business and life.”12 For 
example, ML algorithms  self-propagate  themselves – requiring a deeper 
understanding of the need to “ explain” the insights generated. The absence 
of “ explainability” of AI can create sociocultural challenges that are way 
beyond technologies. Another example is the decision on the level of granu-
larity of analytics. The extent to which  fine-granular analytics are required 
is also a strategic question based on the need of the business.

Given the explosion of “ data,” AI tools and technologies are required to 
create multiple futuristic scenarios. Data, combined with experience, is the 
fuel for the d ecision-making engine of leadership. Leaders also look beyond 
the traditional sources of data and delve into using alternative data. Leaders 
also ensure that automation with AI is complimented with optimization 
and humanization of business processes.

Automation strategies

Automation repeats the same business function and p rocess – albeit using 
technologies. As a result, automation makes the same process faster. Since 
the process is coded and tested, the chances of error in an automated pro-
cess are greatly reduced. Automation strategies may not incorporate the 
creativity and human ingenuity. Therefore, Natural Intelligence ( NI) is not 
a part of automation strategies.

Automation strategies are important in the business optimization because 
of the following reasons:

• Mundane tasks that people will not enjoy can be offloaded to machines. 
Robotics is an example of automation wherein A I-based machines con-
trol operational processes.

• Routine and  well-defined tasks are performed much better ( faster and 
with greater accuracy) by machines. For example, inventory manage-
ment and SCM.

• Machines can automate large processes in parallel thereby further 
reducing the time required to perform the tasks.

• Automation provides ability to provide detailed  data-driven audit 
trails that can be used for analytics including forensics.

• Machines can measure, report, and improve their performance.
• Artificial intelligence fast tracks actions as time is not lost in deter-

mining the  cause – it is already known.
• Automation also supports business continuity.
• Machines learn from each episode and thereby improve their 

predictability.
• AI systems learn from previous disruptions, predict the use of alternate 

resources, and recommend automated response and recovery options.
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Optimization strategies

AI is strategically used to optimize business processes. This optimization 
starts within the BO strategy by assessment and prioritization of existing 
processes. Strategies enable AI systems to be as  self-organized and opti-
mized as possible. AI takes BO to the next level. Optimized processes are 
able to understand the urgency of a customer need and the severity of an 
issue, and identify approach to the solutions. The A I-based optimization of 
business functions makes use of people, processes, money, and technology.

Following are some key aspects of optimization strategies:

• Business are made up of multiple attributes. Each attribute has multiple 
perspectives depending on the context. These attributes, or parameters, 
are identified, documented, and customized based on the business goals.

• Optimization evaluates the organization’s technical capabilities. 
Assessing current performance levels ( including gaps, risks, inefficien-
cies, and opportunities) against required performance provides oppor-
tunities and direction for the application of AI to business processes.

• Optimization aligns strategic intents and outcomes with  capability- 
building initiatives in the business. Continuous alignment of strategic 
intents with capabilities and projects is essential for BO.

• Optimization uses capability management to provide resources and 
their allocation to meet various competitive dimension.13

• Optimization of business needs governance of organizational 
resources to enable focus on the desired business outcome.

• Optimization strategies focus on enabling the users to achieve their 
objectives in an effective and efficient manner. Time and accuracy are 
treated as enabling factors in optimization strategy.

• Optimization strategies require a change of the mindset of the organi-
zation to a  customer-focused one.

• Optimization strategies develop models for data assets and corre-
sponding processes keeping the  end-user in mind.

• Optimized processes implement policies and rules electronically to 
enable efficiency.

• Cybersecurity ensures the safety and integrity of customer data.
• Optimization strategies assimilate disparate and disjointed processes 

in order to collaborate and eliminate redundancies.
• Optimization models existing processes and policy frameworks to define 

gaps. Processes help understand the impact of adoption of AI better.
• Optimization blends the physical, electronic, mobile, and collabora-

tive processes to provide a unified view of the business to the customer.
• Creating a unified view for the customer ( through MDM) also enables 

a single point of contact for the customer.
• Optimization aims to provide insights for  decision-making at the 

point of action.
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Humanization strategies

Humanization importance is understood by investigating the nature of AI 
 models – which, by its very nature, is performance driven. The users and 
the business leaders aim to maximize the performance. ML code embedded 
in AI models is agnostic to the specific situation of the user. AI systems are 
based on data correlation, whereas human systems are based on cognitive 
knowledge and understanding causation.

AI systems are not cognizant of human values on their own. As a result, 
business decisions can result in a loss of value. Due consideration to this 
loss of value is a crucial element of “ humanization.” Providing customer 
value is a subjective phenomenon. AI cannot understand or produce value 
on its own. The humanization of  AI-based  decision-making is a strategic 
imperative.  AI-based predictions and user experience is the right judicious 
combination needed for  decision-making.

The application of AI together with NI for prediction, handling of the 
crises, and recovery of business is part of the humanization aspect of the 
BO strategy. Humanization ensures that  AI-based  decision-making does 
not replace people entirely. Instead, the human factor is brought in the auto-
mation and optimization of business processes in a balanced manner.

Intellectual property, people skills, processes, and finances are crucial 
organizational resources that are put together in humanizing strategy. 
Customer engagement and operational management work together. For 
example, for a given customer engagement, if the tasking and coordina-
tion systems are not integrated with human resource management systems, 
resource allocation is manual. Such resource allocation has duplication and 
results in multiple handling of the customer queries.

Sourcing people ( recruiting) and maintaining skill levels is part of human 
capability building. Empowering team members to take quick and innova-
tive decisions and provide  high-quality services requires a change of mind-
set. This change of mindset  also requires a corresponding change in the 
organizational structure that will facilitate and nurture the  decision-making 
capabilities of staff at the  customer-facing level of the organization.

Mindset changes in style, structure, culture, and skills of people. A flexible 
and agile organization structure reflects changing context in which the busi-
ness operates. The need to empower staff members and encourage them to 
use  AI-based  decision-making is a humanization strategy. Upskilling people 
is made up of sourcing new people and training existing people that result in 
a workable mix of business, technology, and functional capabilities.

Users and culture changes

The  AI-based culture shift of the organization involves a number of struc-
tural, social, and individual changes. Users need the opportunity to try 
new approaches and learn lessons. Developing soft skill contributions of the 
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team members and managing team spirit are agile leadership characteris-
tics. Agile also relieves stress, facilitates communication, and enables team 
spirit. The hierarchy reporting structure changes to a flat one. Individual 
personalities and their biases come into play in humanization.

Visibility, collaboration, discussions, and objective reality of the environ-
ment in which the business operates is beneficial in developing a digital 
business strategy. C ross-functional teams at the business, corporate, and 
departmental levels work to iteratively define and manage these strategies 
without the defined timeframe on an ongoing basis. Each strategy outcome 
is mapped to the business capabilities and the desired business outcomes.

BUSINESS OPTIMIZATION INITIATIVES

Business optimization is based on optimization of business processes. AI/ 
ML helps in identifying redundancies, gaps, and lags in processes. The 
starting point for a strategic approach to BO is the desired business out-
come. Understanding the desired outcomes provides the basis for the BO 
initiative.  AI-enabled BO is based on data. Therefore, understanding of 
the outcome is followed by a detailed understanding of the data, including 
its sources, quality, and costs. Approach to analytics and the mechanisms 
to embed the results in business processes are outlined next. Eventually, 
the analytics are  presented – mainly through visualizations. Visualizations 
include a wide range of techniques, including bar and pie charts, bubble 
charts and heat maps, and so on. They show trends and patterns in data.

 Figure  3.3 shows the organization factors impacting the BO initiatives 
and their role in developing the BO strategies. Business context provides 
the business objectives and key business requirements for the AI and Big 
Data initiative. The two subfactors arising from the business context are the 
financial impact and ROI of the entire initiative and the GRC. The financial 
impact and ROI of the BO initiative leads to an understanding of how the AI 
capabilities can be applied to understand the markets. The opportunity costs 
associated with the initiative and the possible loss of opportunities without 
AI are established. Understanding the technical and business capabilities of 
cybersecurity and disruptions and recovering from them are outlined next. 
Data, analytics, networks, devices, processes, and people are each explored 
in terms of how they contribute to the BO initiative. Each aforementioned 
element has a strength and a  risk – which are explored and documented in 
the context of the particular business.

Strategic approach to BO initiatives covers the entire data  lifecycle – start-
ing with data input, then understanding the context of that data, establish-
ing the controls for the inputs and their variations, deciding on the level of 
granularity, and creating a feedback loop based on the results. This data 
lifecycle stands to benefit by an agile approach to developing analytics. For 
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example, not all of the above factors in the data lifecycle need to be avail-
able at the beginning of the development. These factors can be iteratively 
provided as the solutions are developed and presented to the users. Agility 
in solution space supports an iterative, incremental, and collaborative 
approach. Agile approach to solutions includes creation, evaluation, and 
continuous refinement of analytical algorithms. Data scientists continue to 
interact with analysts from statistic and business process space for further 
explorations, analysis, and profiling. A functioning and validated analyti-
cal model can then be applied to new, incoming data suites.

Developing a business case for AI 
in business optimization

Developing a business case for the use of AI in optimizing the business is 
based around the value proposition to the customer. AI is considered as 
an indispensable tool for automation and optimization. The business case, 
however, is based on how it enables the business to provide enhanced cus-
tomer value. Earlier discussion on business strategies translates to a strate-
gic plan. Such strategic plan for BO includes the costs associated with AI 
and the value generated from it. The strategic plan also includes the risks 
associated with the changes in the operating model of the business.

The strategic plan includes the details of the strategic approach, the gaps 
and, therefore, the needs to develop new  AI-based capabilities, the projects 
needed to develop the capabilities, and the eventual value to the customer 
when the solution is deployed in operations.
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 Figure 3.3 Organizational factors impacting BO initiatives.  
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Specifically, the business case and justification for AI adoption in busi-
ness contains the following:

• An executive summary that contains the key numbers in terms of 
costs and returns, as well as risks associated with the adoption of AI, 
competition, and GRC.

• Description of the problem and opportunity due to AI. This is the 
SWOT analysis of the organization.

• The business goal of o ptimization – specifically in terms of providing 
customer value?

• Key stakeholders in the BO  initiative – including the staff, the data scien-
tists ( and related roles), collaborating partners, customers, and regulators.

• The time and budget parameters of the organization for the AI initiative?
• The risks associated with the AI adoption and the risks of not adopt-

ing AI.
• Change management approach for the business processes based on 

automation, optimization, and humanization?
• Description of the resources for the initiative. Will the people resourced 

be developed internally or sourced from outside?
• Underlying issues within the data and  meta-data such as its quality, 

ownership, security, and privacy.
• Key issues in implementing the algorithms and using the data in the 

business processes.

The following “ Ps” are an ideal checklist for developing the plan:

•  Planning – who will plan, who will be impacted, and for how long?
•  Potentiality – of various AI capabilities in the context of business.
•  Proactivity – from the business leaders in developing the BO strategy 

and handling change.
•  Prediction – capabilities of AI and their technology implementation 

challenges within the business processes.
•  Prescriptive – What are the prescriptive capabilities of AI that can help 

the business handle disruptions and ameliorate crises?
•  Prevention – How can strategies be developed using AI that will 

help the business anticipate, prepare for, and, if possible, prevent 
disruption?

•  Protection – How will the business be protected from cybersecurity 
threats?

•  Performance – How to ensure the AI solutions in operation does not 
suffer performance degradation due to heavy analytics and/ or secu-
rity of the process?

•  People – changing the mindset, training, and mentoring. Who ( what 
roles) are involved in  decision-making for this business area?
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Business stakeholders in strategy

Developing AI strategic plans requires due consideration to time, budgets, 
resources, risks, agility, metrics, people, and adoption. People are the stake-
holders, mentioned in the strategic planning documentation above, who 
make or break the BO initiative in an organization. Therefore, all stake-
holders need special attention in developing digital business strategies with 
AI and Big Data technologies. The leaders are involved in developing these 
strategies in consultation with the other business stakeholders. The busi-
ness stakeholders ensure the start of the initiative, budget for it, and aim to 
provide the value to the customer; the technology and project stakeholders 
are interested in providing an efficient and effective AI solution.

Stakeholders can be responsible, accountable, consulted, or informed. 
In practice, though, their roles and responsibilities change. Furthermore, 
one person may perform multiple staff  roles – for example, a doctor in 
a hospital also performs some administrative tasks. A customer can also 
change roles. For example, a patient getting admitted to a hospital is also 
making payment for a health insurance. Modeling the requirements of a 
process and then embedding analytics within them is given due importance 
in developing the strategic plan. Agility in business and in developing, con-
figuring, and deploying AI solutions enables iterations and  increments – so 
crucial to the digital business strategy.

Following is a brief description of some of these stakeholders.

• Business leaders and other business p eople – these are the initiators 
and “ adopters” of AI and Big Data in the business space. These stake-
holders include the business sponsor, the investors, and the domain 
expert. Incorporating artificial intelligence into  decision-making 
is undertaken keeping the “ humanization” aspect in the strategies. 
This aspect requires the leaders to communicate regularly with the 
rest of the organization, including staff, managers, and also external 
partners and customers. Leaders provide the support during change 
management.

• Technology leaders, including the Data Scientist, Data Analyst, and 
other technical and project roles that will be responsible for delivering 
the solution.

• External ( partners) stakeholders are the collaborators from other 
business partners who are jointly offering products and services. 
Collaborators can also be suppliers of data, especially alternative data 
that is used in the AI solution.
• Users of business  processes – These are typically the staff of the orga-

nization who are using the AI solutions. These users make use of the 
analytics within their processes to serve the customer. The users can 
also be senior business people who provide input in the direction of 
a product.
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• Customers who consume the product or service being offered. 
Customers also use the analytical outputs to  self-serve themselves as 
well as provide opinions and feedbacks to the business. Customer 
representatives also provide requirements for the A I-enabled business 
processes.

• Legal and compliance  stakeholders – can be both internal and exter-
nal. Internal roles include legal and audits that ensure compliance as 
AI is embedded within the business processes, and external are the 
regulators who monitor the compliance typically from security and 
privacy angles.

STRATEGY CONSIDERATIONS 
BEYOND AI TECHNOLOGIES

Strategies to incorporate natural intelligence ( NI)

NI is not linear. While humans break up large and complex problems into 
smaller bits to be able to better focus, the eventual solutions are holistic. 
This is particularly true with AI s olutions – and therefore, they need NI. 
Comprehensive AI systems learn and enable learning using multiple points 
and in a nonsequential manner.

Handling business problems requires a combination of AI and NI. AI 
algorithms on their own may not properly understand the scope and con-
text in which the solution is operating. Even if humans and contemporary 
machines had the ability to analyze the data, the demand for increasingly 
higher speed to analyze the data and the influx of  high-velocity data implies 
a judicious combination of AI with NI.

Transfer learning which is discussed at length in the context of dynamic-
ity of learning in  Chapter  5 is an attempt to include the paradigm of 
learning from multiple points nonsequentially. As a result, deep learning 
( DL) models that are trained on limited datasets need not be redesigned 
and reconstructed to learn from totally new, but related datasets. These 
models can transfer their inner knowledge and adapt themselves to learn 
from other datasets and circumstances. Although still at an experimental 
state, DL models are gradually picking up steam when exposed to Big 
and multidimensional data, thus reducing learning times by orders of  
magnitude.

Strategies for formulating the problem

An important aspect of strategic planning for AI is that of formulating 
questions for the solution. What are the kind of questions that an AI 
solution can offer? And what should be the approach to capitalize on the 
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insights, the answers? Interestingly, the underlying Big Data on which AI 
algorithms work is so vast and so complex that not only are businesses 
not able to ask the questions of that data, they fail to recognize what 
those questions should be. Strategic plans incorporate approaches to not 
only find the solutions but also how to approach the data to ask the right 
questions.

Strategies for formulating problems necessarily require NI. Automated 
planning, automated prediction, and automated  decision-making are  AI- 
driven to make business processes efficient and agile. But the reverse process 
of formulating problems or asking questions to improve business processes 
is still beyond current AI technology. Optimizing single functions at a time 
is often enough to solve quite a few problems. However, most practical and 
business problems are very complex because they present scenarios that call 
for simultaneously optimizing diverse functions, which are often conflicting 
in nature. AI is used iteratively to provide partial insights which are used to 
formulate the problems themselves.

AI is also used iteratively to make sense of data that no longer limited 
to  text-based data, nor is it able to be organized in traditional rows and 
columns. Data variety includes  free-flowing text, blogs and reports, emails 
and messages and tweets, and even photographs and videos. These varieties 
of data require AI strategies that incrementally assimilate different types of 
data, their aggregation, and subsequent analytics on that data.

Multiobjective optimization is a w ell-developed discipline containing 
advanced and efficient algorithms that can handle a wide variety of con-
flicting objective functions, as well as constraints. However, the design and 
choice of functions require excellence and experience in data science as well 
as the problem domain.

Strategies for improving quality of decisions

The more iterative and incremental approach in the AI implementation, the 
greater is the quality of the solution. While not all AI implementations are 
iterative and incremental, strategic planning for BO can consciously insert 
iterations and increments.

Incorporating the impact of the decisions into a “ decision engine” improves 
the quality of decisions. The quality and impact of decisions are evaluated by 
the AI engine resulting in a rich source of input into the overall  decision-making 
by leaders. These capabilities of anticipating and predicting disruptions are 
continuously  improved – on an ongoing basis ( Kaizen style).

 AI-based systems need to anticipate the quality challenges and recom-
mend corrective actions. Sustainable and continuous business operation is 
based on A I-based recoveries. This sustainability and reliability are a cru-
cial  value-add to the customer.  AI-based business strategies include improv-
ing the quality of decisions and value to customers.
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AI AND BUSINESS DISRUPTIONS

Disruptions due to AI as part of strategic planning

Businesses are based on various types of processes that are external facing 
( e.g., reaching out to the customers) and internal facing ( e.g., inventory, HR). 
Applying AI to routine or known business is automation. These are the pro-
cesses that undergo change and are disrupted when A I-based optimization 
is brought about. Implementing AI to optimize business processes is not a 
separate, standalone initiative. In fact, BO has to occur mostly when the cur-
rent business processes are in operation and the business is actively operating. 
 Decision-makers need to learn to use their knowledge, expertise, and experi-
ence together with what the analytics are suggesting. Similarly, customers 
need to learn to  self-serve themselves whenever possible.

Strategic planning considers the disruptions to these processes when AI 
is implemented.

Incorporating AI to handle externally 
imposed disruptions to business

AI has increasing accuracy in predicting as it “ learns” from its previous 
predictions. AI, therefore, can predict disasters and automate business con-
tinuity. Leaders can proactively monitor challenges as they are alerted by 
AI systems.

Disaster recovery strategies benefit the most with the use of AI because 
AI enables making sense to data that human capabilities fall short of. Data, 
coming and going out of an organization through myriad channels, pro-
vides the strategic base for disaster recovery and business continuity.

For example, leadership at both technical and business level was heavily 
challenged during the  COVID-19 pandemic. Businesses around the world 
were severely affected with many closing down, jobs being lost, and the 
global economy on the brink of depression. Could businesses have been 
better prepared to anticipate and act on this disaster? Could data and corre-
sponding AI tools have made any difference to the way businesses responded 
to the pandemic? Could decisions based on previous major disruptions have 
provided sensible  decision-making in response to the pandemic? Although 
the pandemic provides the greatest opportunity to explore, experiment, 
validate, and act on the responsibilities of leadership, these questions are 
not just limited to the pandemic.

AI plays a phenomenal role by creating data models and predictions on 
use of resources, anticipation of peaks, optimization of supply chains, and 
management of disrupted businesses processes14 ( e.g. during lockdowns 
through the pandemic). Codifying the experience of a disruption and the 
knowledge gained during the response is also an important activity within 
AI. Disruptions create chaos in business and society. These disruptions can 
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also be an opportunity for innovation and change. Leaders in business are 
entrusted with the task of holding a strategic outlook. Business decisions can 
positively impact innovation and change in business if the disruptions are 
predicted earlier in time.15 AI systems can  auto-launch appropriate actions 
that are complemented by human decisions. Humans can initiate a response 
with support from AI.  Large-scale social disruptions, such as the  COVID-19 
pandemic, or the Beiruit ammonia explosion, are examples where AI systems 
help initiate  auto-response.

 COVID-19 has demonstrated the need for businesses to anticipate and 
act on “  unknown-unknown” disruptions. Authors have discussed  practical, 
emotional, and even spiritual strengths needed within an organization for 
resilience in a time of crisis.16 Disruption categories are five specific groups 
as summarized in  Table 3.3.

Business disruption prediction framework ( BDPF)

 AI-based business disruption prediction framework ( BDPF) helps with 
anticipation and action around a crisis.

The BDPF shown in  Figure 3.4 is made up of two distinct DL engines: 
DLE1 and DLE2. Data is sourced from within and outside the organization 
( making it a Big Data storage). The historical, sensor, crowd, and t hird-party 
data, after passing through an adequate preprocessing stage, feeds into the 1st 
stage DLE1. This engine spots the anomalies in the data and learns to classify 
the potential disruptions into five different categories as per  Table 3.3: tech-
nology breakdown, cybersecurity breaches, natural catastrophes, societal 
disruptions, and others ( unknowns). For example, DLE1 learns to predict 
technology breakdown from sensor data, security breaches from server logs, 
natural catastrophes from weather reports, and societal disruptions from web 
sources and social media, and places them in an organized manner within a 
decision engine. Virtual machines are used for a  cloud-based auto recovery. 
Optimizing the recovery includes time and accuracy factors.

DLE2 is a transfer learning clone of DLE1, which means that it has all the 
learning experience accumulated by DLE1 and can make finer predictions 
based on the currently available online data. It also has three additional 
inputs indicated by arrows: ( a)  Prediction-Experience information supplied 
by  decision-makers; ( b)  what- if-analysis data input; and ( c) feedback loop 
from the decisions made by the management based on the predictions of 
DLE1 and their past experience and expertise. These three inputs further 
refine the disruption prediction. Since the BDPF continuously monitors the 
 ever-changing data in the online data sources and automatically feeds the 
processed data to the DLEs, the predictions due to the potential future dis-
ruptions are made in real time. This  real-time processing of data provides 
early warnings for the business leaders to decide and act to mitigate the 
disruptions.
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 Table 3.3  Role of prediction models ( AI) in anticipating disruption 

Disruption 
categories Description Prediction Experience

Technology Systems, databases, Data is sourced from Experienced 
breakdowns Processes and IoT devices,  third- Enterprise architects 

devices  breakdown –  party Cloud-based and business 
especially at crucial services, previous architects support 
junctures in the historical data stored business leaders in 
technology in the organization’s anticipating 
ecosystem. own databases breakdowns
Administration and 
production will not 
function

Cybersecurity Data and network User logs and access Experienced 
breaches breaches leading to points are analyzed in cybersecurity 

loss of privacy and order to highlight the experts and 
security anomalies in the enterprise architects 

function in advance help business leaders 
create various 
“what-if” scenarios

Natural Earthquakes, tsunamis, Data is sourced from Ability to spot the 
catastrophes - volcanoes, hurricanes, news bulletins; changes in  data-

landslides, epidemics, seasonal changes in driven visuals; ability 
and pandemics. The data; AI engine of leaders to put the 
catastrophes do not (analytics) provides disruption 
have a hidden early warning of the management 
agenda. Production catastrophe based on strategies in action 
and supply chains previous occurrences as soon as possible 
will halt; staff will and corresponding after the event 
not report to work similarities in 

parameters
Societal Admin, production, Social media data Previous experiences 
catastrophes and supply chains ( Tweets); crowd data; of societal 

will halt, and staff various discussion disruptions enable 
will not report to groups, blogs, and leaders to make an 
work; legal changes, news items; web educated guess in 
wars, strikes, demos, scanners can scrape terms of the coming 
and protests. data off from sites societal disaster; 

These can be vicious and apps in order to Experience also 
catastrophes with build trends helps in planning for 
long-lasting impact and swinging into 
because of their action when the 
clandestine and event occurs 
ulterior nature 

Others Combination of Data across multiple Leadership experience 
(uncategorized) natural and public domains is of business, industry, 

manmade factors monitored for society, and the 
anomalies. Virus overall environment 
occurrence is most helpful in 
(hospitalization data), anticipating and 
its spread path, and handling unknown 
actions to take disruptions 
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The w hat-if analysis input is provided to DLE2 to make timely and 
 fine-grained predictions. This is so because the  what-if analysis creates an 
opportunity for iterative and incremental improvements in anticipating dis-
ruptions and taking actions. The BDPF shown in  Figure 3.4 is not focused 
on automating the disaster recovery of an organization. Instead, it is based 
on a judicious combination of AI and NI through a healthy interaction or 
collaboration of machines and humans.17 Such  AI-NI balance enables the 
leadership to bear their experience on the predictions generated from the AI 
engine depending on the type of disruption.

BDPF is also applicable in the present to the  COVID-19 pandemic, which 
demands numerous decisions to be made based on the anticipated rate of 
growth of the disease, necessary treatments, and so on. This pandemic 
which falls in the u nknown-unknown category ( as discussed in C hapter 2, 
 Figure  2.6) could benefit immensely through intuition. The intuitive 
approach, however, is not the approach a business can adopt as its formal 
anticipation and action towards disruptions.

The BDPF creates the opportunity for the establishment of a correlation 
between existing organizational data, external h igher-level ( governmental) 
data, and the corresponding policies and guidelines. Predictions, backed 
by experience, is the best opportunity to move the handling of  COVID-19 
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 Figure 3.4 Business disruption prediction framework.  
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pandemic from the unkn own-unknown to the  known-unknown or 
 unknown-known quadrant of  Figure 2.6 (  Chapter 2). AI superimposed with 
NI results in better decisions such as the early release of lockdown in Japan 
during the COVID-19 pandemic.18 Agility in the BDPF enables the creation 
of numerous scenarios and prototyping of the responses of the leaders and 
their businesses. The BDPF makes it easier to enable a rapid feedback loop on 
the business level decisions. The accuracy of decisions can also be improved.

 

The BDPF also identifies the shifts in disruptions ( possibilities) to ensure 
that its predictions are not  mono-dimensional. The  decision-making part 
includes DL algorithms from BDPF which have the ability to accept “ impact 
of decisions” including their weighting and biases in the ongoing analytics 
and predictions for future decisions. BDPF identifies potential for disruptions 
and flags them in an appropriate manner to enable actions by  decision-makers 
in business. The results of the actions continue to be fed back, with appropri-
ate weighting and risks ( as judged by business leaders), into the ML engine 
on a dynamic basis. This ML decision engine framework further ensures the 
capability of machines is put to use to identify improvements in predictions.

CONSOLIDATION WORKSHOP

 1. What are the key strategic AI considerations for a business as it aims 
for BO?

 2. What are the important nuances of leadership in the digital era? How 
do they differ from a  non-digital era? What should the leaders do in 
the initial phases of BO?

 3. What are the justification mechanisms for the use of AI/ ML/ BD ini-
tiatives in an organization? How would you incorporate them in a 
strategic plan?

 4. How are digital capabilities defined in BO? And how are these capa-
bilities aligned with strategies?

 5. How are business capabilities required to meet the strategic goals of 
the organization be identified?

 6. What are the risks and rewards of digital technology on a business?
 7. What is the difference between automation, optimization, and 

humanization?
 8. How can constant disruption be anticipated and how are strategies 

developed to use  data-driven decisions to handle the disruptions?
 9. What reactive and proactive approaches are developed to handle the 

digital technology disruptions?
 10. How do strategies incorporate risks and how are those strategies 

managed?
 11. How can an organization plan for projects that will develop digital 

capabilities?
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 12. Why is it important to position tactics and operations in digital busi-
ness strategies?

 13. How can  long-term and  short-term gains be balanced by the applica-
tion of AI/ ML?

 14. What are the efficiency and effectiveness of gains ( ROI) using AI/ ML?
 15. Why is it important to define resources and timelines of business 

strategies?
 16. How can leaders strategize to manage change due to disruptions?
 17. What is the Business Disruption Prediction System ( BDPF)/  Meta-Model 

for  Decision-Making?
 18. How can a BDPF ensure successful application of AI / ML to business 

optimization?
 19. How can actionable insights be developed to enhance organizational 

capabilities?
 20. What are some ways to integrate data and processes with  decision- 

making?
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Chapter 4

Machine learning types
Statistical understanding in 
the business context

MACHINE LEARNING OVERVIEW

Traditionally, solving problems using a computer involves writing detailed 
instructions in the form of a code. Machine learning (  ML) extends this 
  problem-solving ability of computers without being explicitly programmed. 
Alan Turing, in a talk given to the London Mathematical Society in 1947,1 
predicted ML, saying “  what we want is a machine that can learn from 
experience.” Later, in 1959, Arthur Samuel defined ML as “  the field of 
study that gives computers the ability to learn without being explicitly 
programmed.”2 Tom Michel gave a formal definition of ML as, “  Machine 
learning is the study of computer algorithms that allow computer programs 
to automatically improve through experience.”3

ML is of interest to business because of its ability to solve business prob-
lems. This discussion on BO is a business issue that aims to use ML to 
enable it to provide customer value.

Traditionally, computers do exactly what they are told to do. Algorithm 
refers to a detailed set of unambiguous steps given to the computer to solve a 
problem. These steps are coded in the form of a computer program, loaded 
in the RAM, and executed. After execution, the results are presented as 
visuals. Business people use these visuals to make decisions.

Applying ML

Most problems in science, engineering, economics, and finance are solved by 
means of equations. An equation is generally in a parametric form, where 
the parameters (  or variables) are related to one another. Plugging in the val-
ues of known variables and performing  w ell-defined mathematical opera-
tions on the equation yield the values of unknown variables. The parametric 
equations are in a functional form, where the unknown variable is expressed 
as a function of the known variables. The   problem-solving strength of the 
above disciplines rests on the functions which relate the unknown variable 
to the known variables. Difficulties arise in solving problems which have no 
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function connecting the dependent and independent variables. ML handles 
these types of problems.

Data contains a set of variables whose relationships are not established. 
ML algorithms work on the data to establish relationships between the input 
(  known variables) and the output (  unknown variables). In short, given a suffi-
cient amount of data, ML algorithms solve a problem in lieu of the functional 
form.

ML differs from traditional computing in the sense that the   step-  by-step 
detailed instructions are not provided by programmers to solve a problem. 
Instead, the software program is provided just enough instructions that 
allow it to learn from data. Machines learn by discovering patterns inher-
ent in data. This  d ata-based learning technique gives the machine power 
to predict future events/  phenomena from fresh domain data and solve a 
host of problems such as image recognition/  generation, speech recognition 
and synthesis, language understanding and translation, handwriting recog-
nition, medical diagnosis, weather forecasting, game playing, stock prices 
prediction, customer recommendation systems, fraud detection,   self-driving 
cars, and so on for which there are no   human-designed explicit algorithms.

Machine learning steps

ML initiatives in BO start by understanding the business context goal. The 
organization adopting AI is expressed in its business strategies (   Chapter 3). 
The team entrusted with an ML initiative breaks the problem down into 
smaller projects in order to handle its complexity. The fundamental steps in 
developing an ML solution, as shown in  Figure 4.1, are as follows:

• Problem  f ormulation – Identification of the overall business problem. 
Based on the complexity of the problem, break it down into smaller, 
understandable problems, just as breaking down   high-level processes 
or business functions leads to better handling for optimization. This 
breaking down of the problem (  or decomposition) is followed by fram-
ing the problem in ML format. Some parts of the problem could con-
tain labeled data, others unlabeled data, and so on. Breaking down 
the problem helps apply an appropriate   ML-type algorithm to solve 
the problem.

• Data  p reprocessing – Identify the necessary data, its source, and 
its location. Undertake preprocessing of data to ensure it is clean. 
Cleanliness of data includes the quality of its contents and also of its 
formatting. Sources and location of data are important considerations 
in this step.

• Model  b uilding – Select an appropriate ML algorithm and build the solu-
tion model, keeping the business context in mind. There will be some 
iterations between this and the previous step as, in the first instance, 
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model and corresponding data may not match. Refinement of ML model 
and/  or reformatting of data is expected in the first, Agile iteration.

• Model   training – Development of a training dataset to be used to 
train the model developed in the previous step. ML model is then 
executed on this dataset to enable it to start “  learning” from the data. 
Typically, a training dataset can be about 70% of the overall data 
cleansed in the earlier step.

• Model   testing – This step is the verification of the trained ML model 
in terms of its accuracy. Testing data can typically range from 10% to 
30% of the prepared data.

•   Prediction – Embedding the model in a business process and upskill-
ing the users to start using the analytical results in order to automate/ -
optimize their processes.

•   Maintenance – This is an ongoing step of maintaining the currency of 
the ML model for its accuracy and relevance to the business process 
in which it is embedded. Should the source, format, and velocity of 
the incoming data change, this step will ensure that the ML model is 
ready to handle that change.

Each of the steps mentioned above involves multiple substeps which are 
separately designed. Unifying the major steps in ML in a framework makes 
the coding task easier. Often, the steps are automated in what has come to 
be called an ML pipeline as shown in  Figure 4.2.

Machine 
Learning

Problem 
formulation

Data pre-
processing

Model 
building

Model 
training

Model testing 

Prediction 

 Figure 4.1 Steps to solve a business problem via ML.  
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The first two steps in the ML pipeline deal with data preprocessing and 
feature extraction. The raw data available in the enterprise is preprocessed 
to fix issues like noise, incorrect and missing values, and arranged in a tabu-
lar form ready for further processing. Feature extraction refers to carefully 
weighing, selecting, and rearranging of data characteristics and properties 
by domain experts as the outcome of ML heavily depends on the input data 
features. The individual stages of model building, training, and testing are 
commonly integrated in an ML implementation framework.

Model building refers to selecting an abstract static construct like lin-
ear regression, support vector machines, decision tree, neural network, and 
so on, and determining the exact building blocks and the accompanying 
parameters that make up the model. The model constructed with the avail-
able data in mind is then dynamically trained and tested with training and 
test data subsets, respectively. The outcome of the integrated building, train-
ing, and testing steps is a learned model. The final step in the ML pipeline 
is the monitoring and use of the learned model for making predictions on 
new and fresh data. These steps are executed in an iterative and incremental 
manner following the Agile approach to delivering software solutions.

ML TERMINOLOGY

This section briefly describes some of the frequently occurring terms in ML 
literature. These terms deepen the understanding of ML models and learn-
ing processes explained later in this chapter.

Model

Models are mathematical or abstract representations of a construct used to 
carry on learning. The construct or structure usually is made up of individual 
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 Figure 4.2 ML pipeline.  
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components. Unless otherwise stated, the view adapted in this book is that 
models are generic and static. They are activated by running the algorithm 
with data on. For example, linear regression equation is a mathematical 
model for learning linear regression. Decision tree model used in super-
vised learning is a static t  ree-like structure made up of nodes and branches. 
Classification and regression trees (  CART)4 is an algorithm used to train 
a decision tree using the training data. Similarly, neural networks used in 
shallow as well as deep learning are made up of several component layers, 
each containing numerous individual units called neurons. The entire neu-
ral network structure is static before being trained by the backpropagation 
algorithm and training dataset.

  

Models used in ML could be parametric or nonparametric.

Parametric

In the parametric approach, the data scientists, after examining the data, 
assume a functional form of relationship between the input and output vari-
ables. The relationship may be linear, polynomial, exponential, and so on. 
The data scientists can accordingly frame   curve-fitting equations and per-
form elaborate computations by plugging in the available data to determine 
the coefficients in the equations. The statistical techniques of determining the 
coefficients of the equations that represent the functional form between the 
input and output variables in the dataset are called learning the parameters. 
Once all the coefficients in the equations are known, the parametric model 
can be used as a predictor (  another name for the learned model) when new 
and fresh data is acquired.

Nonparametric

In the nonparametric approach, the functional form of the relationship 
between the input and the output form is not known. Rather, the functional 
form is assumed to be implicit, and the nonparametric model is trained to 
extract the pattern from the data and estimates the functional form in an 
abstract manner. The models are largely general purpose and have wide 
applications.

Model parameters

These are variables internal to the model, whose appropriate values are 
learned from the data during the training process. The weights on neural 
connections (  which are a rather poor imitation of the synapses of biological 
neurons) are typical model parameters. Training the model consists in opti-
mizing these distributed weights so that they predict the expected output 
for a given input from the dataset.
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Hyperparameters

These variables are external to the model and cannot be learnt from the 
data. They are like control parameters of the learning model. Choosing an 
appropriate set of hyperparameters is both crucial in terms of model accu-
racy and computationally challenging.5 Their values are tweaked or tuned 
based on some heuristics or programmer’s experience.   Well-tuned hyperpa-
rameters improve prediction accuracy of the learned model. Learning rate 
and m  ini-batch size are very important hyperparameters. Inappropriate 
value of these parameters can lead to model divergence and incorrect pre-
diction results.

Training

The subset of the original dataset called the training data (Figure 4.3) is run 
through the static model. This execution follows a specific algorithm and is 
repeated a large number of times. In each iteration, the model parameters are 
systematically tweaked, and the iterations are continued till convergence.

    

Validation

It is an additional step often used towards the end of the training epochs to 
get an early estimate of the performance of the model.6 Validation, which 
is performed using the validation data subset, is usually performed to tune 
the hyperparameters.

Testing

The trained model is then fed with the test data and its performance is 
evaluated. The performance of the trained/  learned model should be tested 
on a  h eld-out dataset that has not been used prior, either for training the 
model or for tuning the model parameters.7

training set

validation
set

test
set

 Figure 4.3 Training, validation, and testing data subsets.  
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Loss function

In supervised learning, loss function represents a measure of how far the 
predictions of a model are from the labels in the training data. Mean squared 
error (  MSE) is a popular loss function.8 MSE is computed by dividing the 
sum of squared differences by the number of datapoints used for training.

Confusion matrix

In binary classification, the true positive (  TP), true negative (  TN), false 
positive (  FP), and false negative (  FN) case counts are tabulated in a table 
called the confusion matrix (   Figure  4.4). The matrix helps visualize the 
performance of the binary classifier.

Precision

Precision is defined as the frequency with which a model correctly predicts 
the positive class.

 Precision
TP

TP+FP
=  (  4.1)

Recall

The recall metric calculates how many of the actual positives the classifier 
can predict.

 Precision
TP

TP+FN
=  (  4.2)

The   oft-used statistical   F-measure is the harmonic mean of precision and 
recall, given by:

 

F
2

precision recall1 1=
+− −  (  4.3)

Positive (1) Negative (0)

Positive (1) TP FP

Negative (0) FN TNPr
ed

ic
te

d
Va

lu
es

Actual Values

 Figure 4.4  Confusion matrix.
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precision*recall
= 2

precision+recall  (4.4)
     

  

TP
=

TP+ F1

2
P+FN

     
( )  (4.5)  

Overfitting

Overfitting or overtraining phenomenon is observed when the training 
accuracy is very high, and the subsequent testing accuracy is relatively low. 
Overfitting is the result of closely matching the model to the training data-
set. It picks up the noise and peculiarities of the training dataset to such an 
extent that it fails to generalize the extracted data patterns. This results in 
poor performance on the test dataset.

Underfitting

Underfitting refers to the poor performance of a model on the training as 
well as test datasets. This happens when the model fails to capture the com-
plexity of the training data. Training with too few data samples for too few 
epochs or at a low learning rate along with deficiencies in the model itself 
are some of the leading causes of underfitting.

DATA: THE FUEL FOR ML

Data is the driving force or the fuel for ML. Inexpensive and available in 
massive quantities, data has suddenly taken center stage in the enterprise 
world. Data serves as raw material for discovering patterns which lead to 
predictions and  d ecision-making. Data analysts enable BO. Data cannot 
be used in its raw form for ML. The following section describes the data 
preprocessing essential for cleaning the raw data and transforming it into a 
format necessary for ML.

Data preprocessing

Field data is collected directly from the IoT sensors or put together from 
several web pages of the enterprise site or downloaded from a public repos-
itory. Web data is usually in multimedia format: text, numbers, speech, 
music, images, and video. The first step would be to separate the data into 
each respective medium. Text and/  or number data is usually represented in 
a form of a table or spreadsheet containing horizontal rows and vertical col-
umns. Each row, known in the data parlance as an instance, represents one 
example from the dataset. Each column, known as a feature or attribute, 
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represents the observed or measured properties of the dataset. Finally, the 
intersection of any row and column is a cell which holds the value of the 
attribute or feature variable in that column.

The raw data may be in the form of figures (  numbers) or labels (  characters 
or words). The column headings indicate the features or the attributes of the 
data. They are represented as variables. In general, variables in data science 
could be qualitative or quantitative. Qualitative or categorical data like gender, 
nationality, and blood group is in the form of letters or labels, while quantita-
tive or numerical data like age, weight, and income is in the form of numbers 
(  F igure 4.5). Categorical data are nominal (  unordered labels like nationality, 
gender), ordinal (  ordered labels like grade, ranking), and binary (  only two 
values like true/  false, yes/n  o). While processing, it is customary to convert the 
Yes/  No or True/  False values of the binary variables into 0/  1. Numerical values 
are discrete (  set of integers) or continuous (  set of real numbers).

Data cleaning

Raw data is not clean. It needs fixing because it may be messy, incom-
plete, and complex. Data cleaning is often the most tedious and most 
  time-consuming step in the ML pipeline.

Usually, data has to be moved, compressed, cleaned, chopped, sliced, 
diced, and subjected to any number of other transformations before it 
is ready to be used in the algorithms or visualizations that we think of 
as the heart of data science.9

Messy data

It contains noise in the form of wrong or corrupted values,   out-  of-range 
values, biases, contradicting values, typographical errors, and so on. Noise 
from  d ata-gathering sensors, human errors in recording, and scanning from 

quantitative
(numerical)

qualitative
(categorical)

discrete continuous ordinal nominal binary

data

 Figure 4.5 Qualitative and quantitative data.  
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old printed materials are some of the sources that bring in noise and cor-
rupt the data. In the California housing dataset (  T able  4.1), “  ISLAND” 
for the geographical location of the house in place of “  INLAND” is a 
typographical error that distorts the value of an attribute in a data record. 
Algorithms either break down when processing such faulty records, or pro-
duce   non-sensical garbage results, which are often difficult to detect.

Incomplete data

Some rows (  instances) and columns (  features) may be missing in the data. 
Some values are just missed out by the sensors depending on the envi-
ronmental conditions or other situational factors or by human error. The 
missing values are either imputed through statistical methods or the entire 
rows or columns with missing data are eliminated in the data cleansing 
process.

Complex data

There exist complex nonlinear relationships hidden in the data. These need 
to be sorted out through statistical methods. Sometimes, the sheer size and 
dimensions of the data can be a challenge for ML algorithms. Dimension 
reduction methods help simplify and project the data onto lesser dimen-
sions without losing their internal relationships.

Feature selection

Features in a dataset are represented by columns when the data is in a tabular 
format as in the case of a spreadsheet. A feature is a numeric representation of 
an aspect of raw data. Features sit between data and models in the machine 
learning pipeline.10 Feature selection is the process of reducing the number of 
features in a dataset. This results directly in the reduction in the number of 
input variables to an ML model. Feature selection relies on statistical meth-
ods for filtering noisy and irrelevant features and selecting only those which 
have a significant impact on analysis and prediction, or in other words, ML. 
The advantages of feature selection are computational cost reduction and 
model performance improvement.

There are two main types of feature selection techniques: supervised and 
unsupervised.11 The major differences between the two approaches are that 
in the supervised approach, the target variable is used, while in the unsu-
pervised approach the target variable is not used to perform feature selec-
tion. The unsupervised approach relies on statistical correlation methods 
to remove redundant variables in the dataset. The supervised methods are 
more elaborate and include the following three techniques: wrapper, filter, 
and evolutionary algorithms.
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Wrapper

The wrapper methods systematically create subsets of features from the 
original dataset and record the effect of each subset on the performance 
of the learning model on a   hold-out set. After repeated trials, a wrapper 
method retains the subsets which lead to relatively higher model perfor-
mance. The main disadvantage of the wrapper method is that it tends to be 
exhaustive, and therefore, computationally expensive and   time-consuming 
when dealing with datasets with a large number of features.

Filter

Filter methods, on the other hand, use statistical measures to select feature 
subsets. The measures chosen are fast to compute, while still capturing the 
relevance of the selected feature subset. Mutual information,   chi-square, 
and Pearson correlation are some of the common filter measures.

Evolutionary algorithms

Evolutionary algorithms are a branch of algorithms in the computational 
intelligence (CI) paradigm.12 Free from rigorous and rigid mathematical for-
mulations, they rely on flexible computational constructs which derive their 
inspiration from natural phenomena. The genetic algorithm (  GA), which 
has set the de facto standard for optimization algorithms, is a computa-
tional metaphor of Darwinian evolution. The algorithm computationally 
mimics the natural selection process13 and solves even   NP-hard optimiza-
tion problems in a reasonable time window. The evolutionary algorithms 
begin with a population of randomly generated feasible solutions and iterat-
ing through fitness computation, selection, crossover, and mutation opera-
tors evolve the initial solutions into optimal ones. When an evolutionary 
algorithm is applied to feature selection, it selects a subset of features which 
optimizes the prediction accuracy.14

    

SUPERVISED LEARNING

Supervised learning acknowledges a supervisor that guides the learning 
agent. The learning agent is the ML algorithm or model, and the output in 
the data acts as a supervisor for a given set of inputs. The aim of the learn-
ing algorithm is to predict how a given set of inputs leads to the output. 
At first, the ML agent takes the inputs and randomly predicts the corre-
sponding outputs. Since the random calculation is akin to shooting in the 
dark, the predicted outcomes stray far away from the known outcomes. The 
supervisor at the output end indicates the error in prediction which again 
guides the learning agent to minimize the error.
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Learning proceeds through a large number of cycles called epochs and 
stops when the total error is minimized to almost zero. This phase of learn-
ing is referred to as training. The learned model obtained at the end of the 
learning phase is then tested using new and fresh data which may not con-
tain any output for a given input record. The goal of the learned model is to 
predict the output given the input within a small margin of error. Without 
loss of generality, the more the data in training, the greater is the prediction 
accuracy of the learned model.

The following subsections describe two different supervised learning 
methods, one for continuous data and the other for discrete data.

Linear regression

Regression is a classical statistical method for determining relationship 
between the set of dependent variables and the independent variables which 
take continuous (  real number) values. Once the functional form is created 
through learning from data, one can just plug in the input variables in the 
equation to compute the predicted value of the output variable. Regression 
is widely used in finance and investment, for example, to predict sales based 
on diverse factors such as GDP growth, previous sales, weather conditions, 
and so on. “  Regression analysis helps businesses to answer questions such 
as: Which factors matter most? Which can be ignored? How do those fac-
tors interact with each other? And, perhaps most importantly, what is the 
level of certainty in those interacting factors?”15

Since regression is all about the functional relationship among the vari-
ables in the data, it is essential to have a thorough understanding of the 
concept of variables before undertaking any regression study. Refer to the 
explanation of dependent and independent variables in Box 4.1.

There are over 15 types of regression methods used in statistics and data 
science. In this chapter, the basic regression model frequently used in data 
science and business analytics, namely, linear regression, is considered. The 
following subsections explain simple linear regression and multiple linear 
regression.

Simple linear regression

This method is used when there is only one independent variable which 
influences the dependent variable. Given a dataset, if some kind of a rising 
or falling pattern is observed in unison in the values of the two variables, 
even without an expert domain knowledge it may be assumed that there 
exists a kind of linear relationship between the two variables.

A simple 2D scatter graph is plotted to verify the relationship between the 
two variables in the dataset. It is customary in statistical analysis to repre-
sent the dependent variable on the horizontal axis (  x  -axis) and the indepen-
dent variable on the vertical axis (  y  -axis). The horizontal axis serves as the 
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baseline on which one can slide the value of the independent variable left or 
right to see the corresponding value on the vertical axis.

 Figure 4.6 shows the scatter of points when the two variables are plotted 
on their respective axis. From the plot, it can be visually verified that when 
there is an increase in the independent variable, there is a corresponding 
increase in the dependent variable. In other words, there is a correlation 

BOX 4.1 VARIABLES AND THEIR TYPES

Variable represents some measure or quantity that can take varying values, 
one at a time. In mathematics and statistics, it is common to use the letters x, 
y, z, and so on to indicate variables. For example, age, weight, and height are 
simple variables in personal data; prices, indexes, and interest are variables 
in finance.

Dependent  v ariable – This is the principal quantity or factor of interest to 
predict using the regression method. The dependent variable is usually 
denoted by y.

Independent  v ariables – These are the quantities or factors (  normally, 
more than one) that are assumed to have an impact on the dependent 
variable. The independent variables are commonly denoted as xi.

 Figure 4.6 Plot of dependent variable vs independent variable.  
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between the values of the two variables. Linear regression aims to find the 
exact relationship by drawing a line in between the points such that the 
mean deviation of the points from the line is minimal. In statistical terms, 
linear regression is all about fitting a straight line to data.

The general functional form is assumed to be a line as given below:

 y = a + bx + ε (4.6)    

where:
y = the variable to predict (  dependent variable)
x = the variable being used to predict y (  independent variable)
a = the intercept
b = the slope
ε = the regression residual (  error)

There are detailed methods of determining the coefficients a, b, and ε from 
the dataset. Refer to Appendix A for software frameworks that readily 
compute the values of these coefficients with a mere input of the two col-
umns of the dataset.

 Figure 4.7 shows the regression line obtained by determining the regres-
sion coefficients from the data distribution. The line represents how much 
y changes with respect to any given change of x. The slope of the line given 
by the b parameter indicates whether the correlation is positive or negative. 

 Figure 4.7 Linear regression line.  
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For a positive correlation, the line slopes upward from left to right, and for 
a negative correlation, it slopes downward from left to right.

It is straightforward to use the regression line to make predictions: plug 
in the desired value of x in the regression equation and compute the corre-
sponding value of y; alternatively, draw a vertical segment from the desired 
coordinate x to the line and from there a horizontal segment to the vertical 
axis for visual verification of the predicted value.

Multiple regression

The   real-world business situations are so complex that simple regression 
cannot cover them all. In such cases, the theory and analysis developed in 
the previous section are extended. Multiple regression is the extension of 
simple linear regression to multivariate data.

Consider two predictor variables and the predicted variable. A scatter 
can be plotted using a set of these three variables: x, y, z. The 2D scenario 
of simple regression described in the previous section progresses onto a 3D 
scenario. Here, a plane is drawn separating the data points (   Figure 4.8). As 
the dimensions of the problem (  number of predictor variables) increase, the 
analysis is extended to hyperplanes of higher dimensions. Although they 
cannot be visualized in practice, they can be accurately described through 
mathematical equations.

The regression idea can be further extended to include n number of inde-
pendent or predictor variables. The equation for such a m  ultiple-regression is:

 y = a + b1x1 + b2x2 + …… bnxn + ε (4.7)

A   real-world example for learning multiple regression is the California 
housing prices dataset, a small part of which shown in  Table 4.1. The entire 
dataset is available in the public domain.16

In all, there are ten input features that determine the price of a housing 
unit. The features take on real values with the exception of the locality 
which takes nominal values, as explained below:

The features are as follows:

 1. L  ongitude – A measure of how far west a house is; a higher value is 
farther west.

 2.   Latitude – A measure of how far north a house is; a higher value is 
farther north.

 3. Housing median  a ge – Median age of a house within a block; a lower 
number is a newer building.

 4. Total   rooms – Total number of rooms within a block.
 5. Total   bedrooms – Total number of bedrooms within a block.
 6.   Population – Total number of people residing within a block.
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 7.   Households –Total number of households, a group of people residing 
within a home unit, for a block.

 8. Median  i ncome – Median income for households within a block of 
houses (  measured in tens of thousands of US dollars).

 9. Ocean p  roximity – Location of the house with respect to the ocean/  sea.
 10. Median house v  alue – Median house value for households within a 

block (  measured in US dollars).

The median house value shown in column 10 depends on the values of 
the 9 different feature values. The dataset needs some preprocessing and 
cleaning before passing it through ML algorithms to learn prediction. Some 
entries are missing. In such a case, the data can be imputed or the respec-
tive instance (  row) can be eliminated. The entire column where the values 
are missing can also be deleted resulting in filtered data. For example, in 
row 6, the value of total bedrooms is missing. Since this record belongs to 
the Luxury housing class, we insert the average value of total bedrooms in 

 Figure 4.8 Linear regression with two independent variables.  
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the luxury housing class in the missing slot. In row 10, the ocean proxim-
ity value is recorded as “ISLAND,” which is obviously a misspelling of 
“INLAND.”

The ocean proximity feature is a nominal feature. To aid the calculations, 
the nominal labels are converted into relative scores as shown in T able 4.2.

Now that clean data is available, ML experiments can be conducted to 
perform classification. The multiple regression equation for the above prob-
lem is framed as:

 y a= + b x1 1 + +b x2 2  b x9 9 + ε  (4.8)

  
  

  

Solving the above equation using the dataset will give the values of the 
regression coefficients and the other unknowns. Some of the ML computa-
tional frameworks mentioned in Appendix A readily yield a solution. The 
parametric function can then be used to predict the housing price for any 
new data record.

Neural networks

Neural network (  NN) has proved to be the most successful supervised learn-
ing method. Deep learning which has gained spotlight in ML is almost 
entirely based on NN models. NN is modeled on the mammalian brain. The 
individual cells in the biological brain, called neurons, are interconnected to 
form a large neural network. Each neuron possesses an input and an out-
put filament called a dendrite and an axon, respectively. The dendrites pro-
vide input signals to the cell, and the axon transmits output signals to other 
neurons to which it is connected. Signals can be transmitted unaltered or 
they can be altered by the synapse which is able to increase or decrease the 
strength of the connection among the neurons. It is the synapse that causes 
excitation or inhibition of the subsequent neurons.

NN are multilayered networks consisting of at least three different layers: 
the input layer, the hidden layer, and the output layer (   Figure 4.9). The num-
ber of neurons in the input as well as in the output layer is determined by 
the problem the NN is learning to solve. However, the number of neurons 
in the hidden layers is arbitrary.

Each neuron in a layer is connected to every other neuron in the suc-
cessive layer. The connection between any two neurons has an associated 
weight. In essence, the learning carried on by the network is encapsulated 

 Table 4.2 California housing dataset preprocessing of nominal labels 

Near bay Near ocean <1h ocean Inland

1 2 3 4
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in these interconnection weights. Each neuron calculates a weighted sum 
of the incoming neuron value, transforms it through an activation func-
tion, and passes it on as the input to subsequent neurons. The information 
processing proceeds from the input layer to the output layer via the hidden 
  layer – hence the name, Feedforward Network.

The n number of inputs in the input layer of the ANN is represented as 
a vector:

X Xi 1= ,X2 nX  
 

( )  (4.9)  

The weights on the connection arcs can be represented by the following 
weight matrix:

  W W11 � 1m  
W  ij =    � � �      4.1   ( 0)

 W Wn1 n� m


  

where n is the number of neurons in the ith layer and m is the number of 
neurons in the next jth layer.

The summation of the inputs at the hidden layer neurons is:

∑∑
n m

S Xj = +i iW bj   (4.11)
i=1 j=1

 

where b is the bias.

  

  

input layer             hidden layer         output layer 

 Figure 4.9 Artificial neural network.  
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The sum of the weights are passed through an activation function leading 
to nonlinear outputs of the hidden layer neurons. In most cases, the sigmoid 
function is used as the activation function.

If ti is the expected output of the ith output neuron and yi is its actual 
output, then the total error at the output of the neural net is:

1
Error = −(ti iy )2    (4.12)

 2

The backpropagation algorithm for training the neural net, given a training 
dataset, is stated in Box 4.2

  

Classifying California housing prices using NN

In real life, most   house-buyers will be interested in knowing the exact price 
of a property. However, consider a variation of the problem which any real 
estate retailer may propose.

Instead of quoting the exact price of the property, which may fluctuate 
over a period of time, the output data is presented in the form of classes like 
low, lower middle, middle, upper middle, and luxury. The following table 
gives the housing classes along with their respective lower and upper bound 
of prices.

The transformed housing dataset will have nine input features and six 
classes as outputs. A simple NN is constructed to perform classification. 
Since there are nine inputs, the NN input layer will have nine neurons. 
As a rule of thumb, the number of neurons in the middle layer will be 
2n+1 = 2 × 9+1 = 19. The experiment begins with just a single hidden layer 

BOX 4.2 BACKPROPAGATION ALGORITHM

Start with randomly chosen weights;
   while Error is above the desired threshold, do:
   for each input pattern in the training dataset:
    Compute hidden node inputs;
    Compute hidden node outputs;
    Compute inputs to the output nodes;
    Compute the network outputs;
    Compute the error between output & expected;
   end for
  end while
 End
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to keep it simple. Later, the number of hidden layers may be varied and 
the number of neurons in each of the hidden layers, too. As dictated by 
the dataset, the NN outputs will be six, each output representing a unique 
class. In the modified dataset, the median price attribute is replaced by the 
house class (Table 4.4).   

The dataset is randomly divided into a 70% training subset and a 30% 
test subset. The NN is then trained with the training set using the back-
propagation algorithm shown in Box 4.2. The training is stopped when 
the learning model reaches an adequate level of convergence. The learned 
model is then used to make predictions using the test dataset.

UNSUPERVISED LEARNING

As seen in the previous section, supervised learning assumes the data is 
neatly labeled. For a vector of input elements, there is a corresponding out-
put value. The learning algorithm learns a mapping that maps the inputs 
to the output. For every set of input values, the learning process is guided 
by the output value, which acts as a supervisor. But what will happen if a 
dataset contains only the inputs, without any corresponding outputs? In 
fact, most   real-world data is usually unlabeled, like for instance, the data 
of customers or online shoppers. Labeling data is a   time-consuming and 
costly endeavor. Besides, the activity needs domain expertise. Is there a way 
of performing ML on unlabeled data?

Unsupervised learning precisely addresses that issue. It discovers unknown 
patterns in the data without having any external guidance or supervision and 
arranges the data into clusters. A cluster is a group of datapoints that are 
similar and, at the same time, dissimilar to the datapoints in other clusters. 
In short, USL sorts out unsorted data based on the feature similarities and 
differences even though there are no categories provided.

For example, the dataset of objects shown in F igure 4.10a has a set of 
features for each object, but there is no corresponding label indicating what 
the object is. When an unsupervised learning algorithm is presented with 
the features of the dataset objects, it discovers the patterns in the data and 

 Table 4.3  California housing dataset classes 

Lower bound of price Higher bound of price Housing category

14,999 100,000 Low (Lo)
100,000 160,000 Lower Medium (LM)
160,000 240,000 Medium (M)
240,000 310,000 Upper Medium (JIM)
310,000 450,000 Above Medium (AM)
450,000 500,001 Luxury (Lx)
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divides the original dataset into three clusters as shown in 4.10b such that 
the objects belonging to a cluster are similar to one another and dissimilar 
to the objects in the other clusters.

Unsupervised learning has been in use in the data mining and statistical 
community for quite a while before the advent of the AI ML paradigm. Out 
of the numerous USL algorithms found in the literature, this section pres-
ents the   k-means clustering and the DBSCAN algorithms.

  k-means

  k-means is one of the most popular unsupervised ML algorithms. The 
  k-means algorithm arranges data into a fixed number (  k) of clusters such 
that the datapoints in a given cluster are similar to one another and, at the 
same time, dissimilar to the datapoints in other clusters.

The k  -means clustering is a popular unsupervised ML algorithm which 
has been in use in the data mining community for a long time. Since the 
output (  label/  supervisor) for each of the input record (  feature set) in the 
dataset is not known, the algorithm must learn to cluster the datapoints 
based on the feature space. The algorithm iteratively partitions the data-
points into k clusters such that each datapoint belongs to the cluster with 
the nearest mean or cluster centroid. Effectively, it discovers patterns in the 
data and groups similar datapoints together. The parameter k from which 
the   k-means clustering algorithm derives its name is fixed a priori.

The  k -means algorithm begins with a first group of randomly selected 
centroids which serve as the starters for every cluster. The algorithm then 
goes through a cycle of predetermined number of iterations, performing 
calculations to optimize the positions of the centroids in each iteration. It 
halts either when the predetermined number of iterations have been reached 
or when the centroids have stabilized.

(a) (b)

 Figure 4.10 (  a) Original dataset. (  b) Clustered dataset.  
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  Density-based spatial clustering of 
applications with noise (  DBSCAN)

Unlike the   k-means clustering, DBSCAN does not require prior knowl-
edge of the number of clusters. The DBSCAN algorithm considers the two 
important parameters and three types of points (   Figure 4.11)

  Eps – serves as a threshold to determine the neighborhood around a data-
point. If the distance between two points is lower than or equal to 
eps, these points are considered as neighbors. The performance of the 
algorithm depends on the optimal value of eps. If it is too small, then 
many datapoints will be considered as outliers. If it is too large, then 
the clusters will merge and the majority of the datapoints will fall in 
the same clusters.

 m inPoints – refers to the minimum number of neighbors within the eps 
radius. In practice, the value of minPoints is set in proportion to the size 
of the dataset. As a rule, minPoints ≥ d+1, where d is the number of dimen-
sions of the datapoints. The minimum value of minPoints must be 3.

In this algorithm, there are three types of data points.

Core   point – A point which has more than minPoints points within the 
eps radius.

Border   point – A point which has less than minPoints within the eps 
radius, but is in the neighborhood of a core point.

 Figure 4.11 DBSCAN algorithm points.  
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  Noise – A point which is neither a core point nor a border point.
Density   edge – If c1 and c2 are core points and d(  c1,c2) ≤ eps, then the 

edge connecting c1 and c2 is called the density edge.
Density connected   points – Two points a and b are said to be density 

connected points if both a and b are core points and there exists a 
path formed by density edges connecting point (  a) to point(  b).

The DBSCAN algorithm works as follows17:

Step   1 – Using the eps and minPoints criteria, label all datapoints as core, 
border, or noise points.

Step   2 – Remove all noise points as they do not belong to any clusters.
Step   3 – For every core point p that has not yet been assigned to a cluster:

 a. Create a new cluster with the point p.
 b. add all the points that are   density-connected to p.

Points a and b are said to be density connected if there exists a 
point c which has a sufficient number of points in its neighbors and 
both the points a and b are within the eps distance.

Step   4 – Assign each border points to the cluster of the closest core 
point.

Step   5 – Iterate through the remaining unvisited points in the dataset. 
Those points that do not belong to any cluster are considered noise.

  Semi-supervised learning 

  Semi-supervised machine learning is a combination of supervised and 
unsupervised machine learning methods. In supervised machine learning, 
the learning model is trained on a “  labeled” dataset. This allows the model 
to identify relationships between the target variable and the rest of the 
variables in the dataset based on the information it has gathered during 
training. Unsupervised machine learning algorithms, on the other hand, 
learn to cluster a dataset without the outcome variable. In   semi-supervised 
learning, an algorithm learns from a dataset that includes both labeled and 
unlabeled data.

Recall that SL is used when the dataset is labeled and USL is used when 
the data is not labeled. SSL is a combination of these two categories of ML. 
SSL becomes useful when there is a large dataset and only a small part of 
it is labeled. It is laborious, t  ime-consuming, and extremely costly to get all 
the data labeled. When faced with a situation where there is a large dataset 
with only a few labeled instances, the   semi-supervised learning is used. 
The two main techniques in SSL, namely,   self-training and   co-training are 
described below:
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  Self-training

 S elf-learning is known by alternative terms such a s  elf-teaching, s  elf-labeling, 
or  d ecision-directed learning.   Self-training is considered to be a s  ingle-view 
supervised algorithm because it relies on its own predictions on unlabeled 
data to teach itself.18 The s  elf-training method first trains the ML algorithm 
on the small dataset that is already labeled. This training is the same as one 
would do in a totally SL scenario. Once the model is fully trained on the small 
collection of labeled data, it is then used to predict the labels of the unlabeled 
data in the entire collection. The process of labeling the initially unlabeled 
data by training a model on the partially labeled data is sometimes called 
  pseudo-labeling. There are variations on  p seudo-labeling. The entire subset 
of unlabeled data could be labeled or only those with a higher confidence.

After completing the stage of labeling all the instances, the model is retrained 
on the entire dataset.

  Self-training is a very simple method often used in Natural Language 
Processing. Text documents available on the Web are huge volumes of scripts, 
books, blogs, ads, and so on which are mostly unlabeled. Professional librar-
ians and people in charge of downloading and classifying various forms 
of Web text documents cannot possibly cope with reading all the text and 
then manually classifying the documents.   Self-training helps in classifying 
the large collection of unlabeled documents when only a handful of labeled 
documents are available.

SSL works on the implicit assumption that the labeled data and unlabeled 
data are independent and identically distributed. The biggest disadvan-
tage of  s elf-training is that it is unable to correct itself. It can lead to poor 
results because some of the earlier mistakes in classification can reinforce 
themselves.

  Co-training

  Co-training assumes that19:  

 i. features can be split into two sets independent of one another.
 ii. each   sub-feature set is sufficient to train a good classifier.

Initially, two separate classifiers are trained with the labeled data on the 
two   sub-feature sets, respectively. Each classifier then classifies the unla-
beled data and “  teaches” the other classifier with the few unlabeled exam-
ples (  and the predicted labels) they feel most confident. Each classifier is 
retrained with the additional training examples given by the other classifier, 
and the process repeats.

  Co-training is based on the assumption that the two models are comple-
mentary to one another and can keep on correcting each other iteratively 
till they reach convergence.
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In the case of web pages classification, for example, words on the webpage 
and the links that point to that page are used as two different sets of fea-
tures.20 Accordingly, c  o-training algorithms that learn to classify web pages 
use the text on the page as one feature set (  or one view) and the anchor text 
of hyperlinks on other pages that point to that page as another feature set 
(  or the other view). The two models teach one another through c  o-training 
and determine the likelihood that a page will contain data relevant to the 
search criteria.

Another   well-established   co-training technique is through using data 
augmentation.

  Tri-training

Zhou and Li (  2005)21 propose an alternative   multi-view training method. 
Three different classifier models are trained on three different data subsets 
obtained from the original labeled dataset through the   well-established sta-
tistical method of bootstrap sampling. The three models m1, m2, and m3 
are simultaneously trained on these bootstrap subsets. An unlabeled data 
point is added to the training set of a model if the other two models agree 
on its label. Training is carried on till the classifiers do not produce any 
significant change in   pseudo-labeling.

  

REINFORCEMENT LEARNING

With the increased presence of AI in the gaming industry, developers are 
challenged to create highly responsive and adaptive games by integrating 
artificial intelligence into their projects.22 Reinforcement learning (  RL) 
techniques and algorithms play an important role in game development.

Loosely speaking, RL is very similar to teaching a dog to learn new tricks. 
When the dog performs the trick as directed, it is rewarded; when it makes 
mistakes, it is corrected. The dog soon learns the tricks by mastering the pol-
icy of maximizing its rewards at the end of the training session. Technically, 
RL algorithms are used to train biped robots to walk without hitting into 
obstacles, s  elf-driving cars to drive by observing traffic rules and avoiding 
accidents, and software programs to play games against human champions 
and win. The agent (  software program engaged in learning) is not given a 
set of instructions to deal with every kind of situation it may encounter as it 
interacts with its environment. Instead, it is made to learn the art of respond-
ing correctly to the changing environment at every instant of time.

RL consists of a series of states and actions. The agent is placed in an 
environment which is in some state at some time. When the agent performs 
an action, it changes the state of the environment which evaluates the action 
and immediately rewards or punishes the agent23 (Figure 4.12).    
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The following are some of the key elements in reinforcement learning:

  Agent – Computer program engaged in reinforcement learning. The 
salient feature of an agent is that it is gifted with autonomy, which 
means it can make its own decisions without being explicitly pro-
grammed. The agent learns a policy for taking actions at every time 
step after observing the environment.

  Environment – Representation of the world in which the agent oper-
ates. The agent can perceive the environment and act on it, but it has 
no control over it. In a board game, the board configuration is the 
environment; in autonomous driving, the road, traffic, and immediate 
physical surroundings form the environment; in finance, the market 
becomes the environment. It is the environment that gives reward to 
the agent on evaluating its actions.

  State – The current situation of the agent. The agent uses the state informa-
tion to decide (  autonomy) upon the next action. For example, the state 
could contain variables that characterize the market, such as inventory 
of shares of stock, market quality measures, and price volatility.

  Action – A single move or change initiated by agent which changes its 
state and the environment. In a board game, any move made by the 
agent/  player, in autonomous driving, move/  stop/ turn, and in finance,  
a decision to invest are some of the relevant actions taken by the agent.

  Policy – A mapping from the states of the environment to the probabili-
ties of selecting actions that can be taken in those states. It represents 
the behavior function of the agent.

  Reward – Score received by the agent in response to its actions. For 
example, in finance applications, the rewards could reflect the change 
in profit made by taking a particular action.

Value  f unction – The sum of expected reward an agent will receive in 
the future starting from a particular state. The estimation of the value 
function is important for estimating the greatest reward to be received 
in the long run.

environment

agent
actionstate

evaluation

 Figure 4.12 RL framework.  
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A typical RL algorithm tries mapping observed states onto actions, while 
optimizing a   short-term or a  l ong-term reward. Interacting with the environ-
ment continuously, the RL agent tries to learn policies, which are sequences 
of actions that maximize the total reward. The policy learned is usually an 
optimal balance between the immediate and the delayed rewards.

The overall reward function consists of immediate rewards and delayed 
rewards. The immediate reward reflects the impact of the current action, 
while the delayed reward reflects the impact of the action on future states 
of the environment. The delayed reward is accounted for using the discount 
factor γ which takes a value between zero and one. Lower values of γ make 
the agent shortsighted embracing the immediate rewards, while higher val-
ues tip the system toward   long-term rewards.

The two major categories of RL are  m odel-free RL and   model-based RL 
(  F igure 4.13). As seen in the preceding sections, the learning agent in a given 
state acts on the environment and receives a reward. The biggest challenge in 
RL is to predict the changes in the environment over which the agent has no 
control whatsoever. Learning a policy function by acting over the changing 
environment in a series of steps takes a phenomenal amount of time. This is 
the approach taken by  m odel-free RL agents, who do not have any model of 
the environment to base their action decisions on. Most autonomous driv-
ing RL programs are  m odel-free. In game playing, on the other hand, the 
enclosing boundaries of the playing field, board configurations, and the rules 
of the game provide a specific model of the environment in which the agent 
learns to act. Rather than acting on a raw and unknown environment, the 
  model-based agents are embedded with a model of the environment. They 
sample their decisions and actions and learn to maximize the value function. 
The  m odel-based RL is speedier than the   model-free RL because it decreases 
the number of interactions with the environment by building a model  
of the environment and using it during training.24 M  odel-free RL is further 
divided into   Q-Learning and Policy Optimization, while   model-based RL 
is further divided into “  Given the model, learn by acting” and “  Learn the 

Reinforcement
Learning

Model-free Model-based

Q-learning Policy
optimization

Given            
the model

Learn              
the model

 Figure 4.13 RL algorithm types.  
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model by acting.” Since   Q-learning is frequently used as an RL algorithm, it 
is described below.

Q learning

In Q learning, the agent tries to maximize the cumulative reward at the end 
of a learning cycle. The Q value (  i.e., Quality Value) is given by the follow-
ing equation:

 

γ( ) ( ) ( )=Q s,a r s,a + max
a

Q s',a
 

The above equation, known as the Bellman equation, computes the overall 
reward for the actions performed by the learning agent on the environment. 
It consists of the immediate reward for the action a corresponding to the 
state s and the maximum reward for choosing the appropriate future action 
in the future state s′. The discount factor γ, as explained above, is intro-
duced in the equation to act as a balancing factor between the immediate 
and   long-term rewards.

The   Q-learning algorithm proceeds by keeping a   Q-table which contains 
the rewards for any action the agent may take given the state. The   Q-table 
entries are updated using the Bellman equation.

Financial applications of RL

RL has given the impression that it has impacted nothing more than the 
gaming world. It is true that the major impact of RL has been in develop-
ing computer games and in designing powerful algorithms to beat human 
world champions in board games; nevertheless, RL has shown significant 
success in finance, too. The following are three areas where RL models are 
employed successfully.

Portfolio optimization

RL algorithm aims to optimize asset allocation for portfolios to help inves-
tors achieve their financial goals. Typically, expected returns are maximized 
while risks are minimized taking into consideration the financial constraints.

Optimal trading

  Q-network algorithms are often used to design an online trading system 
that continually monitors the stocks and learns to generate profit from trad-
ing in financial markets.
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Recommendation systems

Traditionally, collaborative filtering and  c ontent-based methods are used 
to recommend items to online shopping. However, these systems are not 
very efficient. The recent RL recommender systems learn from customer 
data automatically collected online and constantly provide shopping sug-
gestions and options to online customers. They are efficient and overcome 
the   cold-start problem plaguing the traditional recommender systems. 
Moreover, their continual online learning of customer behavior results in 
explainable recommendations which further improve customer satisfaction.

CONSOLIDATION WORKSHOP

 1. How does ML differ from traditional computing? Explain with an 
example.

 2. How is ML fundamentally different from human learning? Discuss 
with an example.

 3. Discuss, with an example, the six steps of ML implementation (  Hint: 
Figure 4.1).

 4. What is the difference between parametric and nonparametric models?
 5. What is training, validation, and testing of ML models? What are the 

likely business issues in each of these aspects?
 6. Describe the differences between qualitative and quantitative data.
 7. Describe the detailed steps in data cleaning and preprocessing for ML.
 8. What is the key difference between supervised and unsupervised 

learning? How can each type benefit businesses?
 9. Describe the attributes of neural networks. How close are they to bio-

logical neural networks? How do they lead to ML models?

 

 10. Explain the  k -means algorithm with examples.
 11. What is the DBSCAH algorithm?
 12. What are the characteristics of reinforcement learning? What is the 

role of rewards and penalties in RL?
 13. What is “  Q” in reinforcement learning and what is its importance 

from a business perspective?
 14. Distinguish between   model-free and   model-based RL algorithms.
 15. What is the importance of the discount factor in Q learning?
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Chapter 5

Dynamicity in learning
Smart selection of learning techniques

DYNAMICITY IN ML

Automated machine learning ( ML) represents a fundamental shift in the 
way organizations approach data science. Current ML theory and practice 
has a challenge to handle. ML models are selected keeping the data and its 
format in mind; furthermore, ML models are also based on the business 
context. The context as well as the incoming data can  change – leading 
to a potentially scattered ML model that may have lost its relevance. This 
chapter outlines an integrated online dynamic ML framework that unifies 
the scattered ML technology in data science.

Conventional ML algorithms are static. They feed on datasets that were 
handcrafted by experts prior to the ML training sessions. Many firms get 
accustomed to train their models on such old historical data. In reality, how-
ever, datasets keep changing at a rapid pace. Businesses need to align their 
models to cope with the online changing data. The dynamic ML frame-
work takes ML to the next level. The framework proposed in this chap-
ter responds to the changing data challenge semiautomatically. Through an 
expert system engine at the front end interface, it queries the user about the 
characteristics of the incoming data. The framework then inferences and 
chooses the appropriate ML category ( supervised, unsupervised, etc.) and 
ML mode ( shallow, deep, transfer learning) to match with the incoming 
data. Once set into motion online, the framework constantly monitors the 
changing data at the input, selects the appropriate category and mode of 
learning, and updates prediction at the output, without relying on the exper-
tise of a professional data scientist.

Applying traditional machine learning methods to r eal-world busi-
ness problems is a t ime-consuming, expensive, and  error-prone endeavor. 
Such attempts require hiring a team of professional data scientists. These 
 sought-after professionals are expensive and in short supply. Several data sci-
ence reports lament that it is hard to hire a data scientist and harder still to 
keep her in the enterprise.1,2



122 Artificial Intelligence for Business Optimization

 Non-data scientists cannot build, train, test, and maintain the ML sys-
tem. The size and complexity of systems is a daunting task. Expertise in 
programming and deep knowledge of mathematics are required. Managers 
and stakeholders who are not experts in data and ML can also use the 
dynamic ML framework to enhance and optimize their business processes.

A description and comparison of static and dynamic ML are provided next.

Static learning

Static learning is performed manually most of the time. Static learning is 
also known as offline learning. The datasets are almost always prepared 
offline. Relevant data is collected from various sources and checked by 
domain experts and data scientists for inconsistencies. The datasets are 
later preprocessed by using some of the techniques described in  Chapter 4. 
Upon completion of the data preprocessing stage, the data is then divided 
into training, validation, and testing subsets. The data scientists then look 
for an appropriate model to be trained for prediction. The model is trained, 
validated, and tested using the predetermined subsets. The model hyperpa-
rameters are also tuned to give the desired level of prediction accuracy. The 
learned model is then frozen as a t ime-tested artifact. In static or offline 
learning, the model is trained only once and then used for prediction for a 
while.3 When new enterprise data becomes available, the model is used for 
making predictions.

Static learning is easier and  cost-effective as far as implementation and 
maintenance are concerned. The ML team undertakes a o ne-time effort and 
investment to obtain the trained model. The benefits can then be reaped 
against new data that steadily becomes available in the enterprise. On the 
downside, models that are trained in a static manner cannot cope with rap-
idly changing data. There are weekly, monthly, seasonal, and annual data 
changes in any enterprise. Consider, for instance, firms selling costumes and 
apparel. Their static machine learning models will not be in a position to pre-
dict sales due to seasonal variation in data. The statically learned models will 
certainly rupture around the time of Halloween, because of a huge variation 
in the sale of costumes. To respond to the  data-driven business requirements, 
a dynamic learning framework is presented in the following sections.

Dynamic learning

Data in real life is not static. It is constantly changing, growing, and diver-
sifying. Dynamic learning is designed to adapt to changing data. Older 
datasets are updated and newer datasets are created with the passage of 
time. Dynamic learning models are flexible to take the new forms of data 
and continue the learning task. This kind of online learning is adaptive 
and continuous. The ML algorithm continuously improves its learning and 
prediction is performed on the fly. The major disadvantage of the dynamic 
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learning systems is that the incoming data, the model, and the entire ML 
pipeline have to be continually monitored.

DATA AND ALGORITHM SELECTIONS

Data is the oil for the machinery of ML. Everything in ML is  data-driven. 
The type of learning and the ML algorithm to be chosen for implement-
ing ML are all dictated by data. Data scientists and ML experts look at 
the data and manually select the appropriate ML algorithm. The criteria 
for selecting ML algorithm are i nput–output pairs, absence of output 
variable, few  input–output pairs, absence of  state- action-reward tuples, 
and data collection by interacting with the environment, as summarized 
below.

 Input–output pairs 

Datasets are usually in the form of tables with rows and columns. The col-
umns represent the data attributes. The columns on the left represent the 
independent variables. The rightmost column is the output vector and repre-
sents the dependent variable. Supervised learning algorithms seek the func-
tional relationship between the input ( independent) and output ( dependent) 
variables.  Table 5.1 is an example of a dataset that can be used for regres-
sion as well as classification. It is related to the red variant of the Portuguese 
Vinho Verde wine.4

The rightmost column indicates the quality of red wine on a scale from 0 
to 10, dependent on the 11 attributes or features given in the columns on the 
left. The dataset is also available in the UCI public repository.5

Absence of output variable

The data table is almost exactly as in T able 5.1, but without the rightmost 
column containing the output. The unsupervised learning algorithms seek 
patterns in the input feature space and group the data into clusters such that 
each cluster contains similar datapoints.

Few  input–output pairs

Most  real-life datasets do not have an output label with respect to the input. 
Labeling the data is expensive and  time-consuming. However, with expert 
knowledge, some datapoints in the dataset are labeled.  Semi-supervised 
algorithms learn classification from the labeled datapoints and assign 
 pseudo-labels to the unlabeled datapoints. The p seudo-labels are refined 
iteratively through  self-training or  co-training (  Table 5.2).
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Absence of  state- action-reward tuples

In reinforcement learning, no data is provided to the learning agent. The 
agent perceives its current state and randomly takes an action. The action 
is immediately rewarded or penalized by the environment. Further, the 
agent’s action changes the state of the environment and the agent takes the 
next action on the new stage. The s tate- action-reward cycles last till the end 
of a reinforcement learning session, where the cumulative reward is com-
puted. In the absence of the s tate- action-reward data tuples, the agent must 
learn a policy that maximizes the  long-term cumulative rewards.

Data collection by interacting with environment

Deep reinforcement learning methods, however, require active online data 
collection, where the model actively interacts with its environment. This 
makes such methods hard to scale to complex r eal-world problems, where 
active data collection means that large datasets must be collected for every 
 experiment – this can be expensive and, for systems such as autonomous 
vehicles or robots, potentially unsafe.

In many domains of practical interest, such as autonomous driving, robot-
ics, and games, there is an active online data collection when the model 
actively interacts with its environment. The previously collected interaction 
data consists of informative  behaviors –  state- action-rewards tuples. Deep 
RL algorithms that can utilize such prior datasets will not only scale to 
 real-world problems, but will also lead to solutions that generalize substan-
tially better.6

GAME TREE AND STATE EXPLOSION

The M in-Max algorithm is a robust artificial intelligence ( AI) algorithm 
for developing  game-playing software programs. Min and Max are meta-
phorical agents playing a board game. Max ( computer program) is trying to 
maximize her score at every move of the game, while Min ( human player) 
is trying to oppose and minimize Max’s score. The algorithm draws a game 

 Table 5.2 Criteria for selecting ML algorithms 

Data type Learning category

Input–output pairs Supervised 
Absence of output variable Unsupervised
Few input–output pairs Semi-supervised learning 
Absence of  state- action-reward tuples Reinforcement learning
Data collection by interacting with environment Deep reinforcement learning
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tree, specifying Min and Max’s playing turn, and gives scores to the leaf 
nodes based on the evaluation of some heuristic function. It then backtracks 
Max’s winning path consisting of a series of moves.7

The tree structure is an abstract mathematical concept for representing 
objects and their relationships. The tree consisting of nodes and branches 
resembles a natural tree turned upside down (  Figure 5.1). Two nodes in the 
tree have no more than one path between them. The starting node is called 
the root, and the end nodes are called leaves. A node is called a parent node 
if it has children nodes connected to it. Multiple nodes proceeding from the 
same parent are called siblings. The arc or edge between two nodes is called 
a branch.

The M in-Max algorithm with its variants was a classic g ame-playing algo-
rithm used in the early days of AI before the advent of reinforcement learn-
ing. Generating the entire game tree for any of the board games shown in 
 Table 5.3 is practically impossible, given the size of the datasets. To overcome 
this problem,  Min-Max adopts various techniques to prune the branches of 
the tree.

The method at best is heuristic and not exact. The biggest disadvan-
tage of this g ame-playing algorithm is that there is no learning. Therefore, 
the agent has no  game-playing policy to make the winning moves. Latest 
research has repeatedly demonstrated that the best way of circumventing 

root

node

leaf

 Figure 5.1 Tree structure.  

 Table 5.3 Game tree complexity of various board games 

Game
State-space 
complexity

Game-tree 
complexity

Branching 
factor

Average game 
length

Tic-Tac-Toe 103 105 4 9
Connect four 1013 1021 4 36
Othello 1028 1058 10 58
Checkers 1021 1031 - -
Chess 1046 10123 35 80
Shogi 1071 10226 92 115
Go 1072 10360 250 150
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the problem of generating unrealistic massive datasets is to embed some 
kind of reinforcement learning in the system.

DATA AUGMENTATION

Deep learning models consume tons of data, just not in quantity but also 
in diversity.

However, it is very difficult to increase the instances in datasets for learn-
ing. Data augmentation refers to the process of making new data instances 
by making minor modifications to the available data instances without 
introducing new and fresh instances from external sources. Most of the 
deep learning frameworks contain  built-in data augmentation utilities.

By improving generalization, data augmentation leads to an overall pre-
diction accuracy. It also helps overcome overfitting, a phenomenon in which 
the network learns a function that perfectly fits the training data.

Image data augmentation

Consumer goods recommendation systems use a lot of pictures and images. 
In addition, enterprises dealing with fashion, travel, apparel, real estate, 
photography, and so on cannot do their business without handling pictures. 
Knowledge of object recognition and image processing algorithms along 
with the standard image datasets is a must for such enterprises.

Convolutional neural networks ( CNNs) are  state- of- the-art deep learn-
ing networks for computer vision tasks like object recognition, detection, 
semantic segmentation, and so on. Some of the w ell-known publicly avail-
able datasets to test the c utting-edge CNN algorithms are C IFAR-10, 
 CIFAR-100, ImageNet, MNIST (  hand-written digit recognition), SVHN 
( street view house numbers), PASCAL VOC12, COCO, and so on ( refer 
to Appendix A). Massive as they are, researchers claim that these datasets 
still do not contain sufficient instances to raise the prediction accuracy of 
their algorithms. Numerous data augmentation techniques are tried and 
tested on the above datasets. Some of the traditional data augmentation 
techniques involve horizontal/ vertical flipping, rotation, cropping, saturat-
ing, blurring, adding Gaussian noise, and so on (  Figure 5.2).

(a) Original image (b) rotated (c) cropped (d) horizontally flipped

 Figure 5.2 Image data augmentation.  
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The dataset extended by augmentation increases by a factor equal to the 
number of transformations applied. Since the data augmentation is a ran-
dom process, there is no guarantee that the ML algorithm will produce 
a proportionate increase in the prediction accuracy. Besides, care should 
be taken when applying the transforms to a dataset. For example, a rota-
tion or a flip of an image in the ImageNet dataset will result in a new data 
instance, but it cannot be done for digit images like 6 or 9 in the MNIST 
 hand-written digit dataset.

Mixing images together by averaging their pixel values, although quite 
counterintuitive, is also considered to be an effective augmentation strategy.8 
AutoAugment is an algorithm proposed by Google to learn the best augmen-
tation policies for a given dataset with the help of reinforcement learning. A 
policy comprises five subpolicies, and each subpolicy comprises two image 
operations applied in sequence. Each image operation in turn considers two 
parameters: the probability of calling the operation, and the magnitude of the 
operation. If the randomly chosen probability of calling an operation turns out 
to be null, then the operation may not be applied in that m ini-batch. However, 
if applied, it is applied with a fixed magnitude.9

In practice, AutoAugment algorithm is computationally expensive. 
 Population-based augmentation ( PBA) is an alternative data augmentation 
technique with less compute. It generates nonstationary augmentation pol-
icy schedules instead of a fixed augmentation policy.10

Numerical data augmentation

The above section described some of the statistical techniques for image data 
augmentation. The techniques are fairly straightforward for image data. 
Individual images are randomly cropped, rotated, sprinkled with random 
noise, and color contrasted to increase the number of available samples. 
The augmentation techniques work well in image datasets because minor 
perturbations at the pixel level do change the image class. Unfortunately, 
such a method does not work for numerical datasets. A tiny perturbation 
in the numerical data can shift the perturbed sample into an entirely dif-
ferent class. The following simple algorithm11 is effective in producing data 
augmentation in numerical data:

• Copy each class in a subset a couple of times to achieve a reasonable 
representation.

• Randomly perturb features in each subset using the distribution’s 
mean and standard deviation as perturbation bounds.

• Validate that each new sample belongs to a proper class or reassign to 
a new class using Mahalanobis Distance ( MD) and Gaussian Mixture 
Models. MD is a multidimensional generalization of how many stan-
dard deviations away a sample is from the mean of a distribution.
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Text data augmentation

The application of ML to Natural Language Processing ( NLP) tasks, too, 
requires a very large collection of text data. Although text data is abundant 
and freely available in the form of web pages and other digital repositories, 
preparing the data with annotations and in formats amenable for ML is an 
extremely tedious and expensive task. Data augmentation is not very com-
mon in NLP tasks, but some significant amount of research is already in 
progress.  Word-level text data augmentation and  sentence-level text data 
augmentation described below are the two major approaches proposed.

 Word-level text data augmentation

This method, also known as lexical substitution, tries to substitute a ran-
domly chosen word in a sentence either with a synonym or another word 
not too far in meaning. Synonyms are readily available in WorNet,12 which 
is a standard digital thesaurus used in NLP tasks. Typical similarity metrics 
used are  k-nearest neighbors and cosine similarity. Yet another method is to 
substitute words from the pretrained word embeddings such as Word2Vec13 
of FastText.14 By far, the most successful method is the use of transformer 
models developed by Google such as bidirectional encoder representations 
from transformers ( BERT).15 BERT is pretrained on a large body of text using 
masked language modeling in which the model has learned to predict masked 
words based on the context. Hence, in text data augmentation, BERT can 
replace a masked word which does not alter the meaning of the original sen-
tence. A further improvement on word embedding data augmentation is the 
contextual augmentation method which offers a wider range of substitute 
words predicted by a bidirectional language model matching the context16

 Sentence-level text data augmentation

Sentence shuffling in short paragraphs of text is also known to add useful 
data instances to a training body of text. Python NLTK library offers sentence 
tokenization and shuffling. This is useful in sentiment analysis studies, because 
with sentence tokenization, the sentiment conveyed in the original text is still 
maintained. Paraphrasing is another useful method. BERT is quite powerful 
in paraphrasing a phrase or a sentence owing to the masking method. Neural 
machine translation is an upcoming technology in the field of translation. It 
needs a tremendous amount of data in the form of parallel corpora of the 
source and the target languages. There is not always a 1 -1 correspondence 
between the words in the two languages. Words in the target language which 
are not present or omitted in the source language are introduced in the source 
language by means of  back-translation. Effectively,  back-translation serves as 
an instrument to augment data in a target translation language, which may 
not have sufficient data for training a machine translation model.17,18
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Synthetic dataset

Even the exquisite data augmentation techniques described above do not 
suffice to produce the high quality and the right amount of data necessary 
for accurate machine learning. Another  well-known method is creating a 
repository of synthetic data algorithmically. The main purpose of this tech-
nique is to generate flexible and rich data to experiment with various regres-
sion, classification, clustering, and deep learning algorithms.

Privacy concern of customers is another notable reason for generating 
synthetic data. For example, predicting customer behavior or preferences 
would need large amounts of data to build the learning models. But because 
of privacy, accessing real customer data is slow and does not provide good 
enough data on account of extensive masking and reaction of informa-
tion.19 In such cases, generating synthetic data from a model fitted with real 
data is the need of the hour. If the model is a good representation of the real 
data, then the synthetic data will also pick up the statistical properties of 
the data, which are indispensable for learning.

 Table 5.4 shows some of the relevant properties a synthetic dataset should 
possess.

Examples of synthetic datasets include SURREAL20 for estimating human 
pose, shape, and motion from images and videos; SYNTHIA21 for semantic 
segmentation of urban scenes, and those for text detection in natural images.22

DYNAMIC LEARNING FRAMEWORK

This section describes a novel dynamic learning framework that partially 
automates the ML pipeline. This unit of the framework contains the usual 
four categories of ML: supervised, unsupervised,  semi-supervised, and 
reinforcement learning. Each ML category contains more algorithms than 
those described in  Chapter 4. The framework consists of several computa-
tional units that work together seamlessly. Eventually, dynamic learning 
can be implemented by DL bots that autonomously decide on the type of 

 Table 5.4 Dataset format

Data attributes Desired properties

Type It can be numerical, binary, or categorical.
Features The number of features of the dataset should be flexible.
Size The size of the dataset ( number of records) should be flexible.
Distribution The dataset should be based on a statistical distribution, which can be 

varied.
Noise A controllable amount of random noise should be injected in the dataset.
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ML models to be used. Bots can learn dynamically from previous decisions 
and can also  self-heal. DL systems can anticipate customer needs, market 
changes, and even cybersecurity threats. Contextual, personalized, and 
secure services can be provided by dynamic learning framework.  Figure 5.3 
outlines this dynamic learning framework.

The frontend of the ML framework contains the following subunits:

Online data repository

The customer data or any other data that is of interest to an enterprise is 
stored in an online repository or cloud. This data, being dynamic in nature, 
is constantly changing. The concerned enterprise may or may not be directly 
in control of the data sources responsible for stacking and managing the 
data in the online repository.

Automatic collection

The automatic data collection unit constantly monitors the  ever-changing 
data in the online repository. Whenever new chunks of data become avail-
able, it automatically downloads it and pushes it to the preprocessing mod-
ule. The automatic collection module is responsible for ascertaining that 
there is no data redundancy.

ONLINE DATA

Automatic 
collection 

Pre-
Processing Prediction

Decision  
Making 

Expert 
System 
Engine 

USER INTERFACE

Algorithm 
selector 

switchboard

 Figure 5.3  Online dynamic learning framework.
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Preprocessing

This unit routinely performs preprocessing, the type of which was seen in 
 Chapter 4. It filters noise from the messy data, rectifies corrupted data, and 
imputes values in case of missing data. It sorts out the complex nonlinear 
relationships hidden in the data and performs some sort of a feature selec-
tion based on the expert rules provided in the unit. Data preprocessing mod-
ule is semiautomatic. It preprocesses most of the online incoming data, but 
needs the assistance of the user for certain complex and unforeseeable tasks.

Expert system engine

Expert system is an automated AI reasoning system based on domain 
experts. It has a large knowledge base of domain knowledge and mimics 
the inference mechanism of experts in drawing conclusions from the data 
supplied. It also aims at giving advice to end users. The expert system engine 
subunit of the dynamic ML framework decides which machine learning cat-
egory an incoming dataset should be allotted to by interacting with the user 
through  data-specific queries. The three components in the expert system 
engine are knowledge acquisition, knowledge representation, and inference 
(  Figure 5.4). These are described in the following subsections.

Knowledge acquisition

This is the very first step in building an expert system. Knowledge predomi-
nantly resides with the domain experts. In the ML context, data scientists are 

IF…THEN
IF…THEN
IF…THEN

Forward 
chaining

Backward 
chaining

KNOWELDGE
ACQUISITION

KNOWELDGE
REPRESENTATION INFERENCE

or

 Figure 5.4 Constituent elements of expert system engine.  
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the domain experts who have detailed knowledge of data and the associated 
ML methods and algorithms. In particular, they know which ML category or 
algorithm a particular dataset should be directed to. The body of knowledge 
is systematically collected from data scientists and stored in a convenient for-
mat in a large knowledge repository called the knowledge base.

Knowledge representation

The knowledge acquired from the expert may be in the form of unstructured 
text, tables, diagrams, and annotations. This knowledge is then represented 
in a  well-defined format to remove ambiguities and make the coding work 
easier. Semantic networks, frames, and ontologies are some of the w ell-known 
knowledge representation formats in the knowledge engineering domain. The 
 IF-THEN rules are then framed from the knowledge formats. For instance, 
there will be rules like IF ( data contains  input–output pairs) THEN ( supervised 
learning), IF ( data does not contain input–output pairs) THEN ( unsupervised 
learning), etc. The framework contains a user interface at the front end. This 
is for the expert system engine to query with the user about the characteristics 
and type of online incoming data.

Inference

Inference is the process of drawing conclusions by linking data precepts. 
The main inference mechanisms found in modern expert systems are 
 forward-chaining,  backward-chaining, and hybrid. In the  forward-chaining 
or  data-driven inference mechanism, if a piece of data matches the “ IF” part 
of any “  IF-THEN” production rule, the rule fires and produces another rel-
evant piece of data. The newly produced intermediate conclusions of all the 
rules that have fired are kept in the working memory of the expert system. 
The inference engine then searches for rules in the ruleset that match the 
new contents available in the working memory. These rules are then fired, 
generating more intermediate conclusions which are used to invoke appli-
cable rules in the next round. The  fetch- match-fire cycle continues till the 
inference engine exhausts all the  fire-able rules that exist on the agenda. In 
the backward chaining or  goal-driven inference mechanism, the “ THEN” 
part of the “  IF-THEN” rule is provisionally assumed to be true, and the 
inference engine looks for data that will satisfy this subgoal. It then seeks 
to link all the subgoals to yield the final goal. The hybrid inference is a 
combination of the forward and backward chaining. Given a dataset and 
a ruleset, the expert system reaches the same conclusion irrespective of the 
inference chaining. The only difference is the speed of convergence, which 
is problem dependent.

In a medical diagnosis session, for example, the expert system initiates 
the session by asking the patient a couple of questions related to the patient’s 
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symptoms through the user interface. For instance, a backward chaining 
inference expert system, which is quicker than the forward chaining infer-
ence system, will hypothesize the patient has a particular sickness based 
on the initial list of symptoms the patient has supplied and then proceed 
to get further information ( data) from the patient to prove the hypothesis. 
A similar strategy is employed in the inference mechanism of the dynamic 
ML expert system engine. It will first query with the user about the speci-
fications of the data as shown in T able 5.2 and accordingly decide on the 
category and mode of learning.

ML MODES IN DYNAMIC LEARNING

Shallow learning

The term “ shallow learning” is a misnomer because the performance of the ML 
algorithms pertaining to this class is far from being shallow. “ Shallowness” 
is not a salient feature of the “ shallow learning” ML algorithms. The term 
is collectively and rather loosely used to refer to all forms of ML before the 
advent of “ deep learning” (Figure 5.5).

The common feature of the algorithms which are included in “ shallow 
learning” is that they rely on handcrafted features based upon heuristics of 
the target problem. The domain experts and data scientists define the fea-
tures of the problem space, and subsequently, data is collected in a format 
dictated by the features. Data is preprocessed and cleaned, and then the 
features are further refined. Finally, the cleaned data is fed into algorithms 
like linear regression, SVM, random forests, and neural networks ( NNs) 
to arrive at prediction and  decision-making thereof. Viewed this way, it is 
closer to truth to call shallow learning as feature engineering.

NN is one of the most common ML techniques found in the AI research 
community. Historically, neural networkswere proposed in the 1940s as 

  

AI
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DNN

 Figure 5.5 AI, ML, NN, and DNN.  
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perceptrons (Figure 5.6).23 They were found to be capable of solving several 
problems of interest at the time. However, research in the potential appli-
cations soon began to decline when some researchers criticized NN as not 
being able to perform the XOR operation. The problem was solved years 
later when a middle layer was introduced in the NN. It is precisely the num-
ber of layers in a NN that distinguish deep learning from shallow learning.

Corresponding to each category and mode of learning, there are specific 
algorithms that operate on the incoming data. The shallow learning mode, 
for example, contains all the algorithms described in C hapter 4 and a few 
more relevant ones that are not covered in this book.

The algorithm selector switchboard (  Figure 5.7) in the framework helps the 
user to select an appropriate ML algorithm for an ML training session. The 
system will use an algorithm indicated by the user. In the ensemble mode, it 
will use an ensemble of algorithms and report the best performance. When 
operating in the default setting, the system will choose an algorithm at ran-
dom from multiple algorithms to perform learning.

  

Deep learning

Deep learning methods have gained popularity because they often outper-
form conventional ( i.e., shallow) ML methods and can extract features auto-
matically from raw data with little or no preprocessing.24,25,26 The structure 
of a deep neural network is very complex, containing layers in the order of 
tens or hundreds. The VGGNet,27 which is often used as a pretrained arti-
fact for image recognition, consists of 16 convolutional layers. As opposed 
to the shallow neural networks that do a mere weighted summation of the 
inputs at each of the neurons, deep CNNs perform complex operations like 
weight sharing, convolution, and pooling during each forward pass.
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 Figure 5.6 Rosenblat’s perceptron.  
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The essential difference between shallow learning ( feature engineering) 
and deep learning ( feature learning) is illustrated in  Figures 5.8 and 5.9. 
In shallow learning, the features are handcrafted and fed into NN, which 
has only one hidden layer ( and, therefore, “ shallow”). In contrast, the deep 
network has a large number of hidden layers, making the structure “ deep.” 
Handcrafted features are not fed into the Deep Net. Instead, these hidden 
layers successively learn the features (  Figure 5.9). Deep learning, therefore, 
is also referred to as feature learning.

Classification problems involving text and images cannot be handled by 
shallow learning. Deep convolutional neural networks and deep recurrent 
neural networks are best suited for these learning tasks. In the deep learn-
ing mode of our framework (  Figure 5.3), there are a set of deep learning 
models DLM1, DLM2, ……DLMn, from which the most suitable one is 
selected by the framework to engage in the learning task.

Machine learning, in general, has made remarkable progress in recent 
years. But the outstanding success is achieved in the area of DL. Deep 

default            choose        ensemble 

 Figure 5.7 Algorithm selector switchboard.  
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learning systems now enable previously impossible smart applications, rev-
olutionizing image recognition and natural language processing, and iden-
tifying complex patterns in data.28 Deep learning has shown great promise 
for tackling many tasks such as image processing,29 natural language pro-
cessing,30 speech recognition,31 superhuman game playing,32 and autono-
mous driving.33,34

Transfer learning

In this section, there are several pretrained models, each with a specific kind 
of  input–output data. These are chosen by the system depending on the new 
incoming data.

ML comprises two distinct phases: training phase and testing phase. One 
of the fundamental assumptions of ML is that the training and the testing 
datasets come from identical statistical distributions. To a large extent this 
is justified because in most of the ML cases, only one original dataset is 
dealt with. This original dataset is randomly divided into training dataset 
and testing dataset. The ML experiment is repeated to yield a statistically 
satisfiable  k-fold  cross-validation, which on average leads to a minimization 
of the loss function in training and minimization of the prediction error in 
testing. However, the power of ML is demonstrated in the real world when it 
is trained on a known ( historical) dataset and then used to make predictions 
on unknown  datasets – future datasets that were not available at the time of 
training. This is where most of the ML models get into trouble. The future 
test datasets may not share the same statistical distribution as the parent 
training dataset. The performance will degrade. The most natural thing to 
do when faced with such a situation is to rebuild another ML model from 
scratch to fit the new data and start the  training- validation-testing phases all 
over again. This is where transfer learning comes to help.
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 Figure 5.9 Deep neural network.  
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According to Goodfellow,35 transfer learning is defined as “ Situation where 
what has been learned in one setting is exploited to improve generalization 
in another setting.” Inductive transfer, learning to learn, and knowledge con-
solidation are some other terms often used for transfer learning.

Transfer learning is motivated by the fact that humans easily apply knowl-
edge learned previously to solve new problems. When toddlers have learnt 
to distinguish between apples and oranges, for instance, they can transfer 
their knowledge to distinguish between bananas and cucumbers; if they can 
distinguish a cat from a dog, they can distinguish poodles from Pomeranians, 
although they have never had a lesson in identifying poodles and Pomeranians.

The same is true about daily human skills. Having learned to ride a bicy-
cle, intuitively basic  bicycle-riding skills like balance and maneuvring are 
transferred to ride a motorbike. Driving on the left side of the road with 
 right-side steering is easy to adapt to driving on the right side of the road 
with  left-handed steering. Similarly, for an agent trained to drive a vehicle 
on a 2D surface, transfer learning extends the agent’s capabilities to drive in 
3D space. Transfer learning is used to further train computer programs that 
have learnt autonomous driving of land vehicles to become drone drivers. 
The programs will tacitly use the knowledge they have picked up in dodg-
ing obstacles while driving on the land to avoid obstacles in  mid-air. Thus, 
transfer learning is the ability to transfer knowledge across tasks. The more 
related the tasks, the easier it is to transfer knowledge across the tasks.

ML AUTOMATION AND OPTIMIZATION

The dynamic ML framework proposed in this chapter has several benefits: It 
is simpler to use for nonexperts, more reliable, and faster to deploy and yields 
better performance than  hand-designed models. There are three major issues 
concerning the functionality of the framework. ( a) How will the system select 
the ML category, the row in the framework? ( b) How will the system select 
the ML mode, the column in the framework? ( c) How will the system deliver 
an efficient performance?

The answer to the first two questions is automation. The answer to the 
third question is optimization.

In selecting the ML category ( rows in the framework), the system is auto-
mated to switch among the following three strategies:

 1. User selection using the switching board (  Figure 5.7)
A user experienced in data science or machine learning can select 

any row or column, as well as any ML category or mode of learning 
provided in the framework to perform the learning task. If the user’s 
choice is appropriate to the learning task with the data provided at the 
input, the system will proceed smoothly. However, it will stop with an 
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error code if the selected category or mode of learning does not match 
the input data.

2. Data-driven strategy
The system will gauge the scale of the data and select an appropriate 

algorithm in the given category. For simple and small datasets, it will 
select simpler algorithms; for larger and more complex datasets, it will 
select more complex algorithms from the suite provided in the framework.

 3. Ensemble Learning strategy
For a given learning problem, the framework will try multiple algo-

rithms and select the one with the best performance. The disadvantage 
is computational time. However, it is ameliorated since the dynamic 
ML framework is operating online with continuous s elf-monitoring. 
Besides, modern enterprises are equipped with massive and rapid com-
puting resources spread across the cloud. Graphic processing unit ( GPU) 
computing which offers  orders- of-magnitude performance increase 
over the conventional CPU computing is an additional blessing.

    

ML is an optimization problem. Most ML algorithms salvage through heaps 
of data to learn a mapping function from the inputs to the output or learn 
to cluster the data based on some implicit function optimization. NN has 
become the de facto standard of ML. As a matter of fact, the concept of deep 
learning has emerged directly from the application of NN for ML tasks. The 
NN used for shallow learning has a single hidden layer sandwiched between 
the input and output layers. As more and more hidden layers are stacked to 
handle complex problems and improve the fine granularity of learning, the 
NN structure becomes deeper and deeper culminating in the current para-
digm of deep learning.

NN has three classes of parameters: the network topology ( number of lay-
ers and number of neurons in each layer), the connection weights, and hyper-
parameters. The NN connection weights are trained, validated, and tested 
by using the training, validating, and testing data subsets, respectively. The 
randomly initialized connection weights are gradually optimized by the 
 gradient-based backpropagation algorithm through the epochs of training. It 
is evident that in the current ML procedures, only the connection weights of 
the NN model are optimized. NN topology and hyperparameters are not sys-
tematically optimized. Although there is a popular dropout technique to alter 
the topology of the network while training, data scientists manually adjust the 
number of layers along with the number of neurons in each layer and tweak 
the values of the hyperparameters with the hope of improving the performance 
of the ML algorithm. The  trial- and-error method is far from being efficient.

A far more efficient way that combines ML with evolutionary algorithms 
is  neuro-evolution, described in the following subsection. This strategy 
simultaneously optimizes the topology of the network and the hyperpa-
rameters while optimizing the connection weights.
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 Neuro-evolution

 Neuro-evolution is a relatively new paradigm that combines optimization 
and evolution in the context of the NN training. The optimization problem 
is framed in a rigid mathematical set of equations, but the process of opti-
mization follows a flexible nature or b io-inspired computational metaphor, 
which is often referred to as soft computing.36 Neuro-evolution,37 in par-
ticular, adapts an evolutionary algorithm approach.

Evolutionary algorithms are a successful area of AI. These algorithms 
are intuitive and easy to program. Their great advantages are that they are 
robust and d omain-independent. This means they depend neither on the 
problem size nor on the application domain. With minor modifications, 
they can be used as black boxes to optimize any objective function in any 
domain, provided the problem can be framed as an optimization problem 
illustrated in the next subsection.

 Neuro-evolution integrates the  well-known genetic algorithm ( GA), 
which is a computational metaphor of the Darwinian paradigm of natural 
selection. The optimization problem formulation and the GA38 are dealt 
with in the following subsections:

  

Optimization problem formulation

An optimization problem is defined as:

 Find X fsuch that ( )X is minimum/maximum  (5.1)

subject to the constraints:

 g X( ) = 0  (5.2)

h X
 ( ) < 0  (5.3)

where X is a vector of decision variables, usually bounded:

X Xmin mX ax 
≤ ≤ (5.4)

f(X) is the objective function, g(X) and h(X) are the constraints, and Xmin 
and Xmax are the bounds on the decision variables in vector X.

 

 

 

  

   

Genetic algorithm

 Figure 5.10 shows the flowchart of the GA, which is inspired by the natural 
selection process. It randomly generates feasible solutions called parents to 
an optimization problem and computes their fitness based on the value of 
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the objective function. These parents are then allowed to evolve through a 
series of evolutionary cycles consisting of various genetic operators. Over 
the course of evolution, the selection of fitter parents in the population and 
the eventual crossover and mutations in the successive generation of off-
spring gradually result in better fit or optimal individuals.

The GA iterates through the following cycles:

Step  1 – Random generation of population
A population of N individual solutions is generated randomly. 

Care must be taken to ensure that the individuals do not violate 
the constraints imposed on the input variables. The individual 
solutions that make up the population are called parents or chro-
mosomes. The bit representation of these solutions resembles a bio-
logical chromosome composed of a long strand of bases as shown 
in Figure 5.11.

Each individual solution is a vector X containing the values of 
the variables. The  neuro-evolution problem deals with the simul-
taneous evolution of the neural network topology, the connection 
weights, and the hyperparameters. In the binary bit string repre-
sentation, each parent or chromosome ( solution) is a band contain-
ing three 8 -bit units for topology, weights, and hyperparameters 
(Figure 5.12).
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 Figure 5.10 Genetic algorithm flowchart.  
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Step 2 – F itness evaluation
The fitness function f(X) is evaluated. In most cases, the evalua-

tion of f(X) is a direct computation. However, in practical applica-
tion areas, the evaluation of f(X) may involve a  time-consuming 
elaborate simulation. The fitness function for maximization prob-
lems is directly proportional to the value of the objective function. 
For minimization problems, it is customary to consider the recipro-
cal of the objective function as the fitness. In ML, some derivative 
of the loss function or the reward function may be used as the GA 
fitness.

 
 

 

Step  3 – Selection
The greater the value of the fitness function, the fitter the indi-

vidual. The b etter-fit parents in the population are selected for 
crossover ( also called recombination). There are two main types of 
selection schemes: tournament and roulette wheel. In the tourna-
ment selection, a pair of parents is selected at random from the pop-
ulation. Their fitness is compared and the fitter of the two is selected 
for “ reproduction.” In case of a tie in fitness values, the selection is 
performed randomly. The selection procedure is repeated till the 
number of the selected parents equals the population size. In the 
roulette wheel selection scheme, the chromosomes are treated as 
if they are placed on a roulette wheel according to their fitness. 
The chromosomes that occupy the greater area on the wheel have 

 Figure 5.11 Biological chromosome.  

topology          weights       hyperparameters

11100011       11001110     10100101

11010100       10101010     10101101

 Figure 5.12 Pair of GA chromosomes encoded as bit strings.  
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a greater chance of being selected. For each selection, the roulette 
wheel is rotated as in a casino, and the chromosome to which the 
pointer points to when the roulette wheel stops is selected.

Step  4 – Crossover
In the natural world, crossover mixes the genetic material in the 

offspring of the species and increases its chances of survival. The 
following three kinds of crossover operators are common in GA.

 1.  One-point crossover: A single crossover point on both the parents’ 
strings is randomly selected. The part of the chromosome after 
the crossover point is swapped between the two parent organisms 
(Figure 5.13a).

 2.  Two-point crossover: Two distinct points are selected on the par-
ent chromosome strings. The part of the chromosome between the 
two crossover points is swapped between the parent organisms 
(Figure 5.13b).

 3. Uniform crossover: Each corresponding bit between the parent 
chromosomes is swapped with a small probability p (Figure 5.13c).

Step  5 – Mutation
Every bit in every individual is flipped ( 0/ 1) with a very small 

mutation probability. Mutation makes the search wider and aids 
premature convergence of the population.

Step  6 – Inserting the new offspring in the older generation
Since the initial solutions are randomly generated and evolved 

through the GA operators, there is no guarantee that the final solu-
tions will always remain within the bounds imposed by the prob-
lem constraints. Any infeasible solutions are “ repaired” and then 
inserted back to the old population, and the above steps of the GA 
cycle are iterated.

  

  

   

11100011   11001110   10100101

11010100  10101010   10101101

11100011   11101010   10101101

11010100  10001110   10100101

(a)

11100011   11001110   10100101

11010100  10101010   10101101

11100100  10101010 10101101

11010011   11001110   10100101

(b)

11100011   11001110   10100101

11010100   10101010  10101101

11000011   10101110   10101101

11110100   11001010   10100101

(c)

 Figure 5.13 ( a)  One-point crossover ( b)  Two-point crossover ( c) Uniform crossover.  
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The dynamic ML framework handles all the above steps automatically. 
Once the learning category and mode are selected, the system automatically 
rolls the GA in motion to optimize the learning model performance.

Recommendation systems

Deep learning techniques may be used to develop a realistic recommenda-
tion system for online shopping customers.

Almost all businesses have gone online and keep a record of the products 
purchased by customers along with the customer preferences and their per-
sonal data. Further, to enhance their sales, online businesses are routinely 
engaged in maintaining recommendation systems. These systems, which 
monitor customer preferences along with their data, quickly run an ML 
algorithm over the collected data and come with a recommendation of new 
products which may interest the customers. The recommendations are not 
totally unrelated random suggestions, but are based on the customer pur-
chase history and their preferences. In a nutshell, recommendation systems 
are ML systems that learn to predict the rating or preference an online 
customer would give to an item or product in the market.

When a customer gets in a physical store ( as opposed to an online store), 
she can see all the items displayed in the store. Since the collection of items 
is not too large, she can easily select a handful of items to focus on at a time, 
and then make her purchase choice. However, this kind of a  stress-free tra-
ditional buying suddenly transforms into a confusion and stressful situation 
when the customer takes her shopping spree to online stores. First of all, she 
has to search for relevant items using a  web-based search engine; she is imme-
diately bombarded with a vast collection of items, and it becomes extremely 
difficult to make the buying choice. Recommendation systems come to her 
rescue by suggesting a relevant list of items, not too large, so that she can 
concentrate to make her selection. Recommender systems are information 
filtering systems that offer a  win-win situation to the buyer and the seller. 
It helps the buyer to select a handful of items at a time to make her buying 
choice and, simultaneously, helps the seller to sell additional products.

Types of recommendation systems
Below, different kinds of recommendation systems deployed in practice 

are explained.

 Popularity-based method 

This is the simplest recommendation system conceivable. It is based on the 
popularity of the item being sold. The popularity of an item is simply the 
count of the number of items sold so far. Items in the online store are given 
a popularity index directly based on the number of pieces of that item or 
product being sold, and then ranked according to this popularity index. 
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The most popular items are placed on top of the list recommended to the 
user. The major drawback of the  popularity-based method is that it does 
not offer any personalization to the customer.

Collaborative filtering

It has become a common practice for online marketing enterprises to get the 
customers to rate the products in a casual and noninvasive way when they 
are busy inspecting the items on display in the online store before making a 
purchase. The ratings dataset is converted into a matrix in which customers 
occupy the rows and items occupy the columns. The cell corresponding to a 
customer and an item is the rating given by the customer to that particular 
item, on a scale of 1~5 in this case (  Figure 5.14). The interaction matrices 
are usually very large, although sparse.

Collaborative methods work by employing appropriate machine learning 
algorithms that try to learn a function that predicts the preference of items 
to each user. This is based on a similarity measure that computes the simi-
larity of users with respect to the items.

The k-nearest algorithm often used in recommendation systems goes 
through the following steps:

• Compute the similarity of users using cosine or Pearson similarity 
measure

• Determine k users close in similarity to the user u in question
• Recommend items preferred by k users, but not yet purchased by 

user u.

item1 item2 item3 item4 item5

user1 1 4 3
1

user2 2 5 2

user3 1 4 4 1

user4 2 3 2 2

user5 5 2 1

 Figure 5.14  Users-items interaction matrix.  
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Deep learning for recommendation systems

Recently, the freely available Web video and music channel YouTube has 
become immensely popular among its users. The Web app displays video 
clips ready for playing on demand. The keyword search also is appeal-
ing and effective. One of the most outstanding features of YouTube is the 
recommendation mechanism that comes hand in hand with the services. 
For example, when searching for a piece of classical music composed by 
Vivaldi, it will instantly come up with a list of Vivaldi’s violin sonatas; and 
depending on what the user chooses to play, the list of recommendation will 
modify itself in real time to provide the user with the best possible choice. It 
will also instantly recommend related Baroque composers.

These systems deal with rapidly changing large sources of data. Millions 
of video and music clips are uploaded on the internet on a daily basis. 
Conventional ML system based on shallow learning cannot cope up with 
the scale and complexity of such recommendation systems. Deep learning 
is the  best-fit candidate.39 (Figure 5.15)

 Figure 5.15 shows the general architecture. The central unit of the sys-
tem contains two prominent deep neural networks ( DNN). The first DNN 
is fed with the online datasets and learns to perform collaborative filter-
ing based on features such as user’s age, gender, history of search and 
watch, related genre, and so on. From the purchasing history of similar 
customers, it learns to make predictions ( filtering) about the interests of 
the customer in question. The outcome of the collaborative filtering DNN 
is a filtered subset of media ( music or videos). The filtered subset of media 
is then fed to the second DNN along with the video features ( genre, stars, 
age, bag of words from lyrics, etc.). The second DNN  fine-tunes the selec-
tion according to users’ taste and produces a still smaller subset of the 
most relevant media to the user. These are ranked and then displayed in 
the rank order.

   

Collaborative 
filtering

DNN 

Ranking
DNN online

media 
database

history of search & watch media features

ranked & 
displayed 

media

 Figure 5.15 Deep learning recommendation system (adapted from Covington et al.)  
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Data for fuelling recommendation systems

 Large-scale enterprises do not have any dearth of data which they readily 
employ to drive several ML systems.  Medium-sized enterprises also have 
sufficient data which can run the online ML engines. However,  small-size 
enterprises and  start-ups often struggle to reach the data critical mass that 
will make their ML algorithms effective. A prominent pain point here is 
how to quickly amass data that will drive the product recommendation sys-
tems that those firms have freshly deployed. A viable alternative is to exper-
iment with datasets freely available in the public domain such as Kaggle.40

CONSOLIDATION WORKSHOP

 1. What are the benefits of static learning? What are its limitations?
 2. Describe the characteristics of dynamic learning?
 3. What are some of the most important data characteristics?
 4. What is the importance of static data?
 5. Describe the differences between preprocessed and distributed data.
 6. What are the challenges of continuously changing data? How is it 

monitored?
 7. What are the characteristics of shallow learning?
 8. What is the impact of deep learning?
 9. What are the challenges of transfer learning? Give some concrete 

examples where one can apply transfer learning.
 10. How is shallow learning used in data analytics?
 11. How is deep learning used in data analytics?
 12. What is  neuro-evolution? How can it be applied to ML for BO?
 13. How are recommendation systems implemented in businesses?
 14. What is the role of the discount factor in deep Q learning?
 15. What is a cold start in recommendation systems? How is it resolved?
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Chapter 6

Intelligent business processes 
with embedded analytics

INTRODUCTION

Businesses are made up of business processes. These business processes are 
a series of activities with inputs, outputs, roles, and goals. Business pro-
cesses provide value externally (  e.g., customers) and internally (  e.g., staff). 
Business optimization (  BO) aims to achieve the process goals efficiently and 
effectively by embedding artificial intelligence (  AI). BO is a business initia-
tive that starts with the evaluation of the desired business outcomes. These 
outcomes are described in the strategy and planning effort (  discussed in 
 Chapter 3). The evaluation of business outcomes is followed by the devel-
opment of a set of process maps or models. These process models help in 
understanding where and how to embed AI; the models also assist change 
management. A  m odel-based,  p erformance-driven approach eases the 
understanding and application of handset, dataset, toolset, and mindset 
(  discussed in  Chapter 2) to business processes.

Processes are modeled keeping the goal of the user in mind. Serving a user 
efficiently, providing an enhanced user experience, and having an efficient 
and optimized supply chain are examples of user value. AI analyses data 
and provide timely and accurate insights for optimized   decision-making. In 
turn, these business processes also provide value for the organization.

A process is the “  manner in which” a suite of activities and tasks are car-
ried out. Processes are thus the “  how” aspect of an organization’s functions. 
The manner in which a bank account is opened, a patient is admitted to a 
hospital, or a sales and marketing campaign is undertaken are examples of 
processes. Business processes can become highly complex and intertwined 
with processes from other collaborating organizations. Processes use tech-
nologies and people to achieve their goals. Embedding AI in business pro-
cesses makes them efficient and effective.

Intelligent business processes are flexible as they adjust to the needs of 
their users quickly and interactively. This flexibility of a process provides 
for business agility. Business agility provides accuracy, speed, and distrib-
uted decision points.1 Agility is enhanced by the speed and accuracy of 
  AI-based analytics to provide insights.
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Intelligence is also a factor of sensitivity of analytics. Insights are needed 
within a given time beyond which they lose their agile value. This sen-
sitivity in analytics is AI’s ability to analyze increasingly finer granular 
data in shorter time spans. Finer, granular analytics enhance the ability 
of  d ecision-makers to respond quickly and effectively to stimuli. Agility is 
also the ability of these analytics to experiment with variables in real time. 
An agile approach to embedding AI in business processes enables experi-
menting, showcasing, accepting feedback, and modifying the analytics to 
suit the changing user needs. Agile principles and practices together with 
analytics help the organization respond rapidly and accurately. Agile as a 
culture anticipates issues before they arise. This is because of trust, vis-
ibility, and iterations in an Agile culture. The explicit (  i.e., objective) and 
tacit (  i.e., subjective) aspects of d  ecision-making are judiciously combined 
in intelligent business processes.

Enterprise systems encompass subsystems, large amounts of heteroge-
neous data, information, people, technologies, diverse applications, and 
processes. AI is applied to analyze Big Data in such enterprise systems.2 
Big Data mining is similar to data mining but the scale of Big Data is much 
larger.3 Challenges in the use of Big Data include storing and analyzing 
large, rapidly growing data; handling diverse data sources and stores; and 
deciding how to utilize that data.4

Excellence in business process modeling includes their unification. This 
unification results in ease of use for the customer as a single point of contact 
is created. F igure 6.15 shows a comparison between (  a) knowledge workers 
and customers using multiple silos of data and (  b) empowered knowledge 
workers and customers through   self-serve analytics. Embedding Big Data 
analytics in business processes enables business agility.

Enhanced knowledge sharing of insights occurs with formal process 
models. Insights are generated and recorded within the business processes 
which, in turn, are shared by other users. Process optimization reengineers 
processes that change the way the organization operated. For example, the 
cash withdrawal process uses digital technology to eliminate the printing of 
a physical receipt. Analytics can reduce the time spent by a customer in the 
queue for physical cash withdrawals by applying the algorithms to predict 
the size and type of withdrawal transactions. Data analytics provide rich 
insights that initiate and enable these changes.

Intelligent business processes also support a   Lean-Agile organizational 
structure in which the organization has a flattened hierarchy and   decision- 
making happens at the place of action. As a result, individuals at all levels of 
the organization are empowered to take decisions based on their responsibili-
ties. This localized and decentralized   decision-making is a major change in 
the style of working resulting from AI.

Appropriate level of insights and creation of audit trails frees the knowledge 
workers to make decisions. Intelligent processes support   decision-making at 
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the lowermost rung of the organization. As both internal and external busi-
ness processes become optimized, a sustainable organization with reduced 
environmental footprint emerges. Process models provide not only cost and 
time benefits to the organization but also advantages in terms of environ-
ment and sustainability.

Business analysis is the modeling of these processes to identify oppor-
tunities to embed data analytics for optimization. BO is a fundamental 
rethinking and radical redesign of business processes6 to achieve dramatic 
advantages of business agility.   Organization-wide, holistic, and dynamic 
approach to optimization provides these dramatic business advantages. 
Optimization of business processes requires the creation of process mod-
els using standards such as the BABOK of the IIBA.7 Process models are 
created by business analysis (  as against analytics) in order to examine the 
activities and tasks that can be (  a) made redundant due to analytics and (  b) 
enhanced in terms of their accuracy and speed. Business analysis deals with 
changes to the way in which business is carried out.

Each business function and its processes are investigated by business 
analysts for opportunities to embed data analytics. Process transformation 
and change management follow these investigations. These changes include 
embedding A  I-based methods within business processes. Examples of these 
methods as discussed by Dhar and Stein8 are use of genetic algorithms, 
neural networks, expert reasoning, fuzzy logic, and   case-based reasoning.

Knowledge workers accessing 
multiple silos and using 

disparate applications to satisfy 
business processes and perform 
routine transaction processing. 

Lack of Flexibility in Changing 
Processes 

Big Data enabling collaborations 
through technologies and 
across platforms thereby 
empowering customer self-

services and value-addition to 
business processes of knowledge 

workers Resulting in AGILE 
Business Processes

 Figure 6.1 Embedding AI in business processes resulting in agile business processes.  
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BUSINESS PROCESS MODELING

Business processes are integral to BO. Business is organized around these 
processes. A  v alue-generating business focuses on the users, their goals in 
interacting with the organization, and their perception of a good user expe-
rience. Business process models enable business optimization.

Business process modeling (  BPM) in BO

Embedding data analytics within a process requires modeling its goals, roles 
(  stakeholders), inputs, activities, and outputs. Each process model has the 
  end-goal of providing value to the user. For example, customer, teller, and 
branch manager form the starting point for modeling a banking business 
process. The end goal of this process is, say, a successful cash withdrawal. 
The inputs, activities, and outputs are modeled as a process flowchart or an 
activity diagram.9

Business processes can be external and internal to the business. Some 
business processes form the core, others are the supporting processes of an 
organization. External facing business processes provide value to an external 
stakeholder, such as a customer in a bank or a passenger in an airline. Use 
cases10 for   external-facing processes include “  Customer withdraws Cash,” 
“  Passenger   Checks-In a flight,” and “  Patient admits to a hospital.” Internal 
business processes satisfy the needs of an internal stakeholder, such as a branch 
manager in a bank or a scheduler in an airline. Use cases for   internal-facing 
processes include: “End-of-Day Cash-in and Cash-out,” “from the branch,”
“Scheduling of flights,” and “Re-order antibiotics.”

Internal business processes supporting the business include operations 
and management (  OSS), production (  parts of ERP), HR and people (  HRM), 
legal and compliance (  GRC), and Carbon Emission Management Systems 
(CEMS).

             
      

  
External business processes are facing the customers and suppliers and 

deal primarily with the growth of the organization. Typical examples include 
CRM, SCM, ERP, and BSS. The entire suite of processes is studied and mod-
eled as part of BO.

The analytics within these processes can remain at a higher macro level 
or, alternatively, drill down to a fine granularity. Coarse, granular ana-
lytics work on large volume, relative static historical data. This is called 
descriptive analytics which provides a historical understanding of process 
performance. Fine granular analytics provide insights for micro actions 
and   snap-decisions with pinpoint a  ccuracy – and are usually predictive in 
nature. Fine granular analytics need current data and the present business 
context in which decisions are made.

Analytics embedded within properly modeled business processes is the key 
to BO. Process models help in deciding which type of analytics (  descriptive, 
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predictive, or prescriptive) will provide the highest value to the user. Process 
models also assist in determining the level of granularity. Optimization of 
business processes is an ongoing activity that improves performance with 
each iteration.

Change management processes

Processes also enable, aid, and support the transition of an organization to 
  AI-enabled optimized business. These are change management processes that 
are not an internal or external business process. Instead, they are “  supporting” 
processes that help the organization with its BO effort. These adoption pro-
cesses impact, change, and transform the internal and external business 
processes. BABOK 3.011 contains a detailed description of “  The Transition 
Requirements” for the business processes and associated documentation.

The organizational structure (  hierarchy) also plays a part in the agility of a 
process. The primary stakeholder in a process is involved in “  obtaining” value, 
and stakeholders from within the organization are involved in “  providing” 
value. In a d  ata-driven business, processes are executed based on insights 
from data analytics. Each process is also extensively supported by technolo-
gies, systems, IoT devices, and security and privacy. These aforementioned 
support elements need to collaborate in order to optimize processes.

Successful collaboration requires the process modeler to pay attention to 
the stakeholders, their activities, the dependencies between activities, and 
the end deliverables. Involvement of these key external stakeholders earlier 
in the adoption helps undertake collaborative arrangements (  and agree-
ments) for business processes executed across multiple organizations. The 
end result is a suite of lean and agile business processes with embedded ana-
lytics. Supporting processes enable further sharing of problems, solutions, 
and knowledge across the organization. Finally, training the staff to use the 
process is a mindset requirement.

Composite agile method and strategy (  CAMS)

The techniques (  practices) of Agile play an important role in modeling 
the new digital business processes with embedded analytics. Composite 
Agile Method and Strategy (  CAMS)12 combines Agile techniques together 
with the formal, planned methods for process modeling. Composite Agile 
Method and Strategy (  CAMS) in BO provides the benefits of visibility and 
transparency, change management, integration of solution, and quality 
through continuous testing and showcasing.

  

This use of composite Agile enables iterative and incremental approach 
to process modeling. The Agile iterative approach also helps an organi-
zation build its technical and analytical skills and capabilities for BO. 
Iterations and showcasing of process models (  following Agile) also involve 
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collaborating business partners and supporting technology vendors. These 
iterations help reduce the risks in BO. Agile as a method also provides an 
understanding of the capability and maturity of the organization. Changes 
are continuously showcased to the users. Initial experimentation, alignment 
of analytics with business processes, and alignment of technologies with 
Enterprise Architecture (EA)13 reduce the risks in BO.    

Process maturity of an organization is another important factor in reduc-
ing risks. This maturity of the organization undertaking BO is ascertained 
by examining the technical capabilities, economic strength, people skills 
and attitude, and the business processes of the organization.

BUSINESS PROCESS AGILITY

Agile is important in the discussion on business processes and their opti-
mization. Optimized business processes are agile. Agile started an itera-
tive and incremental approach to developing software solutions. Agile has 
evolved into a business characteristic.

  Lean-agile processes 

An optimized business is both lean and agile. Analytics enable these busi-
ness characteristics to flourish. Lean approaches are also used for process 
optimization, outsourcing strategies, and greening an organization14 – and 
their impacts studied on enterprises, government, and society. Process reen-
gineering considers “  Lean” as a means to reducing and/  or eliminating wast-
ages within the organization processes. Large and global organizations 
benefit immediately through “  Lean” as they tend to have substantial wast-
ages within their inventory and supply chains. For example,   large-scale pro-
cesses and their corresponding   value-streams (  such as those from mining, 
agriculture, and airlines sector) can be reengineered by introducing   AI-based 
analytics in them, applying metrics and measurements, and training their 
users. Agile as a culture also helps the business processes of an organization 
to become Lean.15 This leanness of business processes is the result of ana-
lytics embedded within the processes. This is so because analytics improve 
accuracy, reduce time, and decentralize   decision-making. As a result, many 
redundant activities are identified and removed from a business process.

Visibility and transparency

While Agile can help produce faster and   higher-quality solutions, these solu-
tions need to be made visible to the end user while they are getting devel-
oped and not at the end of their development. Agile makes the analytical 
models and the corresponding business processes immediately visible. The 
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Kanban16 boards in agile enable the users to see progress of the develop-
ment and provide immediate feedback. This visibility also provides trans-
parency of the progress of BO to all stakeholders.

Change management

Agile methods welcome change rather than resist it. This attitude incul-
cated by Agility is most helpful in transforming business processes. This is 
because the change in the business processes due to embedding AI in them 
is incremental and transparent to all stakeholders.

Integration solutions

  AI-enabled solutions can become complex. These solutions also need col-
laboration. Each solution is dealing with multiple other solutions, platforms, 
infrastructures, devices, and networks. Agility in developing solutions 
enables the inclusion of external interfaces (  API) as a prototype, thereby 
facilitating and enhancing collaboration and integration. Agile as a culture 
also opens the doors for physical collaborations with partnering organiza-
tions. This results in innovative and collaborative business processes.

Quality through continuous testing and showcasing

Testing includes functional accuracy and nonfunctional or operational 
quality (  e.g., performance, security, and usability). Quality of business pro-
cesses needs verification and validation as they change through embedded 
analytics. Such comprehensive testing and continuous showcasing are facili-
tated by Agility in developing AI solutions. Testing the business processes 
in an “  operational” environment is vital for satisfying user experience, and 
that happens incrementally through Agile.

DATA ANALYTICS AND BUSINESS AGILITY

Agility is the flexibility within the organization’s processes. Agile business 
changes rapidly in response to changing business situations. Data analytics, 
embedded with the business processes, are able to provide both descriptive and 
predictive insights to the   decision-makers. As a result, businesses can antici-
pate challenges and opportunities and improve their responses accordingly. 
Lean and Agile are business characteristics that are enhanced by the applica-
tion of analytics to the business processes. Business processes are supported by 
analytics, technology, infrastructure or applications, and skilled users.

Embedding analytics within business processes changes the shape of the 
process, allows a business to focus on its core offerings, and “  off loads” 
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noncore processes to supporting partners. This offloading results in lean-
ness of business processes, which also makes them agile.17

Decentralized decision-making   

Embedding analytics in d  ecision-making at all levels of a business decen-
tralizes the   decision-making process. This makes a business more respon-
sive as many decisions, guided by analytics can be taken immediately. 
Organizations are better able to adapt to changes in their environment due 
to decentralization.

Finer granularity in business response

Fine granular analytics improve agility and accuracy of a business response. 
The finer the granularity, the more personalized is the response. This is so 
because finer granularity provides pinpoint accuracy for   decision-making.

Elimination of redundancies

Removal of business processes that have otherwise become entrenched 
within the organization and may be redundant occurs due to formal model-
ing and examination of those business processes. Activities and processes 
that do not add value to their users and which are duplicated elsewhere in the 
organization can be removed as part of reengineering of the organization.18

Enhancing sustainability in operations

Analytics are instrumental in making the processes lean. This is so because, 
with the help of analytics, processes eliminate wastage and redundancy. 
This reduction in wastage and improved monitoring and control of the pro-
cess also reduce the carbon footprint of the organization. AI plays a role in 
improving the sustainability of the organization.19

Risks, compliance and audit requirements

  Governance-risk-compliance (GRC), quality, and audit support processes 
ensure that Big Data analytics embedded in the internal and external busi-
ness processes are compliant with the many legal and privacy requirements, 
are able to manage security and privacy of the data within them, and are 
subject to traceability and audit.

    

Complex regulatory requirements include security, compliance, audit, and 
risk  m anagement – and they consume substantial business resources. An orga-
nization has to specifically consider and satisfy these requirements. CAMS 
makes provision for a detailed documentation to satisfy these requirements.
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Disaster recovery (DR)    

Data analytics enable predictions of disasters based on (  a) past historical 
data of an organization, (  b) external third party from the industry, and 
(  c) alternative data sourced from vendors. DR also includes elements of 
prescriptive analytics as it recommends actions to be taken in the event of 
a disaster.

BUSINESS ANALYSIS & REQUIREMENTS MODELING

Business analysis (  BA) is a discipline in its own right. The IIBA20 provides a 
framework for BA work that extends beyond requirements modeling (  RM). 
Creating process models of the business processes is important in the BO 
exercise. This is because BO is business oriented and not limited to tech-
nologies of AI. A few important BA techniques that help BO include critical 
thinking, the art of questioning, and mind mapping are described here.

Critical thinking in BPM

Critical thinking21 is undertaken to arrive at the root cause of an issue and 
is a core activity of business analysis. Challenging current thinking and 
beliefs to determine what is true, partially true, or false is important during 
process modeling. For example, a business analyst thinking critically will 
question the purpose of a process, the relevance to the stakeholders, and the 
analytics to be used. Critical thinking underlies the other business analyst 
problem-solving thinking modes.22

System thinking accompanies critical thinking as it views problems as a 
whole system. It is holistic and, therefore, more strategic. Through systems 
thinking, the business analyst views the organization and its business pro-
cesses in its entirety to truly understand the impacts of the use of A  I-based 
analytics and of the changes to the organization.

Critical and system thinking enable BA to handle the   long-term impacts 
of AI adoption.

    

Art of questioning

Business analysis starts by asking the right questions related to a business 
process. Questions are asked in the right way and at the right time to the right 
people.23,24 Questions typically include What? Why? When? Where? How? 
Who? BA’s base their questions on clarity, precision, accuracy, relevance, and 
depth. Such questions help understand ambiguity and complexity within the 
business processes. Business analysts ask questions, listen to the answers, 
document and model them, and use the results for appropriate actions.
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The purpose or goal in asking questions can be divided roughly into two 
categories:

Understanding the P  roblem – to ascertain the business needs, capabilities, 
requirements, and expected levels of quality in a business process. Needs 
analysis, root cause analysis, SWOT25 and PESTLE26 analysis, and criti-
cal thinking are examples of techniques used in exploring a business prob-
lem. These techniques benefit from a suite of questions that are themselves 
exploratory and subjective in nature. Techniques in requirements modeling, 
such as user stories and use cases, also require the business analyst to employ 
the art of questioning to arrive at functional models of the requirement.

Providing the   Solution – the purpose of these questions is to arrive at an 
appropriate solution to the problem explored. Solutions encompass archi-
tecture, design, developing, testing, and deployment in a typical software 
project. Examples of standards used in a software solution production 
include UML,27 agile (  methods), TOGAF,28 development environments test 
standards (e.g., ISTQB),29 and deployment approaches. Solution space ques-
tions are far more objective and narrower than in problem exploration as 
they focus on a particular technology used in the solution.

  

Machine learning to frame questions

The art of questioning undergoes some modifications in the AI model. 
Traditionally, businesses have a rough idea of what the problems are and 
what they do not know. With Big Data, however, both the problems and 
the possible hidden answers in the data mass are unknown. For example, 
business leaders can ask the data scientists (  or equivalent roles) whether it is 
worth exploring customer demographics to figure out customer attrition or 
potential growth or another potential topic. Can the data itself give an indi-
cation of what can be asked of it? This is precisely where machine learning 
(  ML) has a role to play.

The size and complexity of Big Data is such that building the models of 
solutions from Big Data is not enough; tools are needed to handle the answers 
and also frame new questions. With Big Data, business d  ecision-makers 
struggle to figure out what questions to ask. With the exponential growth 
in data, it becomes important to not only provide better answers to business 
questions, but also help businesses understand what types of questions they 
must ask of their data.

ML algorithms can dive deeper into data in order to identify patterns that 
are not possible to discern with traditional analytical approaches. This is 
because of the multilayered or tiered nature of hidden, vast amounts of data. 
Algorithms need to be created in a manner that creates learning through 
the execution and provides insights. Thus, ML is the dynamic use of algo-
rithms, which provides a range of opportunities ranging from learned user 
behavior to dynamic cyber defense.
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ML algorithms search through massive amounts of data to find relevant 
and interesting questions that the collaborative business can ask to improve 
its overall value proposition. Such crucial questions are the result of iden-
tifying insightful similarities and differences within a large, multidimen-
sional dataset that is related or connected with each other in a collaborative 
enterprise system (CES).30  

Mind mapping

A mind map is an important BA tool. Mind map is used in BO to show the 
relationship between data, concept, user, and the process. Mind map is an 
excellent tool for visual thinkers who are trying to establish the business 
value of data. Business analysts think, analyze, model, and present processes 
and their elements in images and pictures rather than words. Business ana-
lysts use the graphical representations of mind maps to visualize the prob-
lem and the corresponding solution. Mind map provides the opportunity for 
communication very well.

A mind map starts with the central idea of a data item, a concept, or a 
business process. Concepts are added as extensions to the central concept 
developed. Process models and requirements documents are better organized 
in BO by drawing the mind map. This is so because mind maps shift the 
focus of BO to business and away from AI technologies. F igure 6.2 shows 
the example of a mind map. This particular example starts with a central 
theme: currency options predictive analytics. Such predictive analytics needs 
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 Figure 6.2 Mind map of a   data-driven business process in financial market prediction.  
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data such as historical exchange rates, the economic indicators, path of pan-
demic, commodities and stock indicators, election news and pointers, trades 
and other users and risk, aptitude, and strategy. Note how the central theme 
or concept is expanded based on an extension of the previous node. This 
expansion of a mind map is also iterative and incremental, following the 
Agile approach to developing BO solutions.

Comparison of processes for gaps

Use cases, activity diagrams, and mind maps are the tools to create a model 
of the business processes. These process models can be created for the cur-
rent and future processes. The future processes are the ones that are embed-
ded with  A I-based analytics. The gaps are identified by comparing process 
models. Metrics are used in BO in order to (  a) justify the initiative to embed 
  data-driven   decision-making in the business, (  b) prove the success of the ini-
tiative, and (  c) reduce risks. Metrics also help in comparing process models. 
 Figure 6.3 shows an example of a basic comparison of a patient   check-in 
process with and without AI. Process models help in identifying gaps in the 
value proposition of the process.

Process models keep the focus of the BO initiative on customer value. 
Treating AI implementation as a technology project is a risk. This risk is 
ameliorated by use of the business analysis (  as against analytics) capabilities 
in BO.
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Verify Details Diagnosis Insights
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Value

Auto Feedback

Staff

Customer

 Figure 6.3 Comparison of current process with a digitally enabled smart process.  
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Managing business system changes

While the business processes, represented by the use cases, activity diagrams, 
and mind maps, change with embedded analytics, the various systems to 
support the business functions have to absorb newer and finer granular ana-
lytics that support changes to the business processes. Furthermore, collabor-
ative business processes expose an organization’s systems and applications to 
those of the collaborating partners. This embedding of analytics and exten-
sion of electronic collaboration changes the systems and their interfaces, and 
requires additional focus on the cybersecurity aspects of the systems.

Each analytic embedded in the above processes leads to further levels of 
analytics. Examples of this further analytical work include enabling cus-
tomer segmentation and understanding their attrition rates, working out the 
formation of communities in order to improve product acceptance and use, 
running targeted marketing campaigns through multiple channels, develop-
ing accurate strategies for   cross- and u  p-selling, and optimizing business 
processes.

Following business functions and systems undergo a change due to busi-
ness optimization using AI and data analytics:

• Customer relationship management (  CRM) – Changes the way prod-
ucts are priced based on a detailed understanding of customer buying 
patterns and profiles. Customer analytics search for data based on a 
customer footprint on social media and mobile to improve customer 
understanding. This understanding includes the customer demo-
graphics, thereby improving the organization’s ability to provide such 
customers with a holistic view of their own requirements and enabling 
the organization to strategize for the satisfaction of its customer base.

• Marketing and promotions are based on fine granular analytics and 
targeted at specific customers. Data analytics provide a strategy to mar-
ket a product to a fine cross section of customers and then replicating 
it over a large cross section of other customers. Learnability of ana-
lytical solutions is an important aspect of agility in marketing. Small, 
experimental introduction of marketing effort, receiving instantaneous 
feedback, and incorporating that feedback in subsequent iteration of 
marketing effort is the way this analytics is leveraged for business agil-
ity. Customer sentiments are based on Net Promoter Score (  NPS)31 and 
can help ascertain what the customers think and feel about the product. 
As a result, products and services can be changed quickly to accommo-
date the changing sentiments. Assessing customer sentiments using AI 
and ML automated tools and presenting appropriate products to them 
are major changes.

• Analyzing prices indicates how to prioritize and sell products based on 
discriminatory pricing. The creation of such fine, discriminatory pric-
ing that can change from moment to moment and from one individual 
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to another is a vital element of business agility. Since customers can 
also undertake   self-service analytics, the   face-  to-face contact with the 
business is further reduced.

• Supply chain management (  SCM) – AI helps in optimizing the inven-
tories and understanding the logistics and deliveries. This optimiza-
tion changes the way the SCM works. Supply chain processes are 
based on data associated with quality, fault reports, and also product 
recalls should a product fail a compliance need. These analytics can 
also assist in process automation as they enable changes to the product 
directions in an automated or semiautomated manner depending on 
the feedback being received. This optimization also reduces wastage 
due to poor inventory management. Collaboration and partnership 
with suppliers are established through negotiations and contracts as a 
result of use of analytics electronic implementation of these political 
speeds the SCM processes.

• Enterprise resource planning (  ERP) –   AI-based analytics improve the 
understanding, creation, launching, management, and withdrawal of 
products and services. Insights generated by Big Data analytics help 
in optimizing these ERP functions by ensuring their timelines and 
accuracy. Products are added or removed in an agile, iterative manner 
with the help of analysis.

• Sustainability   applications – usually under the umbrella of Carbon 
Emission Management System (  CEMS) – These functions help handle 
corporate responsibility and sustainability requirement by accurately 
calculating and controlling the carbon footprint of the organization. 
  Data-driven insight enables justification for environmentally conscious 
decisions by the business. Data is able to show to the   decision-makers 
the carbon footprint of each business activity and the organization. 
Data analytics also correlates the carbon footprints to the risks of 
fines due to noncompliance.

• Billing support system (  BSS) – Billing, finance, and accounting systems 
change with Big Data as the analytics are able to spot trends and advise 
the accounting functions in terms of anticipated changes, trends in bill-
ing errors, and where to focus the resources to improve billing efficien-
cies. These changes have a direct impact on delivering customer value.

• Operations and support system (  OSS) – Applications, networks, data-
bases, scheduling, security, and other operational support provided 
by the systems are analyzed with the help of  d ata – typically collected 
through IoT sensors. Data analytics provide a formal, d  ata-driven 
approach to maintenance and upkeep of production equipment. This 
can be an important type of analytics with applications in aircraft main-
tenance, bridge repairs, and large residential and industrial structures.

• HR and people (  HRM) – Organizational structure, motivation, 
morale, rewards, KPIs, and collaboration and partnership with external 
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organizations are all affected by the use of data changes. Recruitment 
itself gets shifted to a sophisticated analytical filter that goes way 
beyond the keyword searches.

• Governance, risk, and control (  GRC) – Through accurate analytics 
that enables the organization to comply with regulation (  such as with 
SOX legislation). Risks are identified much earlier than they occur due 
to predictive analytics. Systems are also able to imitate autorecovery 
functions on some processes in the organization.

EMBEDDING ANALYTICS IN BUSINESS PROCESSES

Embedding analytics in business processes requires (  a) modeling of pro-
cesses and (  b) understanding of the analytics. The range and types of ana-
lytics and corresponding supporting technologies create opportunities for 
BO. Data analytics are traditionally divided into descriptive, predictive, 
and prescriptive analytics. These analytical categories are based on their 
purpose and use in business. For example, predictive analytics plots a trend 
and attempts to show the position of a point in time (  future). This type 
of analytics would require assembling large historical data, integrating it 
with current data, developing experimental analytical models, and incor-
porating the feedback from showcasing the results. As a result, this type of 
analytics may not be ideal for situations requiring   real-time,  fi ne-granular 
insights. Alternatively, descriptive analytics will be more ideal for the afore-
mentioned scenario.

Preparing the data

Most practical analytics are performed on both structured applications (  e.g., 
existing CRM, ERP) and unstructured information sources from Web pages, 
blogs, and contact centers. Social media and mobile (  SoMo) are rich sources 
of alternative data. Such unstructured data requires preparation before it can 
be analyzed. MapReduce, “  R,” Python, and similar tools process unstruc-
tured information, add structure to it, and set a stage for its analysis. The 
extent to which the unstructured data needs to be “  prepared” for analyt-
ics is an important consideration in BO. This section discusses categories of 
analytics in order to identify their appropriateness in practice. These catego-
rizations also indicate how the analytics will benefit the business. The same 
analytical tool or application can be used in multiple analytical categories.

Data analytic types and relevance in BO

Analytical categories help in understanding how they can be applied in 
practical BO. Analytics helps an organization become and remain Agile. 
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Analytics themselves help the business by embedding agility with its busi-
ness processes and organizational structure. The Agile methods also help 
in the solutions space in developing the analytics. Agility for the business is 
thus supported by developing analytics with an agile approach.

This list of analytics (   Table 6.1) helps understand the possibilities of rich-
ness in analytics as well as their application in optimization. For example, 
if the purpose of an analytics is to describe a past (  historical) situation, then 
it’s an   informative-descriptive type analytics. Alternatively, if a trend plot is 
used to anticipate a change in weather pattern next week, it is a predictive 
(  futuristic) analytic.  Table 6.1 summarizes these analytical categories and 
corresponding business optimization strategies.

Each of the analytics summarized in  Table 6.1 incrementally builds on 
the previous type of analytics. The following is an additional description of 
the three important categories of analytics and how they provide value in 
business optimization.

 Table 6.1 Data analytics types and corresponding strategies for BO 

Strategies for business process 
Analytics (Type) What it implies optimization

Informative Available as easily (  publicly) Being static output, has minimal 
available information that can be impact on processes. Speed of 
broadcast. processing on a large data set is 

the minimal cybersecurity 
requirement.

Descriptive Describe and Broadcast Provides information to a large 
Information/insights based on group of customers depending 
past, historical large data analysis. on their need.
Requires preparation of data that Customer contact points are 
may be in different unstructured increased. Business users can 
format. May take a long better understand the situations 
processing time. in their business processes.

Diagnostic Define analysis as highly Enables identification of   pre-
parameterized and focus on a emptive problems. For example, 
  well-defined function to diagnose equipment failures in a 
errors, gaps, and failures. manufacturing unit.

Predictive Analyze the data based on an Provide decision-makers with
event and provide predictions to trends and patterns of the future. 
enable immediate response. Key Time and accuracy sensitive. 
Stakeholder focus in order to Depends on the granularity of 
help their decisions. business processes. Innovative risk 

Helps in risk management as many reduction by using continuous, 
risks are not visible. iterative analytics to explore 

options; multiple “what-if”
scenario generation using data.

Prescriptive Decision-maker combining with Decentralize decision-making 
tacit intelligence. based on recommendations 

combined with experience.
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Descriptive analytics examines large amounts of historical data to describe 
the current scenarios. This is a relatively static data. For example, the 
describing process of sales and inventories channels for a salesperson to 
understand the areas to focus on. A description of the performance of an 
individual salesperson or team is also part of this analysis. Description of 
current and past performance can be analyzed to determine the reasons for 
success or failure. Data can be classified depending on similar characteris-
tics (  e.g., targeted sales campaign). Examples of visualizations in descrip-
tive analytics include scatter graphs and bubble charts.

Descriptive analytics

Predictive analytics

Predictive analytics is meant to identify and determine futuristic trends such 
as sales, expected sales, or changes to market behavior. Predictions can 
be used in capacity planning and customer retention strategies. Statistical 
models used in forecasting are part of predictive analytics. The future of 
customer behavior is predicted by examining vast data sets on social media 
and mobile data to ascertain customer sentiment. Predictive analytics com-
bine unstructured data (  e.g., Web logs, blogs, Facebook, and Twitter feeds), 
together with structured transactional data. Predictive analytics are more 
fine granular than descriptive analytics.

Prescriptive analytics

Prescriptive analytics goes beyond predications and into the realms of sug-
gested decisions. Decisions using prescriptive analytics are optimized based 
on the discovery of trends and patterns within the data. Business rules 
are understood and coded in prescribing actions based on these analytics. 
Prescriptive analytics make use of past data and models together with the 
most current data to create a system that can be immediately applied and 
reevaluated across numerous instances. Thus, prescriptive analytics have a 
role to play in process automation.

COLLABORATIVE DIGITAL BUSINESS PROCESSES

Digital technologies enable businesses to connect, exchange data and infor-
mation, execute contracts, and increase the overall value to their customers. 
This connectivity is usually based on “  services.” The tools and technologies 
of electronic collaboration support globally dispersed workforces within 
the same organization. Collaboration focuses on integrating and extending 
corporate operations and services beyond a single enterprise.
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BO is an ongoing and, perhaps, an unending activity. Collaboration of 
business processes is a major opportunity for BO. BO is “  agile” because it is 
continuously changing. Business agility is a   customer-centric effort that ben-
efits by collaborating with other enterprises in their space to enhance the user 
experience.

The EA’s mechanism to measure, compare, and contrast technology 
investments provides the technical foundation for the organization. Such 
comparison also provides strategic input into the comparison of processes, 
justification of BO, and opportunities for collaboration.

Collaborations require frameworks, patterns, and government and indus-
try regulations as well as best practices, corporate policies, and previously 
adopted standards. These strategic choices make collaborative enterprises 
agile and flexible enough to adapt to and manage changes in the corporate 
IT environment. Ease of integration and the portability of key elements in 
existing disparate platforms of the partnering organizations are important.

Teamwork as a part of collaboration is necessary to successfully integrate 
enterprises. Hence, evolving business requirements and corporate strategies 
together make a strong business case for developing collaborative enterprise 
architectures.

Collaboration advantage in a digital world

The impetus for deploying a collaborative enterprise is manifold.
First, it reestablishes a basis on which to do business with partners and 

customers in a distributed world, enforcing a set of ground rules such as 
service-level agreements (SLAs) or trading-partner agreements (TPAs).

Second, it gives the enterprise architecture and infrastructure the flexibil-
ity to handle growing business needs and to connect globally with prospec-
tive partners, customers, or vendors.

Third, the collaborative enterprise also lays the foundation for establish-
ing communities of practice and promotes reuse of the available knowledge 
base without reinventing the wheel.

Business collaborations participate in a mutually beneficial venture. 
Connecting, communicating, coordinating, and making commitments between 
two or more businesses widen the offerings range. Depending on established 
roles and responsibilities in an organization agreements such as SLAs, TPAs, 
subcontracting, or sourcing agreements are electronically implemented. 
Collaborations share appropriate information, technology, and techniques 
using a common electronic medium.   Decision-making data and transaction 
processing information are exchanged in   e-collaborations.

A collaborative environment establishes this operational conduit to 
enable optimization of product and service offerings. A collaborative envi-
ronment provides common services, a set of information exchanges, and a 
delivery mechanism. Knowledge management (  KM), content management, 
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user experience and relationship management, and security are all intercon-
nected through interfaces. Data analytics offer greater changes of accurate 
and timely insights if they are conducted over large and  w ide-ranging data 
sets. This is the biggest advantage offered by collaborators in BO.

Collaborative digital business

A collaborative business enterprise involves people interacting with one 
another using processes, policies, best practices, and a collaborative environ-
ment. Technologies and techniques across the enterprise facilitate collabora-
tion. The human component of the collaborative enterprise emphasizes the 
complexity of interactions due to the cultural diversity across the organiza-
tion. Collaborative processes include human-to-system, system-to-system,
or   system-  to-human forms. Collaborative enterprise systems include inte-
gration of business applications, business processes, frameworks, and ref-
erence models inside or beyond the boundaries of a specific enterprise to 
provide appropriate access to the participants.

Digital business uses electronic medium to collaborate electronically with 
customers, partners, staff, and regulators. Therefore, every digital busi-
ness is essentially a collaborative digital business. Collaborative technolo-
gies enable a digital business enterprise to explore many opportunities to 
provide additional customer value. Collaborative digital business enterprise 
becomes a complex and challenging entity because its boundaries are fuzzy 
and they are continuously changing. “  Collaborative EA” enables handling 
the complexity and dynamicity of collaborative digital business.32 In addi-
tion to business-to-business collaboration, even knowledge-customers and
  knowledge-workers associate electronically. A collaborative enterprise archi-
tecture (  EA) also offers major benefits in enabling safe collaboration among 
customers and workers. Collaborations create and synergize intelligence 
within and across multiple organizations to produce actionable insights for 
users or end customers.

When business processes are executed across multiple organizations 
based on electrically defined policies and contracts, they result in automatic 
collaboration.

              

       

Complexities of collaborative digital business

The complexity of collaborative processes arises not only due to multiplici-
ties of applications, but also by the fact that they are serving dynamically 
changing business processes. Multiple, collaborating applications that are 
widely dispersed over physical servers (  or in the cloud), many different 
input/  output points over fixed and mobile devices, and dynamically chang-
ing data comprising text, audio, video, and   graphics – all result in a melee 
of services that are daunting to decipher for sensible   decision-making.
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Business processes become complex as they traverse the boundaries of 
multiple organizations in order to collaborate. Assessment and evaluation 
of collaborative business processes or workflows, modification to business 
interactions, and understanding the dependencies processes is an essential 
part of their modeling. Process management also includes collecting such 
metrics as user access logs and user fulfillment surveys or tracking the vol-
ume of collaborative activities.

Ranging from simple instant messaging and chat sessions to r  eal-time 
  audio- and videoconferencing, from video streaming to e  -learning to online 
communities of   practice – the complexity is enormous.

Optimized collaborations

Data, information, process, and knowledge are shared by multiple organiza-
tions across their electronic boundaries and result in optimized processes. 
Analytical insights are made available at the right time and place for the par-
ticipating organizations. Collaborative Intelligence (  CI) aims to handle the 
challenge of sharing across multiple organizations. Integrated and intelligent 
business and operational processes result from optimized collaborations.

Automated and optimized collaboration among a group of businesses is 
based on CI. Collaboration leverages information sharing across multiple 
organizational boundaries and in a dynamic manner.

These electronic collaborations are enabled through tools and technologies 
(typically Web Services and also, increasingly, Analytics-as-a-Service).33 CI 
enhances collective value reduces overall costs. The intelligence within the 
processes is used in   decision-making in real life by collaborating organizations.

 Table  6.2 documents the key concepts of collaborations in enterprise 
systems. These concepts form the basis of the mechanisms for embedding 
intelligence within processes. Intelligence within these systems facilitates col-
laboration between their processes. Big Data and ML for   decision-making 
result in improvement in collaborative enterprise systems.

Intelligence can be garnered through information technologies that gen-
erate new and dynamic knowledge within and across the organization. 
Collaborative organizations interact with each other, their customers, and 
suppliers in r  eal-time through web services. In addition to the technical 
capabilities of software, these collaborations also require strong business 
  relationship-building skills. These business relationships include people 
skills and forming electronic policies that can be used in creating and exe-
cuting electronic collaborations. Building relationships and collaboration 
also leads to closer scrutiny of the inner workings of member companies,34 
resulting in a need for a greater level of trust and mutual understanding 
between these “  clustering” member companies.

        

  E-collaborations happen on a platform that facilitates direct information 
exchange among otherwise siloes applications (  both within and outside of the 
organization).   Internet-based exchanges resulting in sharing of information 



Intelligent business processes 171

among those applications also need to be facilitated within the Collaborative 
Enterprise Systems (  CES). These information exchanges evolve into 
  ontology-based collaborations among multiple applications and databases.

Furthermore, an organization needs to collaborate among its people and 
processes. Business value is derived by enabling people to make productive use 
of applications that go beyond the specific transaction they are engaging in with 
the organization. Sharing data and information across organizational bound-
aries can produce imaginative new pieces of knowledge that the organization 
can creatively use. Collaborative Intelligence (  CI) is the extension and applica-
tion of BI together with collaborative business process engineering,35which is 
built on AI. CES, equipped with ML, can optimize organizational resources 
by using current cloud computing and SOA capabilities.36

VISUALIZATION AND BUSINESS PROCESSES

Visualization is the presentation aspect of BO. Business decisions rely 
on data analytics. The velocity, volume, and speed of analytics have an 
impact on the comprehensibility of analytics. Without due consideration 
to visualization design, making sense of the hidden patterns is impossible 
no matter how good the analytics are. Presenting the results of analytics in 
a   human-comprehensible way is crucial for the success of BO. How much 
information is comprehensible? While the metrics vary depending on the 
user, the classic “  span of control”37 is a good metric to keep in mind. An 

 Table 6.2 Key concepts of collaborations in enterprise systems2 

Key concepts Description

Collaborations These are essential interactions between businesses (  and their 
systems) in order to carry out business actions and achieve business 
goals which cannot be achieved by a single business.

Enterprise These are software systems supported by corresponding data that 
systems enable business organizations to carry out their key functions (  e.g., 

sales, marketing, inventory management, accounting, HR). Enterprise 
systems are continuously evolving to incorporate the Cloud, data 
science,  AI, and   mobility – together with cybersecurity. 

Artificial Concepts and algorithms that are implemented in order to capitalize 
Intelligence and on the abilities of software systems to “  learn” in both supervised and 
Machine unsupervised manners and continue to learn and correct themselves. 
Learning

Big Data High volume, rapid velocity, and differing varieties of data that has the 
potential to be analyzed using data science techniques in order to 
provide insights. 

Business Includes processes and procedures within business organizations that 
decision- have the potential for ongoing improvement through the use of 
making intelligence based on (  typically) Big Data. 
  



172 Artificial Intelligence for Business Optimization

aesthetically pleasing model will have no more than seven elements. The 
end users need much less information than the business   decision-makers.

Effective visualization is designed in a way to provide the right amount of 
information, at the right time to the right person, keeping in mind, limitations 
of the device.

Visualization tools interact with the analytical tools to present the results 
of the analytics. Ineffective visuals can also be counterproductive as they can 
reduce the efficiency and effectiveness of   decision-making.   User-centered 
designs ensure users are able to learn the interface intuitively and that the 
interface grows with the growing expertise of the user. Educating the user 
in the use of visuals adds to its quality.

Workflow models become important in designing group visuals. Visuals 
are not just analytical results. The movement of a patient in a hospital, for 
example, is a powerful visual to help the staff.

Presentation of the data results analytics consider three aspects of qual-
ity: syntax, semantics, and aesthetics. Syntactically quality deals with 
factual correctness, whereas semantics deal with the correctness of mean-
ing. Aesthetics implies style and representation of insights from analytics. 
Aesthetics also represent the ease of creating and reading an analytical 
model. Although the analytic may be accurate (  syntactically) and meaning-
ful (  semantically), its useability depends on its visualization or the style of 
representation.

Designing visualization quality considers the following factors:

• Type and size of devices. Each device has its limitations that will limit 
the presentation. Visual design includes as many possible devices with 
varying screen sizes and different operating systems and environments.

• Rate of change of underlying data and corresponding speed of analyt-
ics to keep up with the changing data. This will impact the perfor-
mance of the visualization because the moment the data is updated, the 
analytics, and therefore the presentation, has to change. Presentation is 
thus related to the underlying analytics. Flexibility in visuals is enabled 
through parameters and rules.

• The context dependency of the results being presented in which busi-
ness scenarios with the results will be used. Thus, the underlying 
theme or purpose of a visual is crucial. The purpose of a business 
process has to be reflected by the visual. Thinking and designing the 
visual starts with the nature and purpose of the business process.

• Amount of information that needs to be shown to the user. This infor-
mation can change from user to user. Displaying the maximum pos-
sible information on one screen is not always a good idea. Aesthetics 
includes showing relevant and limited information to the user.

• Currency or time duration for which the visualization is relevant. 
Understanding this currency is critical as it influences the quality of 
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presentation and also has security implications. If a visual is relevant 
only for a few seconds, a large, colored, graphic format (  rather than 
numbers and texts) is advisable. Other pieces of information that may 
be relevant for a longer period of time can be placed in a summarized 
form on a dashboard to provide both graphics and numbers and text. 
The time to display and the amount of information to display are both 
functions of multitiered and multilayered presentations. Workflow 
between the presentation layers and their interdependencies are also 
considered in a group (  team) visual design.

• Use of sensors and audio cues. Customization of visual presentation 
is providing users with options to configure. Automation of presen-
tation without configurability option reduces the quality of the user 
experience. Since each user has her own preference in terms of how 
she wants to visualize the information, that information should be 
customizable. Testing of every permutation and combination may not 
always be possible because of their large numbers.

•  T esting – at least i  nitially – can follow the   80–20 rule; that is, 20% of 
the features and preferences of visuals will be used by 80% of the users. 
Once those tests are accomplished, the rest of the features can be tested.

• Similar to analytics, visuals also have a level of granularity. Visuals 
can represent the three middle layers of the data to decision pyramid.

Device and performance 
consideration in visualization

The end user devices play an important role in visualization. The manner 
in which visuals are created and displayed depends on the characteristics 
of the user devices. Following are some important device considerations in 
designing visualization and presentation of AI analytics to the user:

•   Size – Miniaturization has played a great role in the progress of device 
technology. Miniaturization and consequently portability of devices 
need due consideration. The art of visualization in analytics has to 
constantly adjust and rearrange itself to reflect the advances in the size 
of hand-held devices.

•   Security – Security in all aspects of the devices requires due attention. 
Making the visualization appealing cannot come at the expense of 
security. Security of devices includes security of the software, applica-
tion, visual as well as access to the device and its physical security.

•   Privacy – Safeguarding user privacy is of paramount importance in 
visualization. Which visuals to show and for how long should they be 
shown is a factor of privacy characteristic.

  

•  F unctionality – Hardware devices like cell phones and ipads contain 
large storage and processing capacities. This gives them the ability to 
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process colored graphics, photos, and videos. The graphic processing 
power of devices should be fully utilized in visualization.

•  R isk – Risk mitigation is another factor in device consideration of 
visualization. In addition to security and privacy risks, devices also 
present the risks of inappropriate use and are subject to malware 
(Chapter 9).

•   Speed – As apps get heavier and bulky, their performance on handheld 
devices can degrade. Slow speed of processing on handheld devices 
results in one of the most annoying   features - the cursor going round and 
round in circles. Users do not have the patience, hence features such as 
  off-line processing are useful. Apps are also lightweight so that they can 
be accessed, and their processing interchanged without waiting times.

   

• Updates to d  evices – Visuals need to keep pace with the device ver-
sions. Older versions of apps should retire and be replaced by newer 
ones. Users find value in renewal of apps, visualization contents, and 
interfaces.

CONSOLIDATION WORKSHOP

 1. Why should business process modeling and reengineering be consid-
ered in the BO initiative? How can process modeling help with AI 
adoption?

 2. What do you understand by the term “  granularity”? What is the dif-
ference between coarse and fine granular analytics?

 3. What is the importance of change management in BO?
 4. What is critical thinking? And systems thinking?
 5. Discuss the importance of ML in assisting the business with framing 

the right questions.
 6. What is a mind map? Draw a sketch of a mind map for a business sce-

nario of your choice.
 7. Why do you think collaboration occurs in a digital business? What 

are the impacts of collaborative business processes and collaborative 
  decision-making on a business?

 8. What challenges exist when embedding analytics in business pro-
cesses? What are the ways to overcome these challenges?

 9. What are the characteristics of the active or dynamic feedback loop in 
business processes?

 10. What are the differences between positioning analytics in the Cloud, 
on local machines, and on IoT devices?

 11. How is automation in collaboration facilitated by service orientation?
 12. What are the differences and similarities of automation and optimiza-

tion of business processes?
 13. What is the impact of developing collaborative intelligence as an exten-

sion of business intelligence?
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 14. How does robotics play a role in process optimization (i  nventory 
management, etc.)?

 15. What are the impacts of digital strategies on the business functions and 
organizational information systems (i  ncluding CRM, ERP, Carbon 
Emission Management System and Governance, Risk & Compliance)?

 16. What is BPM and why should it be used in modeling business pro-
cesses embedded with analytics?

 17. How can businesses apply Agile techniques used in Composite Agile 
Methodology and Strategy (  CAMS) and use them within a formal 
process map for requirements modeling?

 18. What should be considered when mining for embedded data in busi-
ness processes (  datafication) and maintaining dynamicity in agile 
business processes (  continuous research)?

 19. Why are business processes and   decision-making considered “f  uzzy”?
 20. What is the importance of visualization in effectiveness of analytics?
 21. What are the key device considerations in designing visuals?
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Chapter 7

Adopting d ata-driven culture
Leadership and change management 
for business optimization

LEADERSHIP AND CULTURE CHANGE IN BO

Business optimization ( BO) is a strategic management initiative that brings 
about a fundamental change in the people, processes, technologies, and 
economies of a business. The organizational structure and dynamics of 
the business change as it becomes more agile, lean, cohesive, and holistic. 
The organization becomes more capable of rapid and effective responses to 
external stimuli and able to initiate its own changes as a result of AI.

A business functions by executing its business processes. This execu-
tion of processes provides value to the user. The value can be external or 
internal to the organization. Optimization, in particular, focuses on the 
most efficient and effective way to achieve the value. The impact of this AI 
adoption effort is the changes to the way decisions are made in organiza-
tions. For example, with the help of A I-based analytics,  customer-facing 
staff has substantial additional information to make decisions on the spot. 
Such  AI-enabled and reengineered business processes eschew the hierarchi-
cal approval processes.  AI-based processes flatten the organizational hier-
archy and thereby radically change the organizational culture. Managing 
this change in the cultural mindset of the organization is an interesting 
challenge in adopting AI, and it mandates astute leadership.

Changing the mindset of people ( both staff and customers) is a greater 
challenge than the reengineering of activities and tasks within a process. 
Changing to a  data-driven culture requires the business leaders to pay due 
attention to human behavior, motivations, work environment, business 
operations, and governance. The impact of automation and optimization 
on the knowledge workers and the customers requires special attention. 
The manner in which people accept, respond, and operate the AI solutions 
determines the success ( or lack thereof) of the BO initiative. Astute leader-
ship is a crucial element in transitioning to optimized business.

Additional attention is required to the q uality- of-service ( QOS) factor. 
Optimized services are affected by quality of data, reliability of devices, 
and relevance of analytics through to visualization, security, and percep-
tion ( more discussion in  Chapter 8). The customer’s perception of quality 
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and security is a supreme indicator of business value. A reliable and resilient 
business builds capacity and capabilities to handle cybersecurity and qual-
ity requirements in an iterative and incremental ( ongoing) manner. Business 
strategies combined with agile instill adaptable behaviors, strengthen skills 
through training and mentoring, and enable the business to be adaptive, 
responsive, and resilient.

Leaders are entrusted with envisioning, preparing, and leading the execu-
tion of  AI-based optimization. Leaders also manage the ensuing change to 
a  data-driven culture. Leaders prepare the organization for risks, disrup-
tions, and unexpected outcomes. Foremost is the people risks that impact 
staff, users, managers, and support roles such as accounting and audits. 
This preparedness of the organization before, during, and after business 
optimization with AI is the key differentiator in providing customer value.

Managing the employees and other contract staff within an organization, 
keeping up their motivation, and keeping them abreast emanating from the 
application of AI in optimizing business processes of the changes are crucial 
ingredients of successful BO. Success in achieving career aspirations by indi-
viduals and ensuring personal job satisfaction requires right attitude together 
with careful planning and subsequent nurturing of that attitude and plan.

The core value of the business dictates what the business is all about. This 
is the primary reason why the business exists. Leaders ask the question: 
How will the core value change as a result of BO? Or, does it need to change 
at all? A radical business transformation can change the core value of the 
business, for example, from being a nonprofit charity to a p rofit-making 
business. Another example of change is that from being an entirely physical 
business to an online or virtual business.

Leaders create an environment for business optimization that is not lim-
ited to technologies. Encouragement and rewards for people, funds, and 
resources to train and change their mindsets, and adoption of the required 
frameworks and standards for process improvement, are crucial leadership 
activities during BO. Culture change in business complements automation 
and optimization of processes and services.

Change of mindset

Adopting  AI-based  data-driven culture in an organization requires a change 
in mindset. Realization of value from AI and  real-time  decision-making is a 
result of people implementing and using the solutions. BO requires people to 
change the way they work, and therefore, their mindset. ( This change was 
discussed in  Chapter 2,  Table 2.1.) Flexibility of a business is its ability to 
change internally so as to respond to external pressures. This flexibility is due 
to the use of AI in business processes. Change is inevitable due to this flexibil-
ity. As various systems and functions like marketing, financial management, 
HR, vendor management, workload distribution, SCM, HR, and compliance 
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undergo a change, it also requires a corresponding change in the mindset. 
These aforementioned systems change the way they store data and consume 
the  cloud-based analytical services. Advising customers, vendor manage-
ment, application integration, data feed management, and supplying data to 
supporting operations require to be managed as they all undergo change.

Changes from automation create less impact than changes from opti-
mization. Routine business processes that are well suited to automation 
improve the time, accuracy, and number of people employed. Optimization 
requires greater  problem-solving skills and focuses on higher  value-added 
services. Therefore, optimization changes the basic structure of the business 
process and the value it provides.

Cloud computing, mobile computing, and IoT Big Data analytics and 
ensuing  real-time  decision-making provide desired business outcomes so 
long as knowledge workers1 with the business processes accept those opti-
mized changes. The right people using the updated processes and making 
the right decisions at the right time and place require carefully managed 
change. Developing an approach to the change required of knowledge 
workers is a leadership responsibility.2

Managing the people risk

The complex and changing nature of interactions between people and 
 data-driven processes poses a risk to successful BO. Optimization redefines 
the roles within the organization including their reporting hierarchy. Roles in 
an optimized business require advanced p roblem-solving and complex people 
management skills that are more challenging than in automation. Changes in 
business due to optimization require resources skilled in critical thinking, ana-
lytical  problem-solving, and change management. Users need the capabilities to 
manage by exceptions and intervene using natural intelligence ( NI) in order to 
manage customer expectations. NI provides the crucial, subjective inputs and 
also helps alleviate the ethical and moral challenges in  data-driven decisions.

Leadership facilitates changes in behavior to reduce people risks. These 
changes are based on the following considerations:

• Viewing people, processes, and analytics as a holistic combination 
to provide customer value. People issues to be handled along with AI 
implementation. This enhances the capabilities of people to use ana-
lytics in  decision-making.

• Planning for the impact of business and social factors on each other 
during automation and optimization of processes. In particular, the 
way the social order changes in the organization.

• The initial hiccups which may result in slowing down of services due 
to the adoption of AI and managing the expectations of the customers 
and staff when that happens.
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• Providing all necessary training and mentoring to build the capacity 
and capability for the staff to be adaptive, responsive, and resilient by 
 AI-enabled business processes. Providing coaching to users, including 
customers, on the new ways of interacting with the organization.

• Developing the organizational ability to anticipate and respond to 
changes in AI technology by continuously scanning the technology 
landscape.

• Organizing modeling and implementing business processes based 
around the users rather than business hierarchy.

• Encouraging modeling of e nd- to-end process requirements that will 
provide a clear indication of how people are affected.

• Promoting a holistic quality environment in the organization by using 
agile iterations and increments.

• Ensuring active leadership participation in the initial planning before 
commencing AI adoption. Leaders handle the concerns and issues of 
people even in the planning stages of automation and optimization.

• Leading by example and providing clear vision and direction to the 
organization. This can be achieved by using  AI-based decisions and 
making them known.

• Adapting formal risk management and a  risk-based approach to AI 
adoption. This includes monitoring risks and preparing to adapt and 
respond to changes due to automation and optimization on a continu-
ous basis.

• Including metrics, compensation, and rewards in the overall BO 
strategy.

• Applying Composite Agile in outlining capabilities and delivering 
projects.

• Supporting the capability of a business to remain resilient and sustain 
operations through changes due to AI.

• Supporting establishment, management, assessment, and use of col-
laborative business processes.

• Supporting and providing all necessary training and coaching to the staff.
• Ensuring security and privacy within the A I-enabled business pro-

cesses. This includes monitoring risks and preparing to adapt and 
respond to changes due to automation and optimization on a continu-
ous basis.

• Facilitating dynamicity in business  processes – change the business 
processes of the organization to quickly and effectively respond to the 
changing needs of the customer in a l ocation - and  time-independent 
manner.

• Ensuring corporate responsibility by providing standards and consis-
tency through governance frameworks, improved corporate account-
ability, and regulatory compliance through timely, accurate, and detailed 
reporting on the business performance.
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• Ensuring security and privacy of customer data as the business pro-
cesses change, old data becomes redundant, and new data is brought in.

• Managing environmental responsibilities with Lean and efficient busi-
ness processes, efficient data centers, and sustainable human resource 
(HR) policies.

• Enhancing electronic presence through social media by exposing the 
right areas of the organization to customers, potential customers, and 
business partners.

 

Managing human behaviors

People are involved in all business functions, including financial manage-
ment, customer relationship management, and supply chain management. 
People are also involved in HR ( people management). Each business func-
tion requires decisions, and data analytics provides the ability to make 
those decisions faster and cheaper. Creating an environment for  data-driven 
decisions requires each user ( staff) to understand the importance of the 
source, storage, and usage of data. An important source of data is the user 
themselves. Understanding and managing human behavior in the adoption 
of  data-driven culture is the leadership responsibility. Leaders understand 
that it is the combination of the environment they create and the behaviors 
they support, which will result in a successful outcome for BO.

Leaders create situations that make it easier for the right people to take 
the right decisions. Confidence in the use of analytics in  decision-making 
is a multipronged approach requiring demonstration of successful decisions 
across the organization. For example,  first-time success in approving a loan 
by a  customer-facing staff in a financial institution is a story promoted by 
the leadership across the institution. This promotion creates the necessary 
impetus for other  decision-makers to start using the AI solutions and pro-
vide faster and more accurate service to the customers.

As a part of managing the change in the business, leaders also have to 
handle ambiguity and confusion. Anticipating ambiguity and confusion is 
 important – for no matter how sophisticated the AI solution is, its usage by 
people is bound to have elements of ambiguity and confusion.

The subjective aspect of data usage by people includes costs, regulatory, 
security, privacy, and reliability issues. People are interested in the source of 
data, how much it costs them, whether the data and analytics are protected 
by regulatory compliance as well as technical security, and whether the 
analytics will jeopardize their privacy. People work on trust and reliability 
of the analytics they are using. Large social media organizations acquire 
data directly from users and then they further provide it to other vendors in 
the analytical market through Analytics as a Service ( AaaS) to others. AaaS 
can be a cause for concern for e nd-user customers who need assurance of 
security, privacy, and reliability of the services.
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Human behavior is also a factor of perception. Therefore, optimization 
relies heavily on the quality of information and insights generated by AI in 
a business process. In particular, quality needs attention across business 
silos that include both internal and external stakeholders.  Chapter 8 further 
focuses on these important aspects of quality.

Sociocultural factors impact the implementation of AI and the transfor-
mation of workers to knowledge workers. Staff manage the business risk 
as services are automated and optimized. But staff also face the risks ema-
nating from AI adoption. For example, as the number of people required 
to execute a process reduces, the staff can perceive that as a threat to their 
jobs. Cost savings and business efficiency alone are unlikely to drive the 
 enterprise-wide acceptance of A I-enabled services. Therefore, cost savings 
associated with an activity are less important than the acceptance and use 
of a process by people.

Incumbency is highlighted as a significant p eople-based business risk 
during BO. Automation may not always result in acceptance by people. 
This is mainly because automation introduces uncertainty in the minds of 
staff in terms of their own future. Optimization further exacerbates this 
challenge of uncertainty in the minds of users.

Regulation is required to ensure the security and privacy of data. 
Regulations, however, can also contribute to the slower adoption of A I-based 
 decision-making across multiple industries. For example, data breaches 
in a taxi company can lead to slow adoption of AI in an airline company. 
Collaborations across multiple industries lead to the challenge of regulations 
impacting adoption.

Due consideration to these soft ( people) factors is required and that is a 
leadership responsibility.

HUMAN RESOURCE ( HR) MANAGEMENT

The Human Resource ( HR) function of an organization has to handle two 
distinct aspects of culture change due to BO. One is the handling of change 
across the organization. The second is changes to processes and opera-
tions of departments with the adoption of AI. HR is responsible for revised 
 processes and services. However, HR processes based on cloud services 
( e.g., Software as a Service or Infrastructure as a Service) also change with 
AI: for example, the upgrading of data science capabilities through inter-
nal training, the process of recruitment, and the compensation and reward 
 structure – these all change with AI adoption.

HR process changes

The following HR processes change with AI:
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• Performance metrics to monitor, reward, and promote people are 
optimized with data analytics.

• The recruitment process eliminates the intermediary processes and 
directly uses  analytics-based profiling.

• Redefining roles and responsibilities due to changes from BO and man-
aging transition of roles. This will include mentoring and coaching for 
 AI-enabled  decision-making. Existing expertise in the organization 
can be upskilled to use AI in business processes. Once developed, this 
same expertise is used in mentoring other staff.

• Defining new roles in BO that will provide data analytics and that will 
learn to use data analytics in  decision-making.

• Anticipating changes to behaviors in HR personnel resulting from 
optimization.

• Enhancing professional skills development through training, men-
toring, and recruiting. This would be customizing training based on 
the competency level of the teams within the program of work. Train 
and mentor champions to promote A I-based processes. Invite these 
experts to provide training.

• Training for the entire e nd- to-end business processes. This training 
starts with the key goal of the process and then helps the users under-
stand the activities and tasks impacted by AI.

Organizational process changes

The following organizational processes change with AI adoption:

• Modeling processes by investigating their activities, roles, deliverables, 
and practices. Identifying the diverse pull for each of these process ele-
ments by the corresponding methods, then work to reduce the effect 
of this handling that methods friction and pull in separate directions.

• Involve  end-users and sponsors in the entire adoption effort so they 
are able to anticipate and participate in the change arising in the pro-
cesses. The iterative and incremental approach to adoption ensures 
that the users have the right expectation from the changes.

• AI presents new business opportunities and challenges. Business pro-
fessionals need training and mentoring to handle the challenge.

• AI and networking increase the opportunities to work remotely. This 
change creates newer roles and challenges of handling privacy and 
security of processes

• Data analytics, visualization, risk, and security are all included in the 
soft issues of culture that impact employees, suppliers, customers, and 
shareholders

• Communicate across the organization the need to transform with the 
adoption of AI. Identify the elements from the h igher-level (  business-level) 
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processes that can benefit from AI. Embed A I-based within those h igher- 
level processes.

• Align processes with each other by reducing “ methods friction.”3 This 
is called “ process alignment.”

• Align the business internally to its existing technologies and systems 
and externally to its business partners and customers.

Virtual and collaborative teams

The creation of virtual teams based on the niche skills of various employees, 
consultants, and managers can lead to multiple offerings by the business as 
various players can get together to serve the needs of a particular customer. 
Such virtual teams enable the business to tap into the skills of consulting 
professionals outside the business for shorter and specific durations. While 
the purpose of such reengineering of processes is not staff reduction, they 
do lead to a much more  Lean-Agile team structure.

Training business people

Business people ( nontechnical) need training on ongoing basis to help them 
utilize optimized business processes. Three questions  non-tech employees 
should be able to answer4: How does AI work? What is it good at? And 
what should it never do? This requires training and mentoring for business 
users to have a good understanding of the basics of AI. Second, the business 
user is trained to spot the activities and tasks that are optimized through 
AI. And third, the users are trained on the security and privacy of AI in 
their own processes.

Based on Knickrehm,5 the following needs to be planned in changing the 
culture of the organization:

• Augment human skills in business with AI rather than aiming to 
replace humans altogether. Total replacement of humans is envisaged 
in pure automation; but in BO, humans are complimented by AI

• Reinvent operating models and reengineer processes in order to 
accommodate  data-driven  decision-making. Business process reengi-
neering discussed in the previous chapter deals with the creation of 
newer models of business and its processes. These processes are aimed 
at providing value to customers with efficiency and effectiveness.

• Redefine the jobs for the staff and associates which will accurately 
reflect their ability to make business decisions using A I-based insights.

• Rethink organizational design to a flatter, collaborative organiza-
tional structure rather than a hierarchical one.

• Encourage staff to partner in the new organizational initiative rather 
than being “ told” to do what they are supposed to do.
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Ascertaining current skills and competencies in the organization and plan-
ning for upskilling can be based on frameworks such as the Skills Framework 
for Information Age6 ( SFIA). SFIA can be used across multiple business pro-
cesses with the organization.

Educating the customer

Customer value is enhanced by direct and accurate access to the organiza-
tion and its services. This access transforms the business into an “ available” 
business that enables the customer to obtain personalized services from the 
business. For example, an airline passenger with access to the flight schedule, 
times, and  check-in facility is able to manage himself or herself much better 
than with the corresponding manual flying procedures. Similarly, accessibil-
ity to multiple sources of information such as weather, road conditions, and 
news reports can all add up to a pleasurable and safe travel experience.

In addition to training and upskilling the staff and associates who are 
providing the service on behalf of the organization, it is also important to 
pay attention to the changes that the customer will experience as a result 
of  AI-based decisions. For example, the most change that customers expe-
rience is a chatbot using IVR ( interactive voice response) to answer their 
questions. Customers can also be educated to use “  Self-Serve Analytics” 
to figure out the basic, automated answers to queries on loans, credit 
card facilities, airline prices, and hospital bookings. Customers weigh in 
the advantages of using  Self-Serve Analytics, providing they are not over-
whelming. Customers also interface with the business through sites, such as 
Twitter and Facebook, enabling the organizational systems to interact with 
external systems.

•  Employees – Organization moves to a lean structure. High  value-adding 
permanent staff to support core functions and drive business transfor-
mation and services. This is supplemented by managed vendors and a 
resource pool of skilled specialists brought in as required through an 
optimized recruitment process.

• Rewards for I nnovation – A suitable reward and recognition values 
framework is required across the enterprise.

• Customer  Focus – Business areas, including technology, are often 
internally focused with “ people operating around them.” A move to a 
more  customer-centric focus is required.

• Management  Capacity – The ability of an area of business to undergo 
change is often limited by the capacities and capabilities of manage-
ment. Building the soft skills of management is part of the successful 
transition.

• Vendors play a significant role in managing public and private  cloud- 
based vendor management as part of managing business change.
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ADOPTING AI FOR AN AGILE CULTURE

Agile is a culture in its own right. Businesses strive for quality to maximize 
customer value. An agile culture enables businesses to respond effectively to 
internal and external changes. Agility also initiates changes of its own. AI 
contributes to agility by providing timely updates on the status of a business 
to facilitate  decision-making.

A flexible business model and associated Agile corporate culture are 
capable of handling sudden external changes. Accompanying the need for 
structural flexibility of business is the need for the underpinning systems 
( e.g., HR, customer relationship management, CRM) to facilitate such 
nimbleness. BO integrates these technologies and tools with processes and 
people, thus paving the path for a flexible business structure.

BO changes an organization’s internal operating structure, alters its 
relationship with external parties, and affects the business ecosystem. BO 
crosses the boundaries of systems and processes resulting in agility.

Embedding AI in business processes changes the way the entire business 
operates. Decentralized command and control with distributed operations 
enables a maximum number of staff to make decisions. Changes are brought 
about in development and maintenance, budgets and costs, support and ser-
vices, architecture and infrastructure, and legal and environmental aspects 
of business. Sociocultural, psychological, and motivational issues are part 
of leadership challenges in BO. Systems Thinking, as described by Senge 
in Fifth Discipline,7 helps in managing these changes. Unhelkar ( 2010a)8 
has further argued for the need to handle people issues by getting together 
project sponsors, business stakeholders, customers, and users, along with 
architects, designers, developers, and testers, to implement solutions.

 

The agility of business depends on the type and size of business. For exam-
ple, a small travel company can adopt agility in its operational processes 
using basic data analytics, whereas a large hospital transforms all its busi-
ness functions to Agile. Thomsett ( 2010)9 advises beginning any business 
transformation with a series of “ fierce” conversations around culture, val-
ues, and behaviors. Such conversations, he argues, will ensure that the peo-
ple are totally involved and are fully aware of the potential cultural impacts. 
BO benefits such open and robust conversations. Eventually, BO makes an 
organization agile, c ustomer-driven, and an enabler of personalized services. 
Following are the advantages of AI to customers on the sociocultural level:

 

• Enhances customer experience through personalized and  location- 
specific services due to fine granular analytics.

• Provides customers with a range of additional products and services 
due to collaborating businesses.

• Provides customers with the ability to demand rapid changes to their 
existing orders with reduced risks.
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• Enables a customer business to quickly initiate changes to the existing 
order.

• Facilitates ease of compliance for the customer, and this is achieved 
by providing the customer with timely data on regulations, securely 
and privately.

• Extends customer global reach through wide offerings of products and 
services with the use of communications technologies and Web services.

• Improves the quality and efficiency of products and services.

The sociocultural environment of the organization becomes more agile and 
flexible as AI is adopted by the organization. For example, with AI, the 
demographics of customers on social media are better understood. These 
analytics provide valuable information on customer sentiments and their 
trends. The organization can respond in anticipation, making it agile.

Adopting AI also changes the way goods and services are sold online. 
Agility with collaboration expands the reach of the organization beyond its 
geographical boundaries. The expanded reach provides agility to the busi-
ness to serve wider customer needs.

Agility is also the ability of a business to creatively generate new products 
and services, come up with innovative ways of handling the competition, and 
prioritizing its risks. An Agile business creates many opportunities due to its 
creative and innovative culture. Enabling innovative approach to business 
often calls for changes in business practices and business operations. The need 
to foster an innovative culture is also high in BO, which enables people to 
experiment with processes and technologies to improve and optimize them.

The Lean Six Sigma approach in the business methods space, or even 
governance standards, such as the Information Technology Infrastructure 
Library (ITIL),10 can be customized to carry out BO. These process frame-
works can enable BO by capitalizing on the people, processes, and tech-
nologies of the organization.

Agile culture is also a  cybersecurity-aware culture. Agility is flexibility 
without sacrificing the internal and external security, and also its physical 
and electronic aspects.

Successful transformation underpins the principles and practices of a 
legal framework that can be used to understand the contractual obligations 
of the organization, particularly related to electronic transactions arising 
from collaborative commerce. This is particularly important as AI Internet 
technologies are embedded within processes.

  

CONSOLIDATION WORKSHOP

 1. Discuss the importance of leadership and culture change in BO. Argue 
why having good leadership is vital in the adoption of AI for BO.
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 2. What are some of the salient characteristics of astute leadership in the 
context of changes to the mindset of users?

 3. How can leadership help in automation versus optimization?
 4. Why is it important to manage change in BO? What will happen if AI 

is treated as a technical project and culture change is not managed?
 5. What are some training (a nd ongoing training) mechanisms to bring 

about a change in mindset?
 6. What are the advantages of understanding organizational cultures 

and business agility in an  AI-based transformation?
 7. Who are the key stakeholders in a business and what role do they play 

in AI adoption and change?
 8. How do HR departments impact agility in  AI-enabled businesses? 

Discuss this in the context of the changes to the HR processes and the 
changes to the organizational processes supported by HR.

 9. What are the nuances of handling the changes due to collaborations?
 10. Is there a need to educate the customer when the business is being 

optimized? What can be done to educate the customer easily?
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Chapter 8

Quality and risks
Assurance and control in BO

INTRODUCTION

This chapter discusses the quality and privacy of data in optimized digital 
business processes. The characteristics of Big Data discussed in C hapter 2 
(3+ 1 Vs) present unique challenges in terms of quality.

Big Data characteristics include lack of format,  schemaless-ness, high 
volume, and high  velocity – each of these characteristics leads to a chal-
lenge in handling the quality. The user communities on social media pro-
duce alternative data. These are the customers solving their own problems 
and helping each other via communities. This data is not owned by the 
organization analyzing it. There is no opportunity to verify the authenticity 
of such alternative data. The question of privacy is continually challenging 
the use of such data. Additionally, artificial intelligence ( AI) solutions are 
exposed to data without initially establishing the context. Context around 
a data point is crucial for quality, as it provides the basis for analytics and 
subsequent testing. Therefore, simply testing an AI solution thoroughly 
using a range of data is not enough. Think data (  Chapter 2) and all four 
of its aspects come into play in ensuring holistic quality. Governance, risk, 
and compliance ( GRC) provide necessary controls to enhance the quality of 
decisions and reduce the risks associated with data usage.

Quality initiatives establish trust and reliability of A I-based solutions in 
the minds of the users. Robust quality approaches to AI go beyond the 
technological quality of the solution and provide business benefits. Coupled 
with robust governance frameworks, visibility of quality and services helps 
in establishing business value.

  

Quality impacts business decisions. Relying on data analytics in 
 decision-making depends on trust. Insights from analytics are of value only 
when the perception of quality and service assurance are met. The size, 
speed, and variety of data and the corresponding analytics become irrel-
evant if the users start doubting the analytics outputs. Quality is an overall 
function to establish that trust by preventing and detecting errors well in 
advance and resolving the problems that occur in usage.
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Quality initiatives include validating and verifying the quality of data, 
analytics ( intelligence), model, processes, and usability. These quality ini-
tiatives are well supported by testing the source of data, applying feed-
back and results iteratively, and providing high visibility of the changes. 
Managing the intricacy associated with data acquisition, storage, cleans-
ing, usage, and retirement is included in this  all-encompassing aspect of 
quality.

Database systems, information systems, and  knowledge-based systems 
could function independently before BO. The systems, hidden behind the 
firewalls and in silos, could not be easily hacked. Thus, by their very 
nature,  pre-AI application in BO, enterprise systems were relatively 
secure. BO requires systems to work together. Customer call centers, 
enterprise web pages, online shopping stores, banking, and  e-commerce 
cannot work in silos. Analytics and services are based on an intercon-
nected world. This interconnectedness leads to quality and security 
issues. These issues are of overall quality environment and cannot be 
solved through testing alone.

The quality function includes quality of data, analytics, models, algo-
rithms, code, processes, and people. Quality is also a recursive func-
tion as it is also responsible for itself. The quality management function 
is itself subject to the quality criteria of the quality environment. Tools 
and techniques related to quality and testing support the quality process. 
Transitions, training, project selections, prioritizations, and documentation 
are quality issues associated with BO. The quality environment is an itera-
tive and incrementally operating environment that contributes directly to 
the  value-generating effort of BO.

Two practical aspects of quality are testing and assurance. These quality 
aspects rest on detection and prevention. Detection occurs through testing 
and prevention is through assurance. Quality control deals with the detec-
tion of errors. This is also called testing. Testing focuses on identifying 
errors as compared with a reference point or an ideal situation. Testing 
requires a valid data, and a model against which the new artifact being 
tested is judged for its quality.

Quality assurance primarily deals with the prevention of errors so as 
to provide an excellent user experience. This assurance is the discipline 
of quality processes and models to ensure the prevention of semantic and 
aesthetic issues. The aim of assurance is an end product that is free from 
defects.

Quality assurance in BO includes activities such as setting data filters at 
the source of the data, proactively managing the m eta-data in addition to 
the transactional data, and use of agile iterations and increments in devel-
oping AI solutions. Quality control or testing examples include the data and 
verification of algorithms, testing the nonfunctional or performance aspect 
of the solution, and fixing the “ bugs” and retesting.
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Direct and indirect impact of bad quality

There are numerous direct and indirect impacts of bad data quality on busi-
ness  decision-making. These impacts of quality specific to business optimi-
zation are as follows:

• Direct,  short-term tactical operational decisions are affected by poor 
quality of data. Defective products get installed and used by customer. 
Other examples include accounting ( payment and invoicing) errors. 
These errors are rectified by undertaking a data cleansing and testing 
exercise.

• Direct,  long-term strategic decisions are impacted by poor data and 
analytics: for example, loss of partnership or acquiring wrong part-
ners. These decisions cannot be easily corrected by simply correcting 
the data; all underlying business processes need to be revisited, and so 
also the algorithms analyzing the d ata – in order to improve the qual-
ity of these decisions. The more strategic is the decision, the greater 
the need for agility.

• Indirect,  short-term tactical operational decisions have poor quality: 
for example, poor inventory management, slow production, or poor 
customer service that are hidden in the processes. Handling these 
indirect poor decisions requires improvement in data and analytical 
quality, coupled with coaching and training for the staff and custom-
ers using the insights to make those decisions.

• Indirect,  long-term strategic decisions are impacted due to poor 
historical data and no control over alternative data: for example, 
the development of a completely wrong product or inefficient and 
undirected marketing, compliance issues, and loss of goodwill 
of the organization in the market. The quality situations can be 
improved by a holistic, strategic approach to quality assurance 
that includes improving data, information, algorithm, knowledge, 
and d ecision – coupled with enhancing people skills, attitudes, and 
influences.

Risks and governance policies

Risk management closely accompanies quality initiatives. Governance, 
risk, and compliance ( GRC) provide the framework to control risks and 
ensure compliance. Quality is further augmented by GRC, which enables 
the creation of an overall quality environment that is strongly focused on 
prevention rather than detection of errors. A GRC initiative is thus also use-
ful in creating services quality.

Good governance is a balancing act. While maintaining required busi-
ness outcomes, it also needs to ensure that the business is not so overloaded 
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that it ceases to exist. Pragmatic governance balances risks with opportu-
nities, cost, and the need to deliver services and operations. An important 
responsibility of risk management1 is to keep business viable. Governance 
should not negatively impact quality, cost, and the operational efficiency of 
the organization.2

GRC is a part of the quality environment. The GRC effectiveness and effi-
ciency are enhanced by understanding the business environment, type and 
size of business, existing capabilities and limitations of the business, and the 
available tools and technologies for the governance function. Furthermore, 
due to the prominence of compliance acts, such as the  Sarbanes–Oxley Act 
(SOX)3 and Health Insurance Portability and Accountability Act ( HIPAA),4 
AI applications are required to provide explanations for the decisions 
arrived at. Regulations also make it mandatory to provide auditability and 
accountability of  AI-based solutions.

  

General data protection regulation ( GDPR)

General Data Protection Regulation ( GDPR)5 dictates rules for the collec-
tion and processing of personal data. The regulation also provides the user 
with the right to port their data from one organization to a nother – such as 
a patient moving from one hospital to another.

 

While GDPR jurisdiction is the EU ( European Union), it has a much 
wider applicability in the digital world that transcends geographical bound-
aries. GDPR enforces organizations to justify their collection of data and 
explain the reasons and methods of its processing. Electronic data can-
not be collected without unambiguous and explicit consent from the user. 
Furthermore, the business must provide the users with a copy of their own 
records, correct the details therein when asked by the user, and erase the 
data if the user wishes so.

Quality and ethics

The ethical, social, and legal consequences of decisions impact the qual-
ity of BO. These issues cannot be handled by AI and its automated ML 
systems on their own. AI systems do not understand the context in which 
decisions are made. Therefore, it is crucial for an enterprise to validate the 
quality of predictions and decisions based on AI.  Chapter  10 describes 
a model of combining human natural intelligence ( NI), experience, and 
intuition in every stage of the automated ML d ecision-making pipeline. 
Human subjectivity which is an indispensable parameter for producing 
and validating quality decisions and customer value plays an important 
complementary role in supporting and enhancing BO with AI solutions.
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Big Data-specific challenges to quality and testing

The following are Big D ata–specific challenges to quality and testing:

• Analytics use a wide variety of structured and unstructured data that 
require different testing techniques to ensure their quality. Structured, 
transactional data can be subjected to traditional testing techniques 
based on equivalence partitioning and boundary values. Unstructured, 
schemaless data cannot be tested with the same techniques. The auto-
mated data preprocessing and the dynamic online data monitoring ( AI 
tools and frameworks presented in  Chapters 4 and 5, respectively) are 
ideal for quality assurance and control of this kind of unstructured data.

• The data quality practices include data profiling that is based on the 
potential users. Data profiling maps the data to the desired outcomes. 
Therefore, in a way, the data profile starts to provide the context of 
data usage.

• Changes to the context in which data is used are based on the changes 
in outcomes desired. This context change results in different percep-
tions of the same dataset and, therefore, requires a different quality 
strategy ( including testing) for the same dataset. For example, a data-
set on interest rates has to be tested for algorithms predicting changes 
to the interest rate versus predicting risks to the loan amount.

• Changing levels of granularity. Analytics will have to be tested against a 
range of granularity, and that can be challenging. Fine granular analytics 
needs to be tested with  high-velocity data on a very narrow requirement.

• Externally created and externally sourced data cannot be easily fil-
tered for quality. Furthermore, should a filter spot an error, there are 
very limited means available to correct such data. And on correction, 
that data may end up with a different format to the original  data – 
creating challenges of inconsistent data formats. Externally, data that 
is not relevant to the business context or one whose source is dubious 
must be kept outside the firewall.

• The need to continuously and rapidly align the new, incoming Big 
Data with existing transactional data. New data potentially contain 
anomalies and security risks that are identified only when an attempt 
is made to align it to the existing data.

• The need to test the concurrency of data processing that requires the 
balancing of loads to ensure operational performance.

• Operational parameters can wildly vary. They may not always pro-
vide the opportunity for a satisfactory user experience ( in terms of 
time and visuals).

• Cybersecurity of data that is spread within and outside the organiza-
tion is a major challenge. Strategize for use of security analytics tools.
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QUALITY OF “ DATA TO DECISIONS”

The pyramid shown in  Figure 8.1 summarizes the various items, processes, 
and their relationships in the business world. Data management, data qual-
ity, data consistency, data access, data continuity, data completeness, and 
data permissions form the basis for data quality. Each layer in the evolution 
of data to decisions requires attention to quality.

The pyramid layers based on earlier discussion in C hapter 2 are stacked 
from bottom to top with data, information, services, knowledge, and 
decisions. Traditionally, business organization is set up h ierarchically –  
with teams engaged with the duties in the lower rungs of the pyramid, 
while the managers occupied the higher rungs, chiefly as knowledge 
heads involved in  decision-making. Data contains raw figures obtained 
from sensor measurements. Information is the interpretation and mean-
ing imposed on the data by humans. Services are orchestration of vari-
ous information systems at a higher level. Knowledge is the association 
of various types of information and services making action possible. 
Decisions deal with the selection of a particular course of action, based 
on knowledge.

AI requires businesses to change from the traditional pyramid hierarchy. 
AI and ML have been extensively applied to business, and closer inspection 
reveals that AI and ML algorithms limited to the bottom and top layers of 
the pyramid is a lost opportunity. Large quantities of data ( bottom layer) 
are collected, preprocessed, and directly fed into ML algorithms, the result 
of which are predictions and/ or decisions ( top layer).

Decisions 
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Analytics & Services 

Information

Data 

action

Observation

database

apps

services
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Ml for es

Ml for services
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 Figure 8.1 AI impacts and is impacted by the evolution of data from observations to 
decisions.
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Quality of data

Data is the first layer of quality that ascertains its veracity. Quality data is 
essential for quality AI and ML. Techniques such as equivalence partition-
ing and boundary values can test the veracity of data. These techniques 
make use of sampling, checking, and correcting the data based on the 
parameters provided by the business. The data quality initiatives surround-
ing Big Data need to handle factors in addition to testing just the “ data.” 
For example, large volumes of unstructured data simply cannot be tested 
on their own. An understanding of the context enhances the value of data 
analytics/ semantics before the data can be tested.

The peculiar nuances of Big Data bring additional challenges to quality. 
For example, consider how data is viewed as an “ aggregate” in the unstruc-
tured data. This viewing of an aggregate implies a move away from the 
structured rows and columns of a relational database. Testing and ensuring 
the quality of such unstructured data cannot be undertaken by the tradi-
tional sampling from a set of data and testing it. Sampling of data based 
on equivalence partitioning and boundary values presumes a semblance of 
structure within the underlying data. Such structures are often not available 
in Big Data. Hence, testing of Big Data sets may have to occur over an entire 
data set rather than a sample.

Another important consideration in testing and quality assurance of Big 
Data is that the data on its own may have very limited parameters that 
can be tested. For example, basic filtering of input data can ensure that 
numbers and texts are in their respective fields within a form on a Web 
page. Beyond that, basic filtering may not be able to ascertain and test the 
semantics behind the number or text. Additionally, with Big Data, the data 
values may not have a format, and therefore even the  format-level filtering 
may not apply.

Merged data used for the calculation of derived values includes account 
management, permissions management, database indexing, and log file 
management. Testing this data requires an integrated test strategy with the 
required functional testing, user acceptance testing, penetration testing, 
accessibility testing, and load testing.

In addition to the sheer size of data, there are other factors impacting the 
quality of data. These factors include infiltration of missing, misplaced, and 
distorted datapoints. ML tools can also be used to address the data quality 
problem along the following lines:

• Missing data is a common problem in many datasets. A couple of attri-
butes in a couple of records or some entire records could be missing in 
a dataset for several reasons, including human error. ML algorithms 
trained on relevant datasets can easily detect the missing datapoints 
and fill in appropriate values obtained through the learning process.
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• Data augmentation techniques include ML to solve the problem 
of insufficient data in numerical, text, and image data formats 
(  Chapter 4). In a similar way, ML algorithms look for distorted or 
inappropriate datapoints.

• Numerical data in which values are misplaced or distorted or out of 
range are very difficult to detect when dealing with large datasets. For 
example, the data entry of someone’s year of birth as 1794 ( instead of 
1974) goes unnoticed when data scientists must check tens of thou-
sands of data records. ML algorithms trained on the validity of datas-
ets can pinpoint incorrect values of data attributes and, in some cases, 
even suggest solutions.

• Text data product reviews by customers, customer sentiment analysis, 
blogs, and so on are the modern sources of data in the text format. 
Misspellings, wrong usage of words, and grammatical and syntactical 
errors can distort the meaning of sentences or make them meaningless. 
Conveying correct syntax and semantic meaning is important because 
 text-based information is the source of knowledge. For example, in 
the course of typing the contents of this book, several typographical 
errors like machine leaning ( instead of learning) go unnoticed. Such 
subtle errors in text data can be traced and fixed by ML algorithms 
trained on large language corpora.

• Image data. Human eyes soon get exhausted looking at the details in 
colored images. It is humanly impossible to check millions of images 
that are routinely crunched by image processing programs in com-
puter  vision-related tasks. In addition, some of the latest security 
attacks come from Generative Adversarial Networks ( GAN),6 which 
fool even the s tate- of- the-art image recognition algorithms. For exam-
ple, introducing an infinitesimal perturbation at the right intersec-
tion of pixels in the image of a panda can mislead even the highest 
performing algorithm to recognize the panda image as nematode or 
gibbon with exceedingly great confidence, even though nothing has 
changed on the surface when viewed by human eyes.7 ML algorithms 
trained with GANs are capable of detecting such errors.

Quality of information

Level 2 in  Figure 8.1 represents the processing of data to create informa-
tion. Information is a systematic identification of patterns and trends within 
those data. Data, on its own, is not meaningful, whereas information based 
on the data provides meaning or semantics. Ensuring the authenticity of 
this meaning is the responsibility of quality of information. The  e-world 
comprises billions of pages that are increasing exponentially. There is no 
centralized agency monitoring the quality of information available on the 
internet. Individual information systems on the web are constantly trying 
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to adjust to the flow of information on the web so as not to be outmoded. 
It is difficult to test the quality of the information fed into these systems 
from the web. ML algorithms placed at the  front-end of  web-based infor-
mation can learn to test and validate the quality of the incoming informa-
tion. News, podcasts, articles, blogs, auctions, advertisements, shopping 
sites, and mobile apps are subject to testing via ML algorithms.

A caveat in the BO world is that anomaly in information is not always a 
lack of quality. Anomalies can signal security breaches which require detec-
tion and filtering. Anomalies can also indicate emergence of a new idea. 
For example, consider how spam filters in late 2019 filtered out mails based 
on certain keywords like “ virus, infection, epidemic, disease, and so on.” 
Filters embedded with ML functions would have possibly noticed the emer-
gence of a new entity ( like  COVID-19) by analyzing the anomalies in the 
email information.

Quality of analytics and services ( collaborations)

Analytics quality is the quality of its algorithms. Analytics are complex, 
and their algorithms need to be verified from both statistical techniques 
and a programming viewpoint, including exceptions and error handling. 
The quality of analytics includes verification and validation of their syntax, 
logic, standards ( e.g., naming of attributes and operations), and the purpose 
they serve ( semantics). Analytics establish correlations between data and 
information. The more the data, the better is the output. Also, data analyt-
ics is not limited to analytics on a singular type of data. Data is sourced with 
the help of services from multiple and widely varied databases ( typically on 
the Cloud) and a relationship established between them in order to perform 
data analytics. Analytics itself is offered as a Service8 on the Cloud.

Since the algorithmic code deals with and manipulates the data, the qual-
ity of that code also influences the quality of the data. A white box method 
for quality of analytics approach to quality of analytics consists in meticu-
lously checking the code for syntax and semantic errors. White box meth-
ods can be tiresome and not foolproof. ML offers a black box approach to 
quality testing of analytics and corresponding services. Continuous testing 
based on Agile iterations enable black box testing. An ML algorithm pro-
vided with known output for a given analytics and services can learn ( in a 
supervised way) to detect errors and faults in similar analytics and services 
on the web.

These tests ( quality control) are also meant to detect performance and 
reliability issues. Quality assurance of the algorithms happens through 
models and architectures and following a development process ( i.e., Agile 
in the solution space).

 Self-serve analytics ( SSA) require the sharing of data across the enter-
prise, including partners, customers, and providers. The quality of SSA can 
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depend on a number of factors, such as the ease of configurability of the 
analytics, the expertise and experience of the user, and the urgency and 
criticality of the analytics. Most of these factors are outside the control 
of the organization, and testing them requires considerable assumptions. 
These assumptions include the reliability of the source of analytics, their 
compliance with the legal requirements of their jurisdiction, and the use of 
SSA by other business partners.

Data usability is the ease of use of data within analytics. The accessibil-
ity, profiling, cleansing, and staging of data play a part in data usability 
and, in turn, its quality. These factors affect the quality of the solution 
being developed.

Quality of knowledge and insights

Knowledge is rationalization and correlation of information through reflec-
tion, learning, and logical reasoning. Analytics form the basis of such cor-
relation. The body of explicit knowledge available in an enterprise along 
with the implicit knowledge in the form of intuition and experience of busi-
ness experts is optimized in BO. E nd-users and domain experts seek this 
knowledge.

Use of knowledge and insights is based on analytics from expert systems. 
These expert systems in the past were insular, with the body of knowledge 
occasionally updated to keep abreast with the latest domain knowledge. 
 ML-based systems analyze and filter online information and engage in 
knowledge discovery. Newly discovered knowledge is automatically added 
to the knowledge base. Increasing the reliability requires testing the discov-
ery capabilities through test data and on a  real-time basis. Tested results 
are inputted via feedback loop back into the system and further tested to 
enhance its capabilities.

Quality of decisions

While data, information, analytics, and ( to a large extent) knowledge are 
considered objective, decisions are a human subjective trait. Quality of 
 decision-making depends on tacit human factors such as personal expe-
rience, value system, time and location of d ecision-making, sociocultural 
environment, and ability to make estimates and take risks.

Quality of decision is a result of the quality of the previous layers shown 
in  Figure  8.1 and combined with NI.  AI-based systems can suffer data 
bias, algorithm bias, and decision bias. Large amounts of skewed input 
data introduce data bias. Algorithms can be designed by developers with 
preconceived notions that can be biased. Eventually, decisions based on 
data and algorithm biases can themselves be biased. The feedback of conse-
quences from these decisions creates further biases. Therefore, the quality 
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of decisions can be improved by iterative feedback, by evaluation of con-
sequences by multiple people and by keeping mind the context, time and 
place of decisions.

Finally, intelligence is actionable knowledge based on insightful use of 
Big Data. The  decision-maker’s ability to distinguish decisions based on 
their important, relevance, context, and organizational principles is a cru-
cial quality factor for intelligent  decision-making.

Testing is performed at best with software tools. The ML technol-
ogy discussed here is applied to assure quality of the middle layers of the 
 data-decision pyramid. ML can be used as a tool to test and refine the qual-
ity. ML algorithms need the application of quality techniques to enhance 
their quality.

QUALITY ENVIRONMENT IN AI AND ML

Assuring ML quality

Analytics can be used to ascertain the quality of data. This data and the cor-
responding analytical algorithms are subjected to quality assurance activi-
ties using the capabilities of AI. For example, an analytical algorithm can 
be applied to the incoming weather data to identify potentially unrealistic 
spikes ( e.g., a temperature variation of 500°F at the same location within 
a few minutes). Such identification of spikes can lead to an investigation of 
the algorithm itself to ensure that it has passed the testing and is secured.

Quality assurance and testing of ML algorithms/ systems are carried on 
at three levels:

 1. Testing performance and logic of ML algorithms
 2. Testing for bias in the ML predictions
 3. Reducing the inexplicability of ML algorithms

The first is discussed here, and the second and third are discussed in 
Chapter 10.

Testing of ML algorithms starts by separating the data into testing and 
training. Testing the algorithms also requires a strategic approach includ-
ing  black- and  white-box testing. Unstructured data, in particular, is chal-
lenging to test. Creating sample data and testing the execution of logic are 
recommended. When the questions themselves are not known and the cor-
relations are produced by the machines, quality assurance becomes a risk 
management exercise.

 

The opportunity for feedback loop in testing Big Data and its analytics 
is much less. This is so because the topography of themes provided by the 
Big Data is not known at the onset. Testing requires validation of data and 
algorithms. Testing of BD systems requires a certain amount of guesswork. 
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The quality of data and the validation of algorithms are never entirely com-
plete. Quality assurance and testing of ML systems require validating the 
test data, validating the training data, and then validating the performance 
of the algorithms against open data.

GRC positively influences the transformation and delivery of BO. 
Leadership defines, leads, and manages BO and its overall quality. Leaders 
not only set the objective and strategy, but they also set parameters for qual-
ity. Leaders balance the cost of making bad quality decisions and also not 
making decisions. BO comes with a risk and the risk is higher when quality 
of data and algorithm is not verified and people are involved.

The quality and value from Big Data are also based on the perception of 
the users of the analytics and business processes. Therefore, ensuring the 
quality of Big Data goes beyond technologies and also includes sociology, 
presentations, and user experience. These are some important aspects of 
quality that are specific to Big Data and that need to be handled on a con-
tinuous basis for the analytics and business processes to provide the neces-
sary confidence and value in business  decision-making.

Assuring quality of business processes

The quality activities here include modeling of business processes and, 
thereafter, the verification and validation of those business processes using 
techniques similar to those used in the quality assurance of models and 
architectures. Process quality depends on the way in which the processes 
are executed by the users and their end goals.

The quality of business processes is verified and validated by creating visual 
models and then applying the quality techniques of w alk-throughs, inspec-
tions, and audits. Business processes use applications and analytics to help 
the end users achieve their goals. Therefore, the quality of business processes 
depends on the way the users perceive their achievements. Understanding, 
documenting, and presenting the visual models of the business processes to 
the end users and incorporating their feedback in an iterative manner are 
Agile ways to enhance the quality of business processes. Process modeling 
standards ( such as Unified Modeling Language [UML]9,10,11 and Business 
Process Model and Notation [BPMN]12) and corresponding modeling tools 
further help in improving the quality of business processes. In addition to 
the processes that form part of the business, there are the processes that deal 
with producing the solutions. Project management, business analysis, and 
solutions development life cycles are examples of these processes.

The quality of these adoption and solutions development processes is also 
important and needs to be subject to the same quality techniques as those 
used for quality in business processes. A set of  well- thought-out activi-
ties and tasks combined with the Agile techniques produce accurate and 
 higher-quality analytics which, in turn, enhances the quality of the business 
process.
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Developing the quality environment

The following are the strategic considerations in developing a quality envi-
ronment in a Big Data initiative:

• Identifying key business outcomes: Defined in the corporate strategy 
in order to create a common understanding of the Big Data adoption 
exercise and the role of quality in helping achieve those outcomes. 
These business outcomes have a bearing on each of the data quality 
characteristics. The more detailed the outcomes and the higher the 
risks associated with those outcomes, the greater is the demand on 
data quality.

• Modeling the range or coverage of Big Data: Its sources, types, stor-
age mechanisms, and costs. Clarity in understanding the range of data 
enables the formulation of quality strategies based on the depth and 
breadth of the incoming data, associated risks, and costs associated 
with analyzing that data.

• Extent of tool usage: Most Big Data quality initiatives need tools 
and technologies that complement the technologies of Big Data. For 
example, quality assurance and control activities on a NoSQL data-
base will need tools that can verify the extraction of data, match 
the extracted data against reference data, and provide feedback to 
the quality personnel. This verification exercise can be challenging 
because of the unstructured nature of the data; therefore, tools that 
can handle the testing of unstructured data and its performance 
are required. Tools are also a must because of the high velocity of 
incoming data and the varying levels of granularity in analyzing that 
data. Quality tools need to be able to operate within the Big Data 
environment.

• Ensuring a balance between the rigors of quality and correspond-
ing value: The business d ecision-makers need to collaborate with the 
quality personnel to ensure that quality efforts are balanced with the 
business outcomes. Standardization of data and its cleansing in order 
to enable processing can either go overboard or be carried out over 
data that may not be used at all. Therefore, it is important to keep the 
ultimate usage of the data and the desired business outcomes in mind 
before undertaking quality activities on the data

Assurance activities

Quality activities are carried out over the key phases that are transitioned 
by data entry, storage, cleansing, and retiring. In each of these phases, the 
volume, velocity, and variety of Big Data ( including myriad data sources) 
add to the challenge of data quality. These challenges include complica-
tions of data governance and risks associated with the management of 



202 Artificial Intelligence for Business Optimization

data. Big Data in particular needs continuous filtering and standardization. 
Following are the data assurance activities for Big Data:

• The entry point for Big Data has “ presumptions” in their use. These 
presumptions are needed to create and apply filters to that data. These 
presumptions can be based on prefabricated ( i.e., halfway completed) 
analytics. The fuzzy and uncertain nature of the use of the data pres-
ents input filtering challenges.

• Sources of data ( social media, crowd, other systems) each requiring 
a specific filtering before entry, and each of these data sources is not 
always under the organization’s control.

• Lack of context requires presumptions about the use of data before 
filtering.

• Velocity of data is a big challenge requiring the use of tools for filtering.
• Complexity of analytics applied to the data presents quality challenges.
• Data is identified, secure, and s tored – presumably on the Cloud 

requiring data assurance effort to shift to the Cloud.
• Need to maintain data entities as separately and identifiable as pos-

sible due to the 3V of data but the challenge of data quality is further 
exacerbated when data is mixed types. A NoSQL database requires 
dynamic modeling and design before data can be stored in it.

• Strategies for backing up and mirroring of databases should be in 
place. This allows for efficient restoration that is important for data 
assurance.

• Data is continuously checked for redundancies and abnormalities. 
Tests are used to remove spikes and prepare the data for staging area 
where analytics can be performed.

• Ongoing monitoring of data as new data is integrated/ interfaced with 
existing data for analytics.

• Data retired after use ( and when it has lost its currency and relevance) 
has to be formally archived with the help of tools even in a Hadoop 
environment.

Developing the testing environment

Testing in the Big Data space requires due consideration to the testing 
of data, scripts, algorithms, and tools. Following is a list of these testing 
considerations:

• Testing of  algorithms – Development of test harnesses to test algo-
rithms that cannot be executed and tested on their own.

• Test  scripts – Writing of test scripts based on use cases in order to test 
the data algorithms and repeat those tests on a continuous basis in an 
agile environment.
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• Repository of test  cases – Which can be used, reused, and augmented 
as the continuous testing progresses.

• Testing  tools – Adopt a standard test tool for test plans, test cases, 
and results tracking. These tools ( e.g. Silk,  Chapter 9) also provide 
security analytics.

• Test  planning – A standard process for the creation of test plans and 
test cases, as well as an outline of the test schedule and resource needs. 
These plans are based on industry experience, test frameworks, and 
CAMS agile.

• Test result  tracking – Tools and processes for tracking test results and 
tracking back to requirements and release versions. Analytics on test 
results indicate areas for rework and regression testing.

• Test  approvals – Processes and tools for tracking test approvals and 
tracking them back to releases and authorizations for releases. These 
approvals can happen on a Kanban board.

• Testing  processes – The required processes, knowledge base, training, 
and support associated with testing Big Data Testing Types. This is a 
visible and highly interactive agile process.

Ongoing monitoring of data that is being used for analysis. The quality of 
data here depends on factors such as changes to the existing data, addition 
of new data ( typical of  high-velocity Big Data), and loss of currency of data 
while it was being used for analytics.

New data is integrated or interfaced with existing data for  analytics – 
and this integration needs to be modeled, tested, and then executed. The 
integration of Big Data occurs between various data sets ( structured and 
unstructured) owned by the business, data sets provided by external entities 
( third party), and those being made available through open data initiatives.

ADDITIONAL QUALITY CONSIDERATIONS

All quality efforts are directed at improving the eventual quality of business 
decisions. Therefore, the basic data quality eventually impacts the business 
processes. There are a number of quality techniques that are applied at the 
data and process levels.

• Cleansing and standardizing  data – This is a technique to identify and 
remove the spikes and troughs within a given set of data. In the Big 
Data domain, this technique becomes important from the point of 
view of standardizing the data in preparation for its use in analytics. 
Data editing tools are used in this exercise of cleansing data.

• Applying syntax, semantics, and aesthetic checks to data, algorithms, 
and code quality. While these techniques are immensely helpful in 
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ensuring the quality of models and processes, they can also help in 
reviewing and improving the code and data quality.

• Identifying the source of data and tracing data to that source in order 
to enable filtering and cl eaning – as much as possible. Identification of 
the source of data may not always be possible beforehand ( especially if 
those sources are identified automatically through a Web service), and 
in some cases, precise identification of the source may not be permit-
ted ( as in the case of identifying the crowdsource).

• Using standard architectural reference models and data patterns in 
order to provide the basis for the matching of data and thereby spot-
ting mismatches.

• Controlling the business process quality through timely checks and 
balances at specific activities and steps within the business processes 
using tools and standards.

• Continuous testing effort as Big Data streaming results in changes to 
the incoming data points and their context.

• Using Agile techniques, such as showcasing and daily s tand-ups, to 
enable a high level of visibility and feedback in developing  high-quality 
analytics. Some analytics can also be used in identifying errors within 
a database.

• Using processes and tools for implementing governance policies for 
data. These can be the automated implementation of electronic poli-
cies through algorithms that are specifically created and executed 
for that purpose. The quality of data stored within the organization 
boundary can be subjected to greater controls than those acquired 
from outside. In both cases, though, good data may not always result 
in good decisions, and vice versa. All the checks and balances can-
not guarantee total accuracy. Besides, Big Data input is from sources 
other than humans. Therefore,  cross-checking and filtering out human 
input is not a guarantee for erroneous data entry ( e.g., wrong data cre-
ated). The greater the number of analyses and manipulation of data, 
the greater are the chances of loss of quality. This loss of quality of 
data is primarily felt in the quality of  decision-making resulting from 
that data.

Nonfunctional testing

Slow, unoptimized, and  bug-ridden applications suffer a lack of accuracy 
and performance. Databases, information systems, analytics and services, 
 knowledge-based systems, and  decision-aiding systems are composed of AI 
analytics. These applications need intense quality control of their function-
ality as well as performance.

Such testing includes performance, volume, and scalability testing. This 
type of testing is called nonfunctional. The interest here is in the run time 
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performance of the solution ( as against its  step- by-step function accuracy). 
This type of testing requires an executable system with fully loaded opera-
tional data ( or its equivalent synthetic data). An Agile approach to develop-
ing solutions helps here because in Agile, testing is a continuous process.

Quality of metadata

Ensuring specific focus on metadata: This focus is on the quality of the 
context surrounding a data point. Each data point has many contextual 
parameters that provide additional information about that data point. This 
additional information, also called metadata, provides a filter for capturing 
and sharing data elements. For example, metadata around a temperature 
data point can be the location from where that temperature is being cap-
tured. A dramatic change to the next weather data point, in the next minute 
from the same location, is indicative of bad data quality. The metadata 
around the collection of data points produces a common reference model 
that helps filter incoming data. In addition to the quality of the incom-
ing data, there is also a need to ensure the quality of and test the refer-
ence model itself. This quality assurance and testing of the model requires 
 cross-functional collaboration, iterative development of prototypes, and 
incorporation of the feedback back into the metamodel.

In addition to the quality of the data and processes, the quality of 
metadata is another important element that impacts the quality of busi-
ness  decision-making. Metadata starts to provide an initial context to the 
incoming data. For example, a tag is basic metadata that is assigned to 
incoming unstructured data. This tagging provides an identity to the data. 
This identity and the parameters ( metadata) surrounding the data provide 
a hook for  testing – as they improve the chances of filtering out bad data. 
For example, consider a weather data point showing 800°F. The metadata 
around this data point provides the location ( latitude and longitude) and 
the time ( say, 1:00 p.m.) at which this temperature is recorded. If the next 
data point shows, say, 350°F, then the tools filtering this incoming data 
can  cross-check against the location ( latitude and longitude) and the time. 
And if the location is the same and the time is similar ( say, 3:00 p.m.), then 
the incoming data is wrong. Big Data quality at the metadata level implies 
improved consistency across the data suite. Reference to metadata provides 
a common basis for data validation, standardization, enhancement, and 
transformations.

Quality of alternative data

Alternative data holds the promise of niche analytics but, at the same time, 
presents the biggest challenge in terms of quality. Alternative data is neither 
owned nor controlled by the users of that data. For example, discussion 
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blogs, tweets, and likes on a social media page are all contributors to the 
Alternative data. These data can very easily comprise fake data, news,13 
and unsubstantiated information on social media platforms. Verifying their 
quality using traditional tools and techniques is an almost impossible task. 
Suggestions on handling the quality of alternative data include critically 
reading the material, checking the sources, and comparing with others. 
Automation and optimization of processes can include ML algorithms to 
take over some of the basic activities of verifying alternative data.

Sifting value from noise in Big Data

The available data can come in with a lot of noise that is irrelevant to 
the outcomes and does not gel with other data points within a data set. 
Analytics on this data will be embedded within business processes. Thus, 
the quality effort is in identifying the relevant data, providing it with 
some structure to make it analyzable, and then  decision-making ( explicit). 
Supporting data quality is the quality of the enterprise architecture, ana-
lytical algorithms, and visualizations. Quality initiative is an effort to sift 
value from the chatter and noise of data and make it available to business, 
verifying and validating its results through a business process. Techniques 
such as data sourcing and profiling, data standardization, matching and 
cleansing ( scrubbing), and data enrichment ( plugging the gaps and correct-
ing the errors) are applied here to make the data analyzable.

Retiring the data safely and securely after  use – data retirement after 
use ( and when it is no longer current and relevant) needs to be undertaken 
carefully to ensure that the retired data cannot be abused by unauthorized 
parties. Besides, the data that is retired for one business can still have some 
potent value in it for another b usiness – such as being able to track the his-
tory of decisions made by a business.

Quality in retiring data

A formal archival process of retired data is another important ingredient 
of quality. Spent or unusable data has to retire in a safe and secure man-
ner. Audit trail needs to be preserved in order to provide the proof of data 
destruction in a controlled manner. Big retirement of Big Data is controlled 
by governance and compliance requirements. Governance and policies 
around the management of risks help control the retirement and detection 
of data sets. Attention to the external sources of data and systems is also 
required. The policies and processes provide checks and balances in data 
 handling – including its cleansing, storage, usage, and eventually retire-
ment. Unique data types such as  meta- and alternative data may not belong 
to the organization. Hence, these data types may not retire. This archival 
process is undertaken with the help of data manipulation tools.
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Velocity testing

Velocity of data at the entry is an important quality challenge requiring the 
use of tools for filtering. This is particularly so when the data is being gener-
ated through the Internet of Things ( IoT) and machine sensors. The effect 
of bad data on quality is exacerbated if that data is generated by sensors 
and, as a result, is inundating the entire analytical systems.

Testing the velocity of data is important because of the impact of velocity 
on performance. This is the performance of the storage systems, as well as 
that of the analytics to keep up the processing with the velocity.

The following are the characteristics of velocity testing:

• Velocity testing includes testing the speed with which data is being 
produced and received ( e.g., data generated by IoT devices).

• The rate of change of data ( including speed of transmission, storage, 
and retrieval) and its impact on the analytics is also tested here.

• Also included is testing the speed of  analytics – that is, the rate of pro-
cessing of data and the creation of information or knowledge.

• Velocity testing will require the creation of a test environment that 
mirrors the production environment, as this is a part of operational 
testing of the performance of the system.

Visualizations are presentations on various user devices. These are the 
graphic user interfaces presenting the dashboard of analytics. The quality 
of visualizations plays an important role in providing a satisfactory user 
experience.

 GOVERNANCE–RISK–COMPLIANCE
AND DATA QUALITY

  

Effective governance is based on a body that comprises both business and 
technical  decision-makers of the organization. Underneath this group of 
 decision-makers is the business capability competency group that helps 
align the capabilities of the organization to the business outcomes.14 These 
groups synergize operational, strategy, and IT professionals to ensure that 
the relevant IT systems, services, and platforms support the organization’s 
outcomes.15

The GRC returns a significant value when it is carefully mapped to busi-
ness capabilities. This is so because apart from ensuring compliance, GRC 
is also geared to ensure an ROI for the business. GRC ensures that BO 
adoption is of value to the organization.

GRC is helpful in maintaining compliance with both external and inter-
nal legal, audit, and accounting requirements. GRC coupled with business 
capabilities is vital to pave the path for AI technology investments.
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Business compliance and quality

Business compliance is the need for the business to develop capabilities 
to meet regulatory compliances. These compliances enhance quality and 
reduce risks. The external demands for government and regulatory require-
ments also need the business to reorganize itself internally. An Agile inter-
nal business structure is able to respond better to  ever-changing legislation. 
Consider, for example, the  Sarbanes–Oxley ( SOX) legislation. This legisla-
tion provides protection from fraudulent practices to shareholders and the 
general public and, at the same time, also pins the responsibility for internal 
controls and financial reporting on the chief executive officer ( CEO) and 
the chief financial officer ( CFO) of the company.

 AI-enabled Agile business carries out this accountability and responsibil-
ity through changes in the internal processes, updating of  ICT-based sys-
tems to enable accurate collection and timely reporting of business data, 
and changes in the attitude and practices of senior management. Another 
example of the need for the business to comply is the rapid implementation 
of regulations related to carbon emissions. This legislation requires busi-
nesses to update and implement their carbon collection procedures, analy-
sis, control, audit, and internal and external reporting.

GRC complements the BO initiatives in an organization. GRC provides a 
consolidated and comprehensive approach to controlling an organization’s 
business. GRC helps control existing enterprise data and functionality as 
much as it helps in handling the new Big Data. With a formal GRC in place, 
an organization can monitor its activities, provide necessary controls around 
the activities, conduct audits, and prepare reports. As a result of GRC, an 
organization improves its ability to prevent fraud by providing transparency 
and enabling e xecutive-level control of data and business processes. This 
makes it imperative to discuss GRC in terms of the quality and value.

GRC, Business, and Big Data Governance within a business imply the 
following:

Governance is the overall management approach to control and direct 
the activities of an organization. This direction in turn requires an 
understanding of the desired business outcomes, and the capabilities16 
of the advent of Big Data require even more governance than before 
because of the uncertainty of data sources and the collaborations 
required among business partners.

Risk management supports governance through which management 
identifies, analyzes, and where necessary, responds appropriately to 
risks. Risks in the Big Data age are extremely dynamic because of the 
dynamicity of the underlying data and the depth of analytics. While 
Big Data analytics can help identify risks, there are also risks associ-
ated with the analytics themselves. The need to test the algorithm 
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for syntax, semantics, and aesthetics, as well as for performance and 
other nonfunctional parameters, is acute in the Big Data world.

Compliance means conforming to stated requirements, standards, and 
regulations both external and internal to the organization. Due to the 
complexity of Big Data, compliance assumes greater importance than 
before. This is because compliance requirements ( especially exter-
nal and legal) can be potentially broken at any of the layers of the 
organization at which Big Data analytics are aiding  decision-making. 
Analytics enable  decision-making at the lowest rung of the organi-
zation, but it is the  senior-most directors of the company that are 
responsible for the ultimate outcome.

Quality of service

Analytics are “ served” through various services that are predefined. Quality 
of these services is assured by GRC. For example, the ITIL standards ensure 
areas of service management. Big Data services require the management of 
requests. The request management processes are modeled, reviewed, and 
tested to support a new service, process, and operations. The ability of ser-
vice in the organization considers the following:

• Accounts and p ermissions – Request for new accounts, closed 
accounts, and permission changes.

•  Projects – New development to be managed as a project. Development 
that requires complex management, multiple stakeholder engagement, 
and taking typically more than five business days of work. May have 
own release cycle or be released as part of other releases.

•  Enhancements – Additions, extensions, and enhancements that 
can be done in typically less than five business days. This work is 
clearly defined, easily accomplished, and simple, testing overhead. 
Enhancements are mainly released as part of a planned cycle but may 
be released out of cycle.

•  Defects – May be remediated as part of incident management or 
within problem management. Defects may take more than five days to 
remediate and may require project management. Defects are mainly 
released as part of a planned cycle but may be released out of cycle. 
Defects are mainly managed as incidents. For a request to be pro-
cessed, the service will need actionable ( all required information) and 
authorized ( from the correct party) requests, especially when working 
with vendors and outsourced operations.

• Metrics and measurements associated with Big Data can provide 
performance information, risks, and opportunities for operational 
optimization. These metrics can be applied to measure analytics and 
management.
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CONSOLIDATION WORKSHOP

 1. What are the aspects of quality and their application in a digital 
business?

 2. What are quality, security, and privacy functions in a d ata-driven 
organization?

 3. Why is the quality of data the key to  data-driven  decision-making?
 4. Describe the various aspects of quality in Big Data solutions?
 5. What is the relationship between functional and nonfunctional 

( operational) aspects of quality and testing in Big Data management 
and analytics?

 6. Why is it important to verify the syntax, semantics, and aesthetic 
quality of analytics, technologies, and visualization?

 7. How are contemporary testing approaches applied with agility and 
continuous testing, to Big Data?

 8. What is the importance of conducting normal, stress, and volume 
testing as part of the nonfunctional ( operational) testing of Big Data 
solutions?

 9. Describe governance, risk, and compliance ( GRC) in the context of 
Big Data.

 10. What are some discussion points around the quality of service and 
support using a governance framework?

 11. What are the risks of bad data from getting into the  decision-making 
process?

 12. What are the differences between Big Data quality as compared with 
traditional data quality?

 13. What are the quality assurance and control functions in ML 
algorithms?

 14. How are data and algorithms audited?
 15. Why is traceability of data in business processes important?
 16. What are the policies and practices for individuals, businesses, gov-

ernment, and society?
 17. Explain GDPR and other legislations ( or lack thereof).
 18. What are some considerations when sourcing  third-party and com-

pliance ( GRC, government, etc.) data in optimizing business pro-
cesses ( leasing, purchasing, and other forms of sourcing including 
 crowd-sourcing of Big Data)?
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Chapter 9

Cybersecurity in BO
Significance and challenges 
for digital business

CYBERSECURITY ASPECTS IN BO

Cybersecurity is integral to digital business. Cybersecurity in this discus-
sion is considered as a part of the overall Business Optimization ( BO). 
Cybersecurity is a differentiator for customer value, protecting not only data 
but also the company perception and customer trust. This is so because the 
cybersecurity image of the company impacts customer value. Cybersecurity 
vulnerability in the organization’s systems can lose customers and subject 
the organization to litigations. Proper handling of cybersecurity protects 
customers and revenue, confidence, and accelerates growth opportunities 
for the business. A holistic approach to cybersecurity has a positive impact 
on the organization’s ability to handle disruptions, increase resilience, 
ensure compliance, and enable business continuity. Cybersecurity discus-
sions in this chapter complement GRC and quality topics discussed in the 
previous chapter.

Cybersecurity is considered across a broad range of AI applications in BO. 
Starting from the edges of the organization ( customer touchpoints), through 
to analytics, user behavior, and the Cloud, cybersecurity applies every-
where and across the entire organization. The four aspects of Think Data 
 discussed in  Chapter 2 (  Figure 2.1) are revisited here from the cybersecurity 
perspective. Security of the “ handset,” “ dataset,” “ toolset,” and “ mindset” 
each requires an understanding of devices, analytics, processes, and people. 
Cybersecurity standards and framework help protect data and enhance cus-
tomer value. Timely communication is another crucial part of cybersecurity 
as a business strategy. Leaders, managers, network admin istrators, users, 
and customers form an important part of the communication strategy.

A  digital-savvy business using data in d ecision-making assumes respon-
sibility for the safety of that data. Cybersecurity complements GRC and 
quality initiatives, which were discussed in the previous chapter. This chap-
ter discusses the crucial aspects of cybersecurity in BO with the goal of 
ensuring customer value.
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Cybersecurity functions

Cybersecurity in BO has two key functions: securing the optimized busi-
ness processes and using AI to undertake cybersecurity intelligence ( CI). 
Cybersecurity is thus securing the data and business processes, and the use 
of data and processes in detecting and preventing breaches. Descriptive, 
predictive, and prescriptive analytics are used to detect and prevent security 
breaches. Data analytics assumes importance in developing cybersecurity 
strategies.

The typical data life cycle starts by ingestion through devices and users. 
The data then travels over the networks. The cloud is the common mecha-
nism to store and analyze data. Eventually, the results are presented via 
the networks onto the user devices for  decision-making. Cybersecurity is 
required at each point in this data journey. Furthermore, cybersecurity also 
ensures that the data is retired correctly.

The cybersecurity function is only limited to a real threat or breach. At 
times, the perceived threat is as important as a real threat and requires 
similar, substantial handling. This is so because the perception of security 
impacts decisions by customers and partners. Therefore, the perception of 
security of an organization’s data is as important as, say, its regulatory 
compliance of security and privacy.

AI in the cybersecurity space is a  double-edged sword. Attackers tend to 
use the same AI technologies and analytics that defenders use. For exam-
ple, attackers hide potentially malicious scripts by encoding in the same 
way defenders do. The AI technology is unable to distinguish between the 
attackers and the defenders. Attackers use AI to threaten, breach, and abuse 
businesses and people. The ethics and moral aspects of AI and security 
become equally important in the cybersecurity discussions as alluded to 
separately in this chapter.

Cybersecurity as a business decision

Cybersecurity breaches cost trillions of dollars to businesses globally. The 
cybersecurity risks are, however, far more significant and complex than the 
dollar figures indicate. Embedding AI within business processes increases 
their complexity and usage of data. The dollar measure is an insufficient 
way to measure the cybersecurity effort. Neither can cybersecurity be con-
sidered as a purely technology issue. While the data and analytics tech-
nologies are at the root of the cybersecurity challenge, the business context 
remains foremost in implementing cybersecurity within BO. Thus, cyberse-
curity capabilities are considered a function of people, process, and technol-
ogy. This business context is a function of customer needs, business goals, 
security costs, and performance of business processes. Cybersecurity func-
tion thus assumes business responsibility and is a business decision more 
than a technology one in business optimization.



Cybersecurity in BO 215

As a business decision, cybersecurity risks are balanced with the effi-
ciency of business processes. For example, a completely and heavily secured 
business can suffer business performance attrition to a level where it loses 
customers. Therefore, the business mindset has to balance the risks of secu-
rity with that of performance loss in order to arrive at the right level of 
security. This balancing act requires ongoing, agile management of the 
cybersecurity function.

A strategic approach to cybersecurity is proactive in nature. Such an 
approach comprises business goals, technical capabilities, availability of 
resources, and the business environment. O utcome-driven business archi-
tecture1 helps in aligning cybersecurity capabilities with the desired busi-
ness outcomes. The cybersecurity capabilities are further prioritized using a 
 risk-based performance metrics. Cybersecurity decisions, based on perfor-
mance analytics, are made visible to staff, customers, and regulators.

Cybersecurity strategies require the development of controls around the 
various data processes ( refer back to  Figure 2.3 wherein processes around 
data are discussed). Security standards provide the basis for adequate, 
reasonable, consistent, and effective cybersecurity controls. The controls 
should also credible, demonstrable, and auditable.

Cybersecurity and penalties

Risks emanating from the regulatory bodies are exacerbated in  data-driven 
digital businesses due to the myriad rules and regulations surrounding the 
use of data. Risks due to lack of control can also incur substantial penal-
ties. These penalties are business issues, because apart from the financial 
losses the business also stands to lose substantial goodwill resulting from 
penalties and litigations.  Data-driven businesses can also fall prey to money 
laundering and other financial misdemeanors.

Financial risks are an important consideration in cybersecurity budgets. 
Understanding these varieties of risks, the corresponding value generation, 
and the investments needed in the cybersecurity space is also a balanc-
ing act. Stringent cybersecurity implementations increase costs and may 
degrade performance. Customer experience is an important factor in ascer-
taining security levels. Cybersecurity tools help in the early identification of 
threats and provide insights to handle their eventuation.

Cybersecurity challenges during BO

As AI is embedded in business processes, it changes the way the business 
operates. This change to business processes creates a potential for hacking 
especially as the newer business processes are d ata-driven, complex, and 
not always explainable.  Data-driven business processes tend to be black 
boxes with a minimal explanation of what is inside. In such situations, 
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AI is seen with trepidation by both users and business leaders. The lack of 
explainability of AI can also insert  security-related doubt and uncertainty 
in the minds of customers.

Cybersecurity function covers the security and privacy of data 
and metadata. For example, cybersecurity deals with the security of 
 location-independent, cellular metadata that may not be owned by the com-
pany. In contrast, the cybersecurity function has to also protect the large 
amount of data within the firewall of a company. Additionally, technologies 
such as blockchains and ethereums that are becoming part of the digital 
business present security risks that cannot be handled by a single busi-
ness on its own. These technologies require a collaborative,  industry-based 
approach to security.

Outsourcing of AI development and use of  third-party data can create a 
façade of shift of risks faced by the business during BO. Even though the 
service is sourced from a provider, the overall responsibility of cybersecu-
rity is with the business providing the final service and value to the cus-
tomer. Transfer of risks to a vendor or partner is a complex legal quagmire 
that stretches beyond technology and business decisions. Awareness of the 
challenge is required but dealing with the actual threat of such multiparty 
cyber risks is beyond the scope of this book.

Cybersecurity vulnerabilities and impact

 Data-driven organizations accept and handle risks related to data and their 
application in processes. These risks make the organization vulnerable 
to  cyberattacks – both external and internal. Existence of vulnerabilities 
is inevitable in digital business due to the vastness of data and complexi-
ties of algorithms. As a result,  AI-based tools become indispensable in 
cybersecurity.

Furthermore, the impact of a breach is not always proportionate to 
the actual vulnerability. A small breach in the enterprise’s systems, 
networks, storages, and processes lead to compromising the entire sys-
tem. For example, Alex Hope2 relates the story of hacking into former 
Australian prime minister Tony Abbott’s by simply gleaning details 
from the boarding pass posted by the latter thanking the flight crew. The 
booking reference printed on the boarding pass provided access to the 
booking and a search through HTML code revealed the passport and 
phone details. Thus, an apparently innocuous action lead to a breach in 
the security.

Assumptions, opinions, and the slightest variation in the input data can 
skew the results generated by analytics. Attackers in cybersecurity space 
capitalize on each of the aforementioned aspects and present a threat. For 
example, a ransomware attack need not mess all records in the database, 
but only one r ecord – and demand ransom to clean or unlock that one 
record which is not revealed to the owner business. “ Fake news” is a formal 
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term indicating this phenomenon of skewing the output and, thereby, per-
ception with a minuscule variation in the input.

Tools, techniques, and systems are applied by businesses to secure their 
data and business processes. For example, multifactor authentications are 
now a norm rather than an exception. Configuration of networks and sys-
tems still play an important role in security, and poor handling of their 
operations can also present security challenges. Similarly, physical security 
of devices becomes a vulnerability of concern as it tends to get oft neglected 
while the focus remains on the software and data security.

Cyber attacker’s psyche

Cybersecurity is as much a mind game as a data and technology one. As 
businesses aim to secure their optimized processes, attention is required to 
the psychological aspect of security as much as to the technical one.

To begin with, the psyche of every attacker is nefarious. The unethi-
cal mind of a cyberattacker may have many r easons – some even justi-
fied in their own minds ( e.g., seemingly unfair dismissals from a company 
or desire to “ settle scores”). Attackers find dedicated time and effort and 
work without being paid for it as compared with the typical defenders. 
Attackers aim for illegal financial gains but money is not the only purpose 
to threaten an organization. Attackers continue to grow their capabilities 
alarmingly and act proactively to hurt businesses. In comparison, defend-
ers are usually reactive. Attackers can sidestep defender tools by identify-
ing their characteristics and overcoming them. Attackers can encrypt and 
hide the information being sent the same way defenders do.3 Attackers 
overcome encryption with tools that can help them bypass filters and evade 
detection. Cybersecurity strategies benefit with the help of AI to identify 
potential areas of threats, likelihood of breaches, and the impact of those 
breaches on business. Defenders can be provided with greater resources 
than are usually made available to them, including tools and skills, to 
thwart the attacks.

The psyche of an attacker is to masquerade as a legitimate user sending 
legitimate messages. The masked messages from attackers aim to infiltrate 
targets in any way possible. Examples of such behavior include text encod-
ing, slipping past filters, and delaying defenders from figuring out what is 
going on. Attackers aim to hijack an account, spread web worms, access 
browser history and clipboard contents, control the browser remotely, and 
scan and exploit applications. Attackers also study the defender psyche and 
capitalize on lax user behavior and their possibly untrained mindset. For 
example, attackers start with a list of emails of the people they are target-
ing in an organization ( or even a country). Initial attack attempts are made 
across the board to identify the “w eak” users. Profiles of such users are then 
built in order to create a sustained attack.
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As business processes are optimized, the analytics within those processes 
provide valuable d ecision-making insights. Reliability and trust in those 
analytics are absolutely essential for BO to succeed. Cyberattackers  do not 
need to do much if this reliability and trust are broken. Therefore, cyber-
security strategies need to incorporate this crucial understanding of the 
attacker’s psyche in developing multipronged approaches to cyber defense 
of the data, analytics, processes, devices, and users.

SECURING THE OPTIMIZED BUSINESS

Developing cybersecurity strategies requires a technical understanding of 
the types of cyber threats. These cyber threats pose differing challenges to 
the optimization effort. Threats are external as well as internal. Business 
analysis capabilities aid in understanding the types of cyber threats and 
developing strategies to counter them. The complexity of networks and data 
storages in BO is such that there is no point in time where a cybersecurity 
strategy can be said to be complete. Cyber strategies are continuously evolv-
ing in an agile manner. Traditional intrusion and detection analytics are 
based on log files. A more strategic approach uses the latest techniques and 
tools for collecting and analyzing network traffic datasets as a “  trade-off 
between expressiveness and speed.”4 This is so because cybersecurity as 
a business decision has to balance network transmissions, IoT devices, 
and Cloud searches with costs, performances, and people behaviors. The 
effect of a particular strategy is understood only after it is implemented. 
Therefore, agility in developing and maintaining cybersecurity is a must.

Types of cyber threats

Cybersecurity data has a range of characteristics that are important in the 
understanding of cyber threats and developing countermeasures. For exam-
ple, even if an organization has collected a large amount of data related to 
security, it is important to know how current is the data, how relevant it is 
to the organization, and what is the impact of a threat or a breach on the 
business. At times, a seemingly small breach can have a large impact on the 
reputation of the business. Cybersecurity analytics assist in developing an 
understanding of the availability of resources, possibility of early detection, 
readiness of response, and approach to recovery.

 Figure 9.1 summarizes the use of analytics and analysis in the cyberse-
curity space.

 Figure 9.1 also summarizes four types of cyber threats: malware, phish-
ing, eavesdropping, and denial of sources. Additionally, these threats can 
materialize from outside the organization or from within. A brief descrip-
tion of these cyber threats follows.
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Malware threats

Malware is malicious software that gets embedded with business pro-
cesses. Malware breaches a network through a vulnerability like a user 
downloading or clicking a link embedded in an email or email attach-
ment. Automation and optimization can inadvertently introduce mal-
ware within business processes. This can result in the installation of 
additional viruses that will proliferate on their own, spy on activities, 
and block access for legitimate users. Ransomwares encrypt in particular 
the data thereby making it unusable. Encryption key of such malwares 
is known only to the attacker and Cryptocurrency ( Bitcoin) payments 
are demanded. Spywares email attachment, ransomware, viruses, and 
worms to the user. Cybersecurity strategies include scanning of all incom-
ing messages in  various formats for malware bots. Anticipating bad mes-
sages with encryption that are masquerading as good messages is essential 
for defense. A database of all known malwares and ransomwares as well 
as forming a community of users with similar understanding is another 
approach to handle malware.

Phishing threats

Phishing appears to come in an email or phone message from a known or 
apparently reputable source. The message, however, is a fraudulent com-
munication that is searching for vulnerabilities. Phishing searches and asks 
for sensitive data like credit card and login information. Cyber strategies 
dealing with phishing threats need to upskill the users on an almost daily 
basis. This upskilling of users includes the demonstration of the phishing 
messages and their impact on business processes.
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 Figure 9.1  Using cybersecurity analysis and analytics in securing business optimization.
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Eavesdropping threats

Eavesdropping is the insertion of a spy module in an otherwise normal 
transaction between two parties. Eavesdropping usually results from an 
unsecure public  Wi-Fi that hacks the legitimate communications in order 
to steal. Cyber strategies to defend eavesdropping include the development 
of prototypes in which various possibilities of these types of attacks are 
experimented with. Furthermore, upskilling the users and providing them 
with the necessary capabilities, organization wide, are essential in handling 
these threats.

   

 Denial- of-service attack inundates the organization’s systems, networks, 
and servers, exhausting all its resources and bandwidths. As a result, the 
business systems cannot fulfill legitimate requests. Multiple devices that 
have been compromised are used to launch the DOS attack. Cybersecurity 
strategy must focus on the sensitivity of the service, creation of mirrored 
service capabilities, and continuous scanning of the systems for their per-
formance. Slightest hint at a drop in service levels is investigated using auto-
mated flags and the possibilities of denial of service obviated.

Insider threats

Cyber threats are usually considered coming from external parties. While 
this is true in greater percentages, at times the employees or confidants of 
the business can also attack the organization for reasons different to the 
external attackers. These insider threats result from disgruntled employ-
ees, whistleblowers, and spies. Insiders can steal data, credentials, and data 
storage or simply exfiltrate large amounts of data.

Tracking user behavior with analytics can help narrow down the possibil-
ity of insider threats. The risk in such analytics is the potential biases of the 
analytics. Cybersecurity implementations need to collect data and logistics 
keeping sensitivity of the insider threat in mind. For example, more surveil-
lance of a person can tarnish their image even if they are clean. People may 
feel marginalized by the surveying once the surveillance becomes known. 
Protecting physical data and resources from insiders requires the use of 
multiple verifications from multiple sources, strict inventory control, and 
 NI-enabled data analytics.

DEVELOPING CYBERSECURITY STRATEGIES

The cybersecurity strategies provide the roadmap for implementing 
security measures. Developing cybersecurity strategies includes data, 

Denial-of-service threats 
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analytics, and metrics. Cybersecurity data is sourced from various exter-
nal providers in addition to being collected internally. Partnering busi-
nesses, clients, and vendors add to this large collection of security data. 
Regulators and policymakers make security data more widely available 
for use in order to boost the security of the entire business community. 
Data is extracted, analyzed, and visualized when the security strategy is 
implemented. Cybersecurity analytics use a combination of the data gen-
erated and owned by the organization along with  third-party provided 
security data.

An important aspect of  data-driven cybersecurity strategy is metrics and 
measures. Metrics can help understand the level of security and vulner-
abilities of handset, dataset, toolset, and mindset. Each aspect of the afore-
mentioned think data needs a metrics and measurement program around it.

Cybersecurity strategies also need to incorporate the visualization aspect 
of data. Data drives cybersecurity analytics, but it must be handled appro-
priately. Visualization of analytics has to be intuitive, relevant, and under-
standable in discovering vulnerabilities. Visualization should also not 
jeopardize the security of what is being presented.

The argument for using  data-driven analytics and analysis to make secu-
rity decisions is based on security, data collection, and eventual insights. 
Data analytics reduce the impact of a data breach based on vulnerabilities. 
Vulnerabilities expose valuable data to bad actors.  Data-driven security 
practices record known exploits in successful data breaches and analyze 
them to spot future vulnerabilities. Correcting vulnerability reduces the 
probability of the impact of data breaches. Vulnerabilities do not account 
for all common exploits. Therefore, vulnerabilities are identified and priori-
tized based on their  high-impact. Attackers focus on the rare vulnerabili-
ties than the w ell-known ones. Therefore, vulnerabilities with l ess-known 
exploits need to be prioritized higher as they are likely to be attacked first. 
 AI-based data analytics can provide insights for prioritization. Furthermore, 
dedicated resources and fine granular analytics enable a balance between 
known and unknown exploits.

Organizing cybersecurity data and functions

Cybersecurity data and functions are organized in a multilayered format. 
These layers apply to the data, processes, and people. Supporting these ana-
lytics are tools that offer antivirus protection and file verifications. At the 
device level, data is collected by placing sensors in the right domain and 
with the right vantage. At people level, training and educating the users is 
also a multilayered activity.

At the core technology level, multilayered spam filtering creates multilay-
ered data that is subject to analytics. This data is collected and filtered for 
activities. The suspicious data is analyzed. Comparison of data and data 
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sources to a list of known risks is undertaken. Spammers of data collection 
and their domains as a likely source of spam or malware are also part of 
data collection.

 Table 9.1 summarizes the organization of the security function. The four 
aspects of these security functions provide the framework for positions of 
sensors and collection of data.

Security data source is part of security analysis. This security data is 
gained by multiple sensors throughout a network. The sensors capture 
source data from different parts of the network and store it into readable 
files. Sensors are placed as network taps or they appear in firewall logs. 
Collecting a large amount of data from any network is not the goal. Quality 
security data is obtained by the density of security information with mini-
mal overload. Removing redundancies from logs, increasing reliability 
of information of the connections between IP addresses, and validating 
domain names are some examples. Vantage is another important aspect of 
data collection. Source destination of data is improved by proper vantage. 
For example, data coming into a router that is being split to a single work-
station and also a switch that is going to a different workstation as well as a 
vantage ensure data is accurate and knows the exact place of its origination.

Cybersecurity data collection has to consider the devices used by the 
 end-user and those used for data collection as both are changing con-
tinuously. These devices ( sensors) and their positioning in organizational 
networks are part of data collection. Cybersecurity data collection also 
identifies the formats packets and filters used. The speed and accuracy of 
data transmission as well as breach detection, are factors of network archi-
tecture that limit the data captured and filtered from each packet.

Cybersecurity data analytics

 Figure  9.2 shows the Agile ( iterative) approach to handling threats in a 
digital business. The iterations in the inner and outer circles in  Figure 9.2 

 Table 9.1  Organizing the cybersecurity function at a technical level 

Aspects Description

Domain Network, Service, Host Active domains form the broad description for 
security data collection.

Vantage Location of sensor packet is determined in vantage by interaction 
between the sensor’s placement and the routing infrastructure of the 
network.

Action What does a sensor do with the data? For example, report it, initiate a 
response, control the analytics, and preserve them.

Validity Strength of the premise of analytics based on sensor data collected. This 
validity also depends on currency of  data – what is valid just now may 
not be valid after an hour or a day.
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represent the immediate and the ongoing series of cybersecurity activities 
and actors.

Cybersecurity data is explored and analyzed through a combination of 
 descriptive-predictive analytics. These analytics are carried out iteratively 
in order to narrow down on interesting possibilities of threats and breaches. 
Typically, cybersecurity analytics start with understanding the contents of 
the logfiles. Further, filtered data enables analytics on source and destina-
tion IP and produces outliers or skewing towards suspicious or abnormal 
pattern of deviation from standard expectations.

Univariate descriptive analytics ( e.g., histograms, bar charts, boxplots) 
are used to analyze the logfiles for quantitative security variables. Bivariate 
( e.g., scatterplots) and multivariate analytics can also be applied depending 
on the sensitivity, urgency, and application of the analytics to cybersecu-
rity. Data analytics tools collect, analyze, and visualize various security 
insights.

The design of analytics on s ecurity-related data has to keep the following 
considerations in mind:

• Architecture of the sensor network and the positioning of sensors 
across the  network – including wired and wireless sensor networks

• Existing repository of cybersecurity data and the frequency of updates 
to that data from the sensors in the network

• Reliability and relevance of processing of the data and the use of ana-
lytical insights in security decisions

• Granularity of a nalytics – as coarse granular analytics will work typi-
cally on historical, large datasets to identify patterns whereas fine 
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 Figure 9.2 Agile iterations in detecting cybersecurity threats and response/ recovery 
actions.
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granular analytics provide  on- the-spot insights for immediate deci-
sions based on the most recent data

• Currency and validity of data and control of their sources in all forms 
of analytics

• Safety and privacy in the retirement of data  post-analytics
• Qualitative and quantitative analytics and manner of their visualization
• The manner in which decisions are made and actions undertaken 

based on the analytics

Physical security for cyber assets

The physical aspect of data and information security is often overlooked. 
While cybersecurity typically focuses on the storage of data and the breaches 
in systems, serious loss or damage can occur if physical security of data is 
breached. As compared to software attacks, breaches of physical data cen-
ters can be carried out with minimal technical knowledge. Cybersecurity 
strategies ensure physical data centers are secured against physical attacks, 
accidents, or natural disasters. Physical locks, biometric access, manual 
security, surveillance with cameras, intrusion detection, and auto reporting 
are important aspects of physical security.

GDPR and Industry Data Security Standards also require organiza-
tions to monitor access and restrict unauthorized entry in any facility that 
stores, processes, or transmits customer data. Similarly, HIPAA prescribes 
physical measures, policies, and procedures to protect a patient’s electronic 
patient record. The measures dictated by these standards are incorporated 
in a good cybersecurity strategy.

Cybersecurity analysis using 
business analysis capabilities

Cybersecurity analysis ( as against analytics) is the application of Business 
Analysis ( BA discussed in detail in C hapter 6) capabilities to the security 
function of the organization. BA views and models the business processes 
holistically. Therefore, analysis plays an important role in developing a 
cybersecurity strategy than the mere statistical analytics of security data. 
Business analysis capabilities view roles, activities, deliverables, and sup-
porting technologies simultaneously from the user’s perspective.

BA activities include asking the right questions about security to the right 
people, documenting and modeling the answers and verifying the security 
of the processes. BA effort in securing the organization is a continuous, 
ongoing one that does not finish at any point in time. Therefore, BA capa-
bilities and approaches are ideal to develop a holistic defense strategy. This 
continuously iterating approach to cyber defense is ideal for many threats 
that are unknown and remain so till the attack happens. Unknown vulner-
abilities are a challenge to cybersecurity especially in the AI world where 
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the vastness of data and the complexity of algorithms make it impossible for 
a manual, piecemeal approach to succeed.

Analysis makes use of data and analytics to create opportunities for secu-
rity strategies in a proactive way. Data analytics includes descriptive, pre-
dictive, and prescriptive analytics on security data. Data, and in particular 
Big Data, provides opportunities to describe and predict security threats 
and occurrences of breaches. Examples of security data include networks, 
 log-files, user behavior, and device locations. Security analysis together with 
data analytics identifies vulnerabilities in the optimized business processes.

Cybersecurity analysis, however, makes provisions to incorporate values 
and judgments in  security-related decisions. For example, instead of relying 
entirely on AI to point to an attacker, analysis will also explore the possi-
bilities of biases. Biases are subjective elements that can appear in the data 
( due to previous erroneous entry), algorithms ( errors of misunderstanding), 
and decisions ( human biases).

Cybersecurity standards and frameworks

The most popular cybersecurity standard is the NIST cybersecurity frame-
work and ISO 2700x.5 Another standard for Cybersecurity Readiness and 
Investment is the CARE standard.6 These standards provide the background 
in developing cybersecurity strategies and aim to reduce cybersecurity risks 
for businesses. Standards include collections of tools, policies, security 
concepts, security safeguards, guidelines, risk management approaches, 
actions, training,  best-practice assurance, and technologies.

Best practices and techniques in determining cybersecurity capability lev-
els provide value to organizations implementing the standards and models. 
Desired levels of cybersecurity form the basis for prioritization. Maturity 
models measure how good the capabilities are. These matured capabilities 
are aligned to the goals. Cybersecurity capabilities need continuous align-
ment to organization context.

CARVER ( Criticality, Accessibility, Recuperability, Vulnerability, Effect, 
and Recognizability)7 provides yet another helpful framework in developing 
the cybersecurity strategies. Having originated from the US defense, this 
standard provides an approach to identify and rank specific targets so that 
attack resources can be efficiently used. As a result, CARVER can be used 
by digital businesses from an offensive ( what to attack) or defensive ( what 
to protect) perspective.

 

CYBERSECURITY INTELLIGENCE ( CI)

Cybersecurity intelligence ( CI) is the use of AI to enhance cybersecurity 
functions. Cybersecurity intelligence starts by identifying the security goals 
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and acceptable risk levels. Prioritization of risks can be undertaken with 
standards and frameworks mentioned above. Cybersecurity intelligence 
starts with data, but the analytical part needs  well-defined metrics and 
measurements. People, processes, technologies, and money are used in a 
balanced and holistic manner with the help of standards, metrics, and mea-
surements. An understanding of data sources used is a valuable input in 
developing the balanced strategy. Due consideration to people issues is also 
helpful in approaching cybersecurity in balance. For example, human error, 
apathy, or negligence is the cause for more than half of security breaches. 
Most software viruses are activated by a click of the user.8

AI analytics embedded in business processes become extremely complex. 
 AI-based cybersecurity tools become necessary to handle this complexity. 
Security metrics and measurements from the basis of CI tools design and 
choice of metrics, use of relevant analytical techniques, and understanding 
of the mindset provide the backdrop for the CI functions.

Change to a security mindset is a people issue and CI aids and supports it 
by narrowing areas for attention and action. Training and mentoring play a 
role in enhancing the cybersecurity mindset.

Cybersecurity metrics and measurements in CI

CI uses s ecurity-related data in order to understand vulnerabilities. The 
data is downloaded and analyzed using tools. CI is designed keeping the 
business outcome in mind and the use of cybersecurity tools. Cybersecurity 
metrics comprise external events ( e.g., number of breaches) and internal 
responses ( e.g., speed of detection). The number of threats and the occur-
rence of breaches are external and not controlled by the business, whereas 
the speed of detection is an example of the internal preparedness of the 
organization. Example metrics include total malware incidents, percentage 
attacks blocked, and so on. CI learns from every previous attempt to attack. 
And each learning provides the opportunity to imagine further attacks. CI 
helps narrow the areas of defense and make it cost effective. CI is part of 
the overall business strategy.

Breaches impact business processes and corresponding customer senti-
ment. Data indicates the strength of firewalls and filtering mechanisms. CI 
makes use of this data to measure the overall security design, data collec-
tion, transmission, and analytics. CI needs focus, position of the organiza-
tion, and areas of focus. Detecting breaches and preventing further attacks 
have to be accompanied by transparency and honesty.

Customer value remains the focus of BO and, therefore, also of CI. Since 
the perception of security by the customer is as important as actual security, 
CI includes analysis of customer sentiments. For example, if customers are 
unable to easily gain access to services, then even for a highly secured busi-
ness, the perception and quality of the offerings suffer. Data analytics not 
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only prevent and detect breaches but also provide insights into customer 
perceptions of security.

CI is both strategic and tactical. Examples of tactical CI include analyt-
ics on the daily/ hourly number of breaches. The ease of user login or lack 
thereof is also tactical to CI. CI at a strategic level provides the overall secu-
rity position of the organization. Tools, technologies, systems compliance 
audits, and competitor positions are of concern in strategic CI. Organizing 
training in security to update the mindset of employees is crucial and 
strategic.

CI includes a detailed plan of action in case of data security breaches and 
related business disruptions. Actions are based on an understanding of the 
business and competitors. CI aims to learn not only from the data within 
the organization but also from across the industry.

Levensthein distance as a measure in CI

An example of CI is the application of analytics to cybersecurity data such 
as the user logfiles. The contents of the logfiles include  log-ins, frequencies 
of  log-ins, and relevance of users. Simple length data analysis is based on 
 header-length and  record-length. Median, average, and standard deviation 
are derivatives of value. Earlier filters can be used for further analytics for 
nonurgent, nonstandard, and unexpected flags. Accessing and manipulat-
ing the log files are cybersecurity analytics.

An example of cybersecurity defense technique is the calculation of 
the Levenshtein  distance – which is a “ string distance” between phishing 
domains and authentic ones. For example, the Levenshtein distance between 
“ hello” and “ hallo” is 1 – w hich quantifies the difference between phishing 
and authentic domains. Defenders can use AI to quantify this distance for 
a large number of domains to start flagging phishing emails. A phishing 
attack attempting to redirect the user to “ c0rp.adomain.com” instead of 
“ corp.adomain.com” can be caught this way.

Base rate fallacy in cybersecurity measure and 
the validity of positives and negatives in CI

CI continually deals with sensitivity and specificity of potential threats and 
breaches.  Security-related data is collected through sensors which are not 
only devices but also any other binary classifier.9 Collection of such cyber-
security data is followed by its analytics. Each sensor data has potentially 
false positives and false negatives. CI analytics requires a balancing act ( or 
tradeoff) between the potential “ false” readings.

This balancing act is based on the “ base rate fallacy” that gives insight 
into the use of CI. For example, a 99% accuracy can produce 100 false 
positives for a 10,000 sample. These false positives are not equally spread 

http://c0rp.adomain.com$$$�
http://corp.adomain.com$$$�
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across the sample. Therefore, these tests cannot be entirely used for detec-
tion on a network.

Intrusion Detection System ( IDS) has to consider multiple types of prob-
abilities based on false positives and false negatives. Bayes’10 theorem gives 
the probability of an event and is used in CI. Considering security data in a 
 mono-dimensional leads to what is called Base Rate Fallacy.

An IDS can incorporate the concept of Base Rate Fallacy11 in its algo-
rithms. Consider, for example, face recognition as an identification. Face ID 
also works on percentages. For example, if an ID is 99% accurate for face 
detection, it still leaves many opportunities for a face to gain illegal to entry. 
IDS can factor in the possibilities of fallacies in its algorithms.

Filtering algorithms for email phishing for CI

CI also manages email rules and filters phishing emails. Managing emails 
and filtering requires the application of AI. Analytics on emails establishes a 
pattern for filtering. While the filters  filter out suspicious emails to the spam 
folder, the rules for filtering can create an imbalance. Filtering algorithms 
model the email route, available hardware, networks, and devices. Regular 
internal monitoring of emails and daily updates is an essential element of CI.

Transmission of emails, especially on the cloud, each requires a secu-
rity focus. Emails on the mail server can be accessed anywhere depending 
on how the administrator sets it up. These mail servers are susceptible to 
attacks. A service gateway is needed to create the email rules and filtering. 
User location and access is out of the administrator control.

CI scripts parse through large datasets to find a string, manipulate 
delimiters, split them by standards and rules, and arrange them in specific 
patterns of possible encryption types. Once the patterns are established, 
techniques for text analysis to decrypt the data are used. The techniques 
produce the results that develop an understanding of how the encryption 
works and fine tune another script specific to that encryption.

 AI-based approaches to cybersecurity scale up to counter the cyberse-
curity risks. Cyberattackers also use tools, typically bots, which continue 
to ping for vulnerabilities. Bots form a network of their own to scale the 
breadth and depth of attacks.

Detecting cyberattacks requires the use of AI tools because of the need 
for speed and granularity. This role can be played by AI technology. ML 
algorithms can gather past security including attacks and breaches. ML 
algorithms are then trained on such data to detect anomalies.

AI has its own vulnerability. For example, changing an image in a way 
imperceptible to humans can mislead an AI program to label the image as 
something entirely different. Alternatively, it is easy to produce images that 
are completely unrecognizable to humans, but that  state- of- the-art AI pro-
grams believe to be recognizable objects with 99.99% confidence.12



Cybersecurity in BO 229

Tools for cybersecurity intelligence

Cybersecurity analytics need tool support. SIEM tools provide this sup-
port. The security factors considered by SIEM include: ports and protocols, 
size, IP addresses, time, TCP options, helper options, and filtering options. 
SiLK13 is a standardized SIEM used by many organizations. Other exam-
ples of tools include Splunk and Webroot; SPAM Titan and Barracuda are 
typically used in email filtering and analytics. These tools ingest datafiles, 
suitably format them and manipulate fields in order to understand security 
breaches and create security alerts. SIEM correlates a lot of data informa-
tion that aid cybersecurity.

The SiLK suite, also known as the System for Internet Level Knowledge 
suite, provides tools for the collection, storage, and analysis of net flow 
data. NetFlow is a router feature that enables the ability to collect IP 
network traffic.14 SiLK provides a number of useful tools that can query 
NetFlow, activity, policy violations, and time frame of a particular event 
and analyze them in an efficient system. The security data is subject to 
quantitative and qualitative descriptive analytics. Quantitative data pro-
duces statistics such as average and standard deviation whereas qualita-
tive data produces frequency and observations. This kind of information 
can be crucial with IP data when visualizing what source contacted what 
destination how often, for a basic example. The analytics are represented 
in numerical or statistical fashion ( quantitative), or in the form of ideas or 
graphs (qualitative).

For example, the frequency of users accessing information compared to 
all users provides qualitative analysis. The total number of times a group of 
users is accessing the information asset per day, week, or month is a quan-
titative analysis. A query on the net flow files, including the IP addresses of 
users and specified time frame, provides a profile of access and usage.

  

CONSOLIDATION WORKSHOP

 1. Why is cybersecurity business decision more than a technical one? 
Discuss in the context of cybersecurity as being a survival issue for 
digital business?

 2. Discuss the cybersecurity challenges in BO under the think data umbrella.
 3. Cybersecurity has a positive impact on the quality of data. Explain 

with an example.
 4. Cybersecurity is a perception issue as much as a real one. Discuss with 

examples.
 5. Discuss how cybersecurity of data across the Cloud is based on net-

work security, storage security and retirement of data security. Provide 
examples.
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 6. Why is identification and prevention of bad and dark data challenging 
with Big Data?

 7. Cybersecurity analytics is descriptive, predictive, and prescriptive. 
Discuss with examples. Also describe the difference between cyberse-
curity analytics and analysis.

 8. What is malware? Phishing? Eavesdropping? Denial of service? Discuss 
with examples.

 9. How is an insider threat different from an outsider one? What addi-
tional caveats does the organization need to thwart insider threats?

 10. What are the roles of architectures in networks and predictability of 
breaches? How can network architecture be used in positioning of 
sensors?

 11. Why is cybersecurity in collaborative business processes more chal-
lenging than business processes of a single organization?

 12. Cybersecurity with efficiency of business processes is an important 
balancing act for performance. Explain with examples.

 13. Describe how physical security is incorporated in cybersecurity strate-
gies? Also outline how it can be implemented?

 14. What are the four important considerations in positioning sensors 
( hint:  Table 9.1)?

 15. What is the role of training and mentoring in awareness of staff for 
security issues?

 16. How can AI protect itself from malicious attacks?
 17. What are the popular cybersecurity standards?
 18. How are filtering algorithms designed and implemented?
 19. Discuss the tools for cybersecurity. In particular, visit the SiLK site 

to understand how a tool can be used in the cybersecurity of an 
organization
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Chapter 10

Natural intelligence and social 
aspects of AI-based decisions

THE “  ARTIFICIAL” IN AI

Artificial intelligence (  AI) imitates natural intelligence (  NI). Therefore, it 
is called artificial intelligence as it is not the same as NI. Humans are able 
to contextualize the decisions, apply ethics and morals, and able to feel the 
joy of successful outcomes. These subjective factors make a huge difference 
in the outcomes. Therefore, it is important to explore the human aspect of 
  AI-based  d ecision-making in optimizing business processes. This chapter 
explores the “  soft” aspects of business optimization.

AI optimizes business processes and increases productivity but leads 
to social, ethical, and moral challenges in  d ecision-making. The machine 
learning (  ML) algorithms mimic and augment human thinking processes 
but they are unable to explain the reasons behind the insights generated. 
The lack of reasoning or explainability is an important consideration in AI 
adoption. Deep learning (  DL), in particular, is multilayered and complex, 
making it impossible to ascertain the reasons behind the insights generated. 
Explanations, however, are important from both development and usage 
viewpoints. Philosophically, Agrawal et al.1 ask “  Is AI an existential threat 
to humanity itself?” This question is asked across business, social, politi-
cal, and various other sectors. Ada Lovelace2 clarified the impossibility of 
AI taking over humans entirely, decades ago. The discussion in this chapter 
underscores the importance of human inputs in d  ecision-making because 
AI does not have the same reasoning, contextualization, and sensitivity as 
that in human   decision-making.

In discussing AI impact beyond business, Agrawal et al.3 talk about three 
tradeoffs: productivity versus distribution, innovation versus competition, 
and performance versus privacy. In each of these three tradeoffs, there is a 
substantial element of intelligence that is beyond AI. As a result, AI cannot 
take over issues associated with ethics and morality that transcend the algo-
rithmic or legal frameworks. Neither can AI take over   innovation – which 
remains in human purview. Indeed AI is used in supporting the decisions in 
a balanced manner.
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AI supporting human   decision-making is qualitatively different from AI 
taking over   decision-making altogether. Whether it is a decision related to 
a credit or a diagnosis related to a disease or a job candidacy interview in 
a human resources department, AI without any human intervention can be 
potentially catastrophic. The extent to which humanization of optimized 
business processes should occur is, however, a subjective decision. This is 
where the challenge of the soft factors in business comes into play in imple-
menting business optimization (  BO). Humans essentially provide the cog-
nition in AI systems. The volume of data and the speed of computing are 
such that once the algorithms are coded, machines can execute and humans 
cannot keep up. This can lead to a loss of control over AI systems.   AI-based 
systems should not make automated decisions in situations where oversee-
ing that decision by a human is important. Therefore, in this discussion 
on BO, NI is given substantial importance. Humanization is the complete 
balancing act of   AI-based   decision-making with NI.

Subjective customer thinking

Faster and more accurate   decision-making leads to greater customer satis-
faction and therefore greater customer value. Optimizing the value based 
on data analytics and predictions resulting from AI is, however, a subjective 
process. Customers and other users (  e.g., staff) are humans whose needs 
and underlying context can change depending on myriad subjective factors. 
AI cannot ascertain all those factors beforehand and, therefore, is unable 
to sufficiently code the emotions, perceptions, impressions, and judgments 
made by humans.

Customers may make their decisions based on options and, perhaps, not 
always on rationality. AI algorithms are not designed to ascertain these 
subjective decisions and, therefore, need humanization. Humanization is 
the introduction of subjective elements in   AI-based  d ecision-making. This 
subjectivity is not limited to the business decisions, but also purchase and 
recommendation decisions by the customer. The subjective factors in pro-
viding customer value are:

• Is the decision providing something more worthwhile to the customer 
than the ability of the system to measure it?

• Is the decision ethically and morally appropriate to the given situation?
• Is the source of the data understood by the business? Are there pos-

sibilities of unethical sourcing of data and its use in analytics?
• What is the possibility of data bias? Is the input data skewed because 

of previous results but the current context has changed?
• Is it possible to weed out data bias by the use of ML algorithms?
• Is the decision in accordance with the law of the land? And have the 

legal considerations been included in the AI code?
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• Is the decision right in terms of time and location? Timing corre-
sponding to a situation can also be subjective (  e.g., slow service in a 
fine dining restaurant is preferred for an anniversary dinner versus 
service in a fast food one).

• Is the data and decision made with full respect to the security and 
privacy of the customer?

• Is there a balance maintained between the corporate profit goals and 
the customer’s   well-being? Pursuing profit goals alone, no matter how 
legal, can backfire in terms of customer sentiments.

• Is the AI a black box with no opportunity of seeing what is inside? 
How is the situation of providing possible explanations addressed?

Most of the above evaluators of decisions are not quantifiable. These are 
subjective constraints leading to subjective customer value. Optimizing 
these decisions requires agility in   decision-making. Agile characteristics in 
AI enable iterative and incremental decisions. These iterations facilitate the 
incorporation of consequence in the subsequent decisions. ML has its inher-
ent limitations, and it provides analytical results based on extensive correla-
tions. Furthermore, the depth and complexity of   AI-based systems result in 
them becoming a black box. Human experience, intuition, knowledge, and 
expertise judge if the decision to be made is right, is in the interest of the 
society, and is ethically and legally sound. These decisions are the input for 
the next iteration of decisions.

AI compliments NI

AI is a tool for business. AI computes vast amounts of data using machine 
power leading to an understanding of patterns in data. AI does not reflect 
empathy and understanding of humans. AI can only analyze that which can 
be encoded. AI uses machines with learning capabilities which are them-
selves coded. The architecture of AI solutions has multiple layers of patterns 
(  DL) that attempt to replicate human thinking once a pathway into that 
thinking is established. AI augments natural (  human) intelligence, but does 
not replace it. AI is a software tool whose limitations can be mitigated and 
complemented by NI.

NI relates to adaptive learning by experience. NI has multiple layers 
in its depths that can handle complex and delicate   decision-making. DL 
algorithms lack common sense. While AI can recognize patterns in vast 
datasets, there is no understanding of the meaning behind the pattern. A 
trend in weather (  based on temperatures) and a corresponding trend in the 
temperature of a factory furnace are both datasets for AI. The analytics 
executed to make predictions are not interpreted by the system in their con-
text. Providing checks and balances in AI is crucial and one way of doing 
that is to let ML algorithms identify multiple “w    hat-if” scenarios that can 
be made to reason with each other.
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AI is useful when it leverages uniquely human skills rather than attempt-
ing to replace them. Human skills and values are brought to the fore when 
judiciously combined with AI. For example, AI does not replace creativity 
and leadership which are still essential for business. Humans make deci-
sions based on context.   AI-based business processes need programming 
based on context. But the context keeps changing based on customer senti-
ments and needs. Therefore, NI and AI are both needed for a healthy busi-
ness decision-making scenario.    

KNOWN–UNKNOWN MATRIX FOR AI vs NI

DL mimics the human brain with its multiple levels and depths. As a result, 
DL algorithms are able to recognize speech (  e.g., “  Hey Google! Hey Siri!”) 
and images (  e.g., face recognition to open a cellphone). NLP and DL handle 
situations that are defined from the “  known” aspect of business reality.

Creative thinking and  p roblem-solving are essential human traits that 
can be augmented by AI but cannot be replaced. It is the “unknown– 
unknown” quadrant that is the most challenging to handle.

The following is an explanation of the   unknown–unknown matrix shown 
in Figure 10.1. 

  Automation: Hard, mono-dimensional data       

Successful automation happens only with simple and linear processes work-
ing on   mono-dimensional data. Data is produced by human activities. The 
IoT sensors capture data based on configurations by humans. AI algorithms 
identify patterns in these datasets based on the instructions. Machine 
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automated processes are isolated from the surroundings. ML algorithms 
do not need to understand the surroundings, nor the context in which they 
are operating. The automated processes faithfully operate as small compo-
nents or packages, without any knowledge or understanding of how their 
functionality contributes to or supports the entire system or assembly. The 
knowns in the human arena are taken over by AI to automate repeated and 
monotonous tasks. Intelligence in machines reduces the onus of conducting 
repetitive tasks. Chatbots, robots, and digital trains are A  I-driven tech-
nologies that can undertake many routine tasks. Automation has a higher 
speed of execution and accuracy. ML algorithms learn by storing the results 
of their decisions and, when presented with the same input parameters, 
arriving at the decisions much faster than humans. Nevertheless, these are 
  human-like decisions and not human decisions.

Manual and routine tasks that are well defined are subject to automation. 
Automation needs humanization during execution. Optimization also needs 
humanization which has to be incorporated during design. For example, 
chatbots at various levels can answer queries on flights, play music, and 
provide initial health diagnoses. Learning by machines results in time and 
accuracy advantages. The design of the optimized processes incorporates 
these AI advantages but keeps provisions for human inputs. Besides, the con-
sequences of decisions are evaluated by humans and fed back to the decision 
engine to enhance its data and code to be able to handle a similar context.

AI helps in identifying sale patterns and prioritizing resources needed 
to bring about a transaction. Prioritization of effort based on the likeli-
hood of a particular outcome reduces human effort dramatically. The 
  decision-maker needs vigilance in using the analytics because the prioriti-
zation provided by AI is based on past data. If the data is skewed for any 
reason and the AI logic is not able to figure it out, then the entire identifica-
tion of pattern and ensuring recommendations could be analytically correct 
but realistically wrong. These kinds of situations need NI.

AI can be confused by new experiences. Emotions that cannot be coded or 
that change slightly from the ones that can be coded can throw an   AI-based 
system off balance. Furthermore, unstructured data (  which is a character-
istic of Big Data) needs to be brought in some structured form before it can 
be analyzed. Coding the human experience relieves humans from putting 
effort to solve the same problems again provided it is the same experience 
occurring again. While ML is meant to “  learn” from the experience, it is 
still the algorithm that provides the instructions to learn. Deciphering com-
pletely new experiences is outside the scope of AI.

  Experience: Soft, inter-disciplinary    

AI helps in identifying sale patterns and prioritizing resources needed to 
bring about a transaction. Prioritization of effort based on the likelihood of a 
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particular outcome reduces human effort dramatically. The   decision-maker 
needs vigilance in using the analytics because the prioritization provided 
by AI is based on past data. If the data is skewed for any reason and the AI 
logic is not able to figure it out, then the entire identification of pattern and 
ensuring recommendations could be analytically correct but realistically 
wrong. These kinds of situations need human experience.

Humans accumulate experience over time when they deal with a task. 
This experience helps relate several disparate tasks, understand their con-
text, and generate creative thinking and solving problems.

  Prediction: Fuzzy, multidimensional data

Machines are speedier in crunching large quantities of data enabling them 
to spot trends and make predictions. Machines take in multidimensional 
data, run algorithms through a large number of cycles, and dig out pat-
terns in the data which are impossible for humans to identify. The extract-
ing information and knowledge from vast multidimensional data by DL 
algorithms is beyond natural intelligence. ML (  especially unsupervised) can 
help businesses ask the right questions. When the context is stable, ML can 
identify KPIs to help focus human decisions. But with changing context, NI 
is invaluable in arriving at the right decisions.

Intuition

Intuition is an outstanding feature of humans. Intuition, which comes from 
knowledge, long years of practice, and experience, is a crucial ingredient 
for NI. Intuition leading to solving problems is subtle. It cannot be pre-
cisely defined and is unknown to humans themselves. People can come up 
with completely new ideas and, at times, arrive at conclusions much faster 
than machines. ML by its very definition cannot reason abstractly and 
 generalize. Physicians, artists, and musicians, for example, perform their 
art intuitively. Business d  ecision-making has to make provision for intu-
ition. Thus, the decisions can be initially made by NI and then scaled up 
accurately by AI. Alternatively, AI suggests a decision that is ratified by NI 
before it is scaled up. Constant   cross-checking of the context is also man-
dated by respecting intuition in  d ecision-making. AI advantage is limited if 
it is not combined with NI. People add valuable insights to decisions.

ADDITIONAL CHALLENGES IN D  ECISION-MAKING

These additional challenges form the basis for the need to superimpose NI 
over AI in   decision-making. These challenges start with the DL architec-
ture, which is a part of AI. This is followed by ethical, legal, and user 
experience challenges.
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Deep learning (  DL) challenges

DL, as discussed in earlier chapters, classifies data and identifies identify 
trends and patterns within that data. DL architecture (  inputs, outputs, 
nodes, and layers) is a neural network that reflects the human brain and 
its multilayered   decision-making capabilities. Similar to the brain, the DL 
backpropagation4 algorithm assigns different weights to nodes in analyz-
ing speech, images, and translations. As a result, DL provides insights 
beyond human capacity to enhance customer experience, speech and face 
recognition, driving autonomous vehicles, computer vision, and so on. 
DL’s advances are the product of pattern recognition: neural networks 
memorize classes of things and   more-  or-less reliably know when they 
encounter them again. However, classification is not the same as human 
intuition, cognition, and contextualization.

This lack of DL to contextualize presents interesting challenges. 
“  Teaching machines to use data to learn and behave intelligently raises a 
number of difficult issues for society.”5 Since AI is more than automating 
the existing tasks, there is storage of “  learnings” from an experience of an 
interaction with a customer or solving a business problem. Machines can 
continue to incrementally learn to a level where the logic behind the learn-
ing becomes so deep as to be unexplainable. This is the situation where DL 
needs NI input.

DL is considered as resource hungry, unexplainable, and breaks easily.6 
This is so because DL needs huge training datasets that consume phe-
nomenal resources, unexplainable due to deep multilayers, and breaks 
because it does not fully understand the context in which the decisions 
are being made. For example, “  A robot can learn to pick up a bottle, 
but if it has to pick up a cup, it starts from scratch.”7 It not the lack of 
training and provisioning of depth that is the issue but the fact that DL 
(  as a part of AI) cannot contextualize the situation which is continuously 
changing.

Ethical challenges of   AI-based decisions

The aforementioned challenge of lack of contextualization leads to 
situations where the ethics and morality of decisions come into play. 
Straightforward predictions based on a clean set of data are most helpful 
in  d ecision-making. These are the type of decisions that are automated. 
However, the uncertainty of the context in which the decisions are made 
presents a risk to automating   AI-based decisions. Fully automated decisions 
which leave humans completely out of the loop and which are meant to 
provide customer value are risky. Customers have a subjective interpreta-
tion of their needs and the changing nature of their values. Full automation 
especially in   customer-facing decisions may even be detrimental to business 
goals and to society in general.
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The ethical challenges in   AI-based decisions arise because of potential 
biases. AI systems make decisions based on data the provided and algo-
rithms   coded – both are subject to biases. While data is usually considered 
objective, it can still be biased since it incorporates the beliefs, purposes, 
biases, and pragmatics of those who designed the data collection systems. 
Data is not a singular record but a collection of many records of observa-
tions. Therefore, the potential exists that the beliefs of the observers have 
colored the meaning of the data.8 Sample bias, prejudicial bias, exclusion 
bias, measurement bias, noise bias, and accidental bias are examples of 
data-specific biases9 that influence the models built upon the data. Decisions 
to buy, sell, promote, and cut production are all sensitive to biases. Biases 
in the data and the opacity of the algorithms used to learn from the biased 
data are the central issues in AI and   Big Data ethics.10

   

AI models can potentially code prejudices and beliefs. To find those biases 
requires careful auditing of the models, which only an NI superimposed on 
AI can handle (   Figure 10.2). Appropriate checks and balances need to be 
put in place to prevent misuse of d  ecision-making systems that rely on ML.11

Legal issues in unexplained AI

A human understandable explanation for an AI decision is also imperative 
from a legal perspective. Explainable AI provides a reason or justification 
for the analytics generated. The need to demonstrate the reasons for the 
analytical insights arises from the need to prove that the insights are not 
violating the legal frameworks of the region. The analytics are based on the 
relationship of data within the   AI-based system. These systems are designed 
and owned by the developers. The algorithms are coded to enable them to 
traverse large dataset and establish correlations. There is no onus on the 

 Figure 10.2 NI superimposing on the AI learning process in order to improve   decision-making.  
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system to explain its decisions. An understanding of the data features and 
the h  igh-level system architecture may still not be enough to explain or 
justify a particular recommendation.

These legal situations can have serious repercussions on BO. Disparate 
impact resulting from the decisions can lead to legal wrangling and court 
suits. Agrawal, et al. recommend examining the results from the analyt-
ics. “  Do men get different results than women? Do Hispanics get different 
results than others? What about the elderly or the disabled? Do these differ-
ent results limit their opportunities?”12

Incorporating NI in decisions is a way to ameliorate the impact of legally 
poor decisions.

Interfacing with humans

An important “  soft” issue with  A I-based systems is the way in which they 
interface with humans.  H uman-Computer Interface (  HCI) is a discipline in 
its own right, encompassing interface designs, presentations, communica-
tion channels, and the growing expertise of the user. A static user interface 
will now “  grow” with the expertise of the user and, therefore, may hinder 
her use of the system. Sight, sound, and touch are the basics of user inter-
face design.

Interfacing with humans is an important element of successful BO.13 As 
businesses relate to the users through multiple channels, the design of a 
website or a mobile app that provides analytics to the users needs to incor-
porate user experience.

Understanding the purpose of the customer’s interaction with the busi-
ness, modeling the processes, and reviewing multiple aspects of a user’s 
(  and user group’s) relationship with a business help in improving the value 
of AI to the customer. User experience design is a specialist business analy-
sis (  BA) activity that makes provision for the incorporation of NI at all 
levels of the customer’s interaction with the business.

SUPERIMPOSING NI ON AI

Nexus between NI and AI yields balanced intelligence in optimization. A 
judicious superimposition of NI on every stage of the AI ML pipeline is 
imperative for   value-based decisions.  Figure  10.2 shows the AI pipeline, 
with four phases: data collection, ML, prediction, and   decision-making. 
The first three phases are relatively easy to automate based on current AI 
technologies as they can be defined. The fourth phase is not easy to be 
automated. The limitations of AI are handled by superimposing NI through 
the design, development, and implementation of the solution. The following 
outlines the role of NI in each phase:
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• Data collection: choosing the right kind of data for a given ML prob-
lem and filtering the varied types of possible biases from the data

• ML: allocating the right kind of ML algorithm
• Prediction: opening the ML black box to explain causal relationships 

among inputs and prediction
•   Decision-making: fully engaging in   decision-making

Quality decisions, which are also ethical decisions, include humans in the 
  decision-making loop. Humans are capable of considering the consequences 
of decisions   vis-  à-vis their quality and ethical ramifications. NI provides 
invaluable insights, after inspecting the consequences of decisions, by 
considering ethics and values. These  N I-based insights are superimposed 
on the learning algorithm ( a s shown in  Figure 10.2). The feedback loop 
illustrated in  Figure 10.2 then tweaks the historical data, learning model, 
and new data to filter possible sources of error and bias and retrains the 
model. The   learning-  correction-relearning cycle is repeated multiple times 
to enable the system to continue to learn and improve its performance. 
Eventually, after multiple iterations, the model shown in  Figure  10.2 
arrives at ethically sound decisions that produce adequate customer value. 
The caveat to keep in mind is that in earlier iterations of this model, NI 
makes the actual decision, whereas in later iterations, AI learns from NI 
and stores those insights. 

    

At an organizational level, as business processes are reengineered, a suite 
of principles related to ethics and morals can be adopted by the developers 
of the solutions. Visibility of the solutions through a walkthrough of mod-
els explaining the  d ecision-making process, safeguarding the ingestion of 
data and its usage, and enabling judicious mixing of NI (h  umanization) in 
the   decision-making process can go a long way in building trust in   AI-based 
  decision-making.

In  Table 10.1, 1 addresses the bias issue, 2 and 3 address the inexplain-
ability of AI models, and   4–7 address the inability of AI models for making 
decisions that have subjective value.

Biological neural network models14 are discussed to help understand 
autonomous adaptive intelligence.

AGILE ITERATIONS ENHANCE VALUES

Critical thinking and   problem-solving with AI

Critical thinking and  p roblem-solving are human traits that are supported 
by rich data and analytics. AI ranges from   general-purpose analytics (  e.g., 
on historical, descriptive) to specific, fi  ne-granular analytics (p  redictive). In 
each case, AI needs as well as supports critical thinking and   problem-solving 
in business. AI can be used to simulate business scenarios. “  Digital twins” 



Natural intelligence & social aspects of AI 243

used in simulating dams, human bodies, and hurricanes can also be used to 
simulate the trends and pathways of the business.

Critical thinking is undertaken in an iterative and incremental man-
ner within BO. Critical thinking approaches a problem in a disciplined 
 manner. Critical thinking starts by conceptualizing a problem, followed 
by  analyzing it. A  I-based analytics are immensely helpful in the analysis 
of the problem as they provide insights that complement NI. NI supports 
critical thinking by enabling an understanding of the changing subject 
matter or the context in which a problem is occurring. Both the problem 

 Table 10.1  AI limitations and NI superimposition over AI limitations for intelligent 
automation

 

AI limitation Description NI superimposition

Biases in AI models AI models can only be as good NI challenges the data and 
as the data fed to them and algorithm biases mainly because 
the algorithms coded. Biases NI is not limited to data and 
in models can   crop-up based algorithms. 
on the basis of observations 
and data, and those based on 
the developer’s viewpoints. 

Inexplainability of AI AI models are a “  black box” in NI helps in understanding the 
models which a large amount of data underlying causes of decisions. 

is fed and results come out. 
Feedback in AI models is also 
made objective. 

Complexity AI models are extremely NI brings in intuition, experience, 
  complex – that are difficult to expertise, and associated 
troubleshoot. knowledge.

Performance-driven AI models base their successes NI seizes the opportunity to vary 
metrics on performance-driven the performance-driven metrics 

metrics. This leads to ongoing based on the needs of the time.
optimization that may not 
care for value. 

Ethics and moral not AI models can only encode the NI can superimpose ethical and 
codable well-defined processes, and moral values based on the 

they can only analyze data that context of the situation. 
is available. 

Values are AI models can understand the NI is in a position to understand 
context-driven context only to an extent that the context much better than 

the context can be coded. If   AI – because NI is capable of 
the change in context is not absorbing contradictions and 
describable or visible to the AI misalignments in values. 
models, that context is lost to 
the model. 

Sequential vs agile AI models are   sequential –  NI, superimposed on AI, can 
moving from manual to make processes increasingly 
automated to optimized Agile.
processes.
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and the solution are subject to this changing context which AI may not be 
able to decipher.

An important development to support critical thinking is the   Hex-E 
protocol,15 which explores machine learning models in an iterative and 
incremental way. Superimposition of NI on   Hex-E is facilitated by AI. For 
example,   Hex-E facilitates a backpropagation algorithm using through 
its automated protocols that can also be explained. H  ex-E protocol, with 
automated correlations, can enable and support creativity, help solve 
problems by recombining ideas, and develop fundamental new interface 
primitives.

  Decision– action–decision–feedback cycle     

Agility in business   decision-making is based on iterations and increments. 
NI plays an important role in these iterative and incremental decisions 
because it provides input in the   consequences of the decisions.

 Table 10.2 shows this Agility and its incremental improvement for auto-
mation and optimization. These iterations insert AI with due respect to AI 
and as a means to help human d  ecision-making abilities and incorporate 
the impact of consequences in a virtuous feedback cycle.

 Table 10.2 T he decision–action–decision–feedback cycle for optimization of business 
processes with inputs from NI

 

Execute and make Iterate after examining 
Design and develop decisions consequences

Automate Create a model that Let machines execute Slightest variation in 
replicates exactly what the algorithms with input can potentially 
humans do with no varying data. change the way the 
variation and code that. Machines can only machine understands 

vary the execution it and throws the 
based on the results out of 
parameters and the balance/in chaos.
data input. 

Optimize Reengineer business Machines execute Agile characteristics of 
processes by questioning code only to the iterations and 
each activity for its extent there is no increments are 
contribution to the unexpected incorporated in the 
overall goal of the variation in the iterations; decisions 
process. Model and code input. Humans are and their 
with flexibility and overseeing and consequences are 
encapsulation in mind. providing relevant evaluated based on 

inputs to the human-values (ethics,
business process morality, and legality) 
execution. and fed back in the 

system. 
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CONSOLIDATION WORKSHOP

 1. Discuss a situation you are familiar with in the context of the  
  known–unknown matrix? Include examples of where AI plays an 
i mportant role through automation and where NI is even more  important 
than AI?

 2. Why is pure automation a bad idea in business systems? Discuss the 
limitations of AI from human perspectives? (  Hint: include ethics, 
morality, and legality of decisions)

 3. Explain the various kinds of biases that can creep in data. How can 
such biases be filtered?

 4. What is algorithmic bias? How can it be detected and minimized?
 5. Discuss with examples the ethical and moral challenges of   AI-based 

  decision-making.
 6. Why is the explainability of AI systems important? What happens 

with the “  black box” AI?
 7. Describe the role of subjective human values and its importance in 

creating customer value.
 8. What is critical thinking and   problem-solving capability? How can 

an organization strike the right balance between AI and NI through 
critical thinking?

 9. Are machines capable of critical thinking? Discuss both sides of the 
question with arguments and examples.

 10. AI systems can support and bring the  d ecision-maker to the 
d ecision point beyond which a judicious combination of NI with 
AI is necessary. Why? How can it be brought about by the  d ecision- 
action-decision-feedback cycle?
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Chapter 11

Investing in the 
future technology of 
self-driving vehicles
Case study

INTRODUCTION

About 1.35 million people die in road crashes each year and an additional 
 20–50 million suffer nonfatal injuries, often resulting in l ong-term disabili-
ties. On an average, every 24 minutes somebody is knocked down dead by a 
human driver.1 Safety in driving is one of the most important contributions 
of artificial intelligence ( AI) in the modern world. Many lives are saved 
through the AI technologies everyday on the roads. Unfortunately, a hand-
ful of fatal crashes involving autonomous vehicles ( AVs) have received pub-
licity that dissuades people from contemplating a s elf-driving car. Official 
approval by the regulatory agencies after rigorous safety testing is not able 
to overcome the human element in the application of AI to autonomous 
driving.

Public awareness on  self-driving vehicles is largely from hearsay or news-
cast. Facts are different. The truth is, a true unmanned fully developed 
 self-driving car is far away. What is heard in newscasts and read in news-
papers is about vehicles which are in various stages of s elf-driving devel-
opment. They are in an experimental stage and occasional accidents are 
bound to happen. Some studies suggest that s elf-driving vehicles will prob-
ably have to go through not just millions, but billions of miles of testing to 
win the trust of the public.

For the first time in 130 years, the world is in the midst of a major trans-
formation in automobile transportation.2 The advent of driverless cars is 
going to revolutionize the way people get around. While the technology 
is likely to bring benefits to society, there will also be unintended conse-
quences to consider. The potential loss of driving jobs along with other jobs 
related to driving such as insurance and a severe blow to the traditional auto 
industry are some of the more obvious negative consequences. The technol-
ogy is already picking up steam and is on the verge of making a paradigm 
shift in the way people think about cars and mobility. It offers opportunity 
to the public to consider the benefits and get rid of unfounded fears, chal-
lenge to governments and policymakers to frame new traffic laws, and to 
entrepreneurs and investors a new avenue for investment.
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This is a case study on s elf-driving or Autonomous Vehicles ( AV) which 
are making news headlines these days. Of paramount importance to the 
understanding of the levels of  self-driving cars is the conceptual model pro-
posed by the Society of Automotive Engineers ( SAE) International describ-
ing the various levels of autonomous driving. The case study describes these 
levels in detail, explains the engineering and technology behind AVs, states 
their benefits over human driving, and estimates the impact on economy if 
the emerging AV technology is pressed into service.

PUBLIC AWARENESS OF AUTONOMOUS 
DRIVING TECHNOLOGY

What is the level of public awareness regarding s elf-driving cars? How safe 
does the public think  self-driving or AVs are compared to their counterpart 
human drivers? Is the emerging technology here to stay?  Table 11.1 shows a 
public survey conducted in the USA on AV technology in early 2020.

The survey concludes that, “ consumer acceptance of automated vehicles 
seems to be stuck in neutral.”3 In other words, most of the people who 
responded to the survey are neither strongly for nor strongly against the 
automated driving technology. Almost half of them would like to get some 
more information on the technology and the legal aspects of AV driving. 
This applies to the entrepreneurial circles, too.

Most automakers are carrying on development and testing in the secrecy 
of their R&D labs or on testbed driving circuits hidden from public view. 
When they have to put to test their latest AV models on the roads, they are 
vividly decorated or heavily camouflaged, because “ it is important to keep 
future products secret, to avoid undercutting the sales of current products 

 Table 11.1 P ublic survey on AV technology 

AV aspect %

Riding in a  self-driving car

• Trust 12
• Not sure 28

Safety

• Safer if one has control in emergency
• Safer if there is a human backup
• Safer knowing AVs have passed rigorous testing
• Feel safer after seeing a demo 

72
69
47
42

Like to see more information on AVs

• Legal responsibility of crashes
• Laws regulating AV safety
• Vulnerability to hacking
• Easy to understand explanation of how AVs function

57
51
49
44
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and to build anticipation of the new product.”4 While there is an exponen-
tially rising number of journal papers and conferences on AI, ML, DL, and 
their applications, very few are on their applications to AVs. The few pre-
cious ones are mostly from academia who develop AVs driving simulation 
models and software platforms in their labs.5,6,7

Not much is known about the engineering and functionality of AVs. It 
is human psychology to fear the unknown. This fear is further fueled by 
media reports on the crashes involving AVs, which often hit the newspaper 
headlines. The fact is AV technology is far from being mature. There are 
several developmental and operational AV levels as described in the fol-
lowing section. The reported crashes have occurred, fortunately, only at a 
development and/ or testing level of the  fast-evolving AV technology.

SAE LEVELS OF AUTONOMOUS DRIVING

The Society of Automotive Engineers ( SAE) International has proposed a 
conceptual model defining 6 levels of driving automation which ranges from 
fully manual level 0 to fully autonomous level 5. The model has become the 
de facto global standard adopted by stakeholders in the automated vehicle 
industry (Figure 11.1).8  

Level 0:  No automation

Most driving today is Level 0 automation driving in which the human driver 
maneuvers the vehicle in all road conditions. Even vehicles equipped with 
an automatic transmission system ( as opposed to manually changing gears) 
and emergency braking system are classified as belonging to level 0 auto-
mation because such automated systems are passive and do not drive the 
vehicle. The dynamic driving task is fully performed by the human driver.

Level 1:  Driver assistance

This is the lowest level of automation. The vehicle features a single auto-
mated system for driver assistance, such as cruise control. The cruise control 

THE HUMAN MONITORS THE DRIVING ENVIRONMENT THE AUTOMATED SYSTEM MONITORS THE DRIVING ENVIRONMENT

 Figure 11.1 SAE levels of autonomous driving.  
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system aids the human driver in maintaining a steady speed and keeping it 
at a safe distance behind the traffic in front. The cruise control system 
also has the subfunctions of  de-acceleration and braking when it closes the 
gap between itself and the vehicle in front and of  re-acceleration when the 
gap widens to more than the designated safe distance. The human driver is 
responsible for controlling the rest of the driving functions.

Level 2:  Partial driving automation

The vehicle is equipped with Advanced Driver Assistance Systems ( ADAS), 
which can control both steering and acceleration/ deceleration and braking. 
However, there is always a human belted to the driver’s seat, ready to take 
control at any time. Tesla Autopilot, General Motors Cadillac Super Cruise 
system, Volvo Pilot Assist, and Nissan ProPILOT Assist are some of the 
recent level 2 driving systems.

Level 3:  Conditional driving automation

Level 3 automation level is a sudden jump from level 2. Vehicles are equipped 
with driving environment detection capabilities. They can make informed 
decisions for themselves, such as accelerating past a s low-moving vehicle. 
However, the driver must remain alert and ready to take control if the sys-
tem is unable to execute the task. Moreover, the human driver can always 
override the decisions made by the level 3 vehicle. Honda Legend Sedan and 
Audi A8 are the latest level 3 cars hitting the market.

Level 4:  High driving automation

Level 4 vehicles can intervene if things go wrong or there is a system fail-
ure. In this sense, these cars do not require human interaction in most 
circumstances. However, a human still has the option to manually over-
ride. Level  4 vehicles can operate in s elf-driving mode. But until legisla-
tion and infrastructure are developed, they can only do so within a limited 
area ( usually an urban environment where top speeds reach an average of 
30 mph). This is known as geofencing. Some automakers have signed con-
tracts with governments and already put their level 4 s elf-driving vehicles 
providing ridesharing in limited urban areas.

Level 5:  Full driving “ optimized” automation

Level 5 automation eliminates the human from the driving loop altogether. 
The process of driving is optimized in order to eliminate the driver from 
actual driving. The vehicles are able to drive anywhere a human can drive 
and in all weather conditions. Level 5 vehicles will not have steering wheels 
or acceleration/ braking pedals. Fully autonomous cars are undergoing 
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testing in several pockets of the world, but none are yet available to the 
general public.

Benefits of autonomous driving

The economic and social benefits of autonomous driving are so vast that 
even the skeptic who sees and understands these benefits, will agree.9 This 
section deals with some of the major benefits to humanity that AVs will 
deliver if they are adopted on a large scale.

Safety

Currently, the popular belief seems to be that human drivers are much safer 
than  AI-driven road vehicles. However, statistics seem to indicate other-
wise. The Association for Safe International Road Travel ( ASIRT), a non-
profit, nongovernmental organization that seeks to improve the personal 
safety of travelers on the roads, has published the annual global road crash 
statistics on its website ( Box 11.1).10

What are some of the causes of  human-driven accidents and fatal crashes?
A 2015 study by the US Department of Transportation NHTSA attrib-

uted 94% of accidents to human error, with only 2% to vehicular mal-
function, 2% to environmental factors, and 2% to unknown causes.11 This 
increase in safety also further reduces the cost of secondary factors such as 
emergency and medical services, government roadway management, and 
beyond.

Drunken driving, distracted driving often due to smartphone addiction, 
and old age driving are additional causes of accidents. According to the 
statistics released by the Japanese traffic authorities, in 2019, the number 

BOX 11.1 DATA OF ROAD ACCIDENTS 
CAUSED BY HUMAN DRIVERS

Approximately 1.35 million people die in road crashes each year.
On average, 3,700 people lose their lives every day on the roads.
An additional  20–50 million suffer nonfatal injuries, often resulting in 

long-term disabilities.
More than half of all road traffic deaths occur among vulnerable road u sers – 

pedestrians, cyclists, and motorcyclists.
Road traffic injuries are the leading cause of death among young people 

aged 5–29.
On average, road crashes cost countries 3% of their gross domestic 

product.
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of fatal accidents caused by drivers aged 75 or older accounted for about 
15% of the total. With the rapid aging of Japan’s population, the number 
of people 75 or older who hold driver’s licenses increased to 5.63 million 
at the end of 2019. It is estimated the figure will reach 6.6 million in 2022. 
The Tokyo Metropolitan Government is reportedly considering subsidizing 
the cost of attaching safety and drive assisting devices to the cars of elderly 
drivers.12

The US National Highway Traffic Safety Administration ( NHSTA) 
declares that the Advanced Driver Assistance Systems ( ADAS) available in 
 present-day vehicles that help drivers from drifting into adjacent lanes or 
making unsafe lane changes, or braking automatically if a vehicle ahead of 
them stops or slows suddenly, among other things are already helping to 
save lives and prevent injuries.

As stated above, autonomous driving is still far from being mature. It is 
expected that the future AV technology will be fully equipped with many 
redundant safety features which will drastically reduce road accidents and 
fatalities. In summary, some of the benefits will be:

Congestion

Congestion in the cities and on the highways is a daily phenomenon which 
has become a  two-way nightmare for officegoers. Vehicles caught in con-
gestion lead to a great deal of lost time and fuel. According to the INRIX 
2019 global traffic scorecard which is the most  in-depth congestion and 
mobility study of its kind, Bogota in Columbia is the most congested city 
in the world where drivers lose 191 hours ( almost 8 days) per year. Most US 
cities are also highly congested costing each Americans nearly 100 hours 
equivalent to $1,400 a year.13

 Self-driving cars will drive efficiently and through communication with 
one another will maintain a constant flow of traffic. Fewer traffic jams will 
save fuel and reduce greenhouse gases from needless idling.14 As an added 
benefit, reduction in congestion will also reduce human annoyance, bore-
dom, and stress.

Pollution

Current automobile technology spends far more fuel than necessary to 
reach from point A to point B. The environmental pollution resulting from 
fossil fuel combustion is huge. Current s elf-driving car models are basi-
cally  gas-driven cars with gas and brake pedals and steering wheels with 
Advanced Driver Assisting Systems ( ADAS) fittings. However, as autono-
mous driving reaches level 5, the concept of the car itself will change. Fully 
automated vehicles will be electrically driven15 and fitted with electronic 
control systems. Gas and brake pedals and steering wheels will become 



Investing in the future technology 253

obsolete. Without any exhaust tailpipes and emissions, fully automated 
electric vehicles will greatly reduce environmental pollution.

Parking space

Every personal car that transports a person to work, shopping, entertain-
ment, or whatever needs parking space. Cities and urban areas are flooded 
with parking lots which are always almost packed with cars so much so 
that drivers must be constantly on the lookout for vacant parking spots. 
 Self-driving cars will be programmed to let the passengers off at the front 
door of their destination and quickly move away to serve other passengers. 
Keeping the  self-driving cars continually in motion will lead to a reduction 
in the parking space. The land freed from parking lots can be utilized for 
other city development purposes.

Passenger quality of life

All the occupants of the  self-driving vehicle will be passengers. While 
traveling, they could engage in productive work like reading, attending to 
emails, or entertainment activities like watching movies. The elderly and 
people with disabilities find it very difficult to move from place to place 
using the current private and public transportation system. They will be 
able to enhance their mobility given the availability of  self-driving cars. 
They will call a  self-driving vehicle from the nearby fleet and get a ride to 
wherever they want to quite comfortably. Parents will not have to worry 
about getting their kids to school in the morning and picking them up after 
school. Secure  self-driving cars can be programmed to transport the kids to 
and back from school.

Cost benefits

 Self-driving vehicles have not yet reached a visible maturity level because 
of which it is difficult to project the cost benefits of this new mobility tech-
nology. Currently, owning individual AVs is quite expensive since the pro-
duction of such cars has not yet hit the main mobility market. But several 
estimates of the cost benefits are underway.

Some studies estimate that  self-driving cars will save the United States 
over $300 billion per year, mostly due to the reduction in road accidents. 
The cost benefits are still higher if the savings due to congestion relief, 
increased productivity while traveling, and the reduced cost of delivering 
goods and services are taken into consideration.16

The UK firm Thales estimates that AVs will bring 90% reduction in traffic 
deaths, 60% drop in harmful emissions, 100% elimination of  stop- and-go 
waves that currently create traffic congestions, 10% improvement in fuel 
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economy, 40% reduction in travel time, and a h ard- to-believe 500% increase 
in lane capacity. The net savings on reduced insurance costs, reduced run-
ning costs, and parking mean the UK consumer market would save about 5 
billion pound annually.17

According to expert projections, AVs will be safe and reliable by 2025 
and may be commercially available in many areas by 2030. If they follow 
the pattern of previous vehicle technologies, during the 2030s and probably 
the 2040s, they will be expensive and limited in performance. They might 
occasionally require human intervention in emergency and unexpected 
situations.  Figure  11.2 shows the comparative user cost estimate of AVs 
and HDs (  human-driven vehicles). The cost is computed in dollars per mile 
transit. AVs are likely to cost more than HDs and vehicles and public tran-
sit, but less than HD taxis and  ride-hailing services.18

Unintended consequences of 
automated cars technology

Automated driving will bring a host of benefits to humanity. The social and 
ethical issues surrounding  self-driving cars are hitting the headlines, but 
 in-depth research is yet to be done.19,20 The unavoidable unintended conse-
quences21 of AV technology which is the source of social and ethical issues 
are discussed in this section.

Loss of jobs

Millions of people earn their living from driving taxis, hired cars, buses, 
and trucks. If AVs become a reality on the roads, these people will suddenly 
end up losing their jobs. According to the US Bureau of Labor Statistics, the 

 Figure 11.2 Comparative running cost of AVs and HDs ($/ mile).  
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total number of potential jobs lost would be about 4.5 million. This is with-
out taking into consideration the additional management and supporting 
staff employed in the driving sector. Moreover, the  low-skilled driving force 
cannot be immediately retrained to take up new jobs. Retraining would 
further increase costs.

Blow to the auto industry

Not the traditional auto manufacturers, but IT companies like Google are 
at the forefront of the  driverless-car technology. Hence, the success of driv-
erless cars will directly hit the traditional automakers. Moreover, since the 
driverless cars will be easily available everywhere and readily transport 
people anywhere, less and less people will be inclined to own a car, given 
the headaches of finding a parking lot when driving and paying the taxes, 
repair, and maintenance bills. Thus, private car ownership will become a 
thing of the past, suffocating the automobile industry.

Blow to the auto insurance industry

Personal injury coverage, auto liability coverage, comprehensive coverage, 
collision coverage, medical payments coverage, and so on are the myriad 
insurance coverages routinely included in any car insurance package. 
Although not all of them are mandatory, most people end up purchasing 
more than the essential amount of coverages for fear of risk to life and 
property. Automobile insurance companies are thriving because of the 
numerous risk factors associated when humans are driving. Accident risks 
increase in proportion to the number of vehicles in use, which has been ris-
ing unabatedly over the years. Driverless cars promise to greatly reduce the 
occurrence of risks, which will impact the survival of the auto insurance 
companies. Lack of private ownership of cars and the elimination of poten-
tial risk in autonomous driving will knock down the traditional business 
model of auto insurance.

The bottom line is: The advent of driverless cars is going to disrupt and 
revolutionize the way people get around. While there is likely to be a net 
positive benefit to society, there will also be unintended consequences to 
consider. It is important to be prepared for these, and any other, unintended 
negative consequences that may materialize as a result of this disruptive 
technology.

It is a historical fact that the global economy did not fatally collapse 
under the disruptive tidal wave produced by the industrial revolution. 
Traditional jobs perished overnight, but new jobs were also created in the 
aftermath. Experts predict the rapid advances produced in AI will bring 
about a similar disruption in the global economy. But it will also create 
new jobs.22,23
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AV ENGINEERING

This section aims at explaining the AV engineering to nontechnical read-
ers. The best way to understand how AVs drive is by taking a closer look 
at how human beings drive. The subsection below presents an analysis of 
human driving; the subsection which follows explains AV driving which is 
an extension of human driving.

Analysis of the human driving cycle

A close analysis of the mental processing and physical activities involved 
in human driving reveals two kinds of cycles in  operation – the foreground 
conscious cycle and the background unconscious cycle (  Figure 11.3). Deeper 
analysis of these two cycles helps to better understand the pros and cons of 
autonomous driving.

Foreground conscious cycle

The foreground cycle of mental processes and physical activity takes place 
at the conscious level of the driver. The cycle goes through iteration of the 
following four major steps: Perception, scene generation, planning, and 
 action – explained below in detail.

Perception

Perception refers to the taking in of all the information that impinges on 
the senses. The major sensing necessary for driving is visual. Through the 

Perception

Scene 
generationPlanning 

Action

background     
unconscious cycle

foreground 
conscious cycle

 Figure 11.3 Human driving cycles.  
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eyes, humans perceive the traffic signals and their colors, read the traffic 
signs posted on the road, read the signs and words written on the road 
surface, and see the traffic moving in front. Small mirrors fitted to the car 
and large mirrors by the roadsides act as secondary means of aiding the 
driver’s vision.

Scene generation

The information picked up by the sensory organs is transmitted to the brain 
via the nerves. The brain interprets the pieces of information supplied by 
each sense organ and combines them to build a world map of the surround-
ings in which the human driver’s car happens to be at that point in time. 
From perception, humans generate the driving scene surrounding their 
vehicle. They pinpoint the other vehicles, cyclists, pedestrians, signals, road 
signs, and weather conditions and make an action plan.

Planning

From experience, the human driver how the situation will change the 
moment the signals controlling the flow of traffic through the crossing 
change. The still looking crossing will soon bustle with activity with traf-
fic and pedestrians moving in all directions indicated by the green signals, 
while those patiently waiting as indicated by the red signals.

Action

Finally, all the planning is put into action, triggered by the signal change. 
The human driver will release the brakes, gently press the gas pedal, and 
steer towards the vehicle right. However, driving doesn’t end after execut-
ing the planned action. The perceiving, scene generating, planning, and act-
ing cycle iterates rapidly.

Background unconscious cycle

As the human driver is actively managing the foreground driving cycle, 
there is another subtle cycle operating at the background, which may not 
be at a fully conscious level. This cycle, too, can be broken down into four 
distinct steps.

Information f iltering

When driving, a variety of external information not directly related to driv-
ing presents itself to the driver: for example, the scenery, buildings, shops, 
lampposts, and so on. A good driver concentrating on driving filters out the 
unnecessary information almost unconsciously.
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Risk estimation

On scanning the driving environment, an experienced driver also estimates 
the risk factors before executing the plan of action. For example, when the 
car has stopped for the red signal at a crossing, the driver may notice a 
cyclist at the side or a child at the curb. If the driver has planned turning left 
with the left winkers already set blinking, she will think of the possibilities 
of the cyclist cutting straight as the car is turning or the child suddenly hop-
ping on the pedestrian crossing.

Exception handling

With the risk estimation associated with the action planning, the driver 
is ready with an exception handling or emergency plan if the risks do 
materialize. In the above example, the driver will do a left turn extremely 
slowly while cautiously monitoring the moves of the cyclist and the child. 
She may also have to apply the brakes if, at the critical moment of turning, 
the move of the cyclist or the child is not in keeping with the appropri-
ate traffic rules. This is exception handling which overrides the normal 
planned action.

Performance evaluation

After executing the plan of action, an experienced driver briefly evaluates 
her driving from perception to action. She may become aware that she was 
not paying attention to the pedestrians waiting to cross the road at the 
junction she has just passed. She had not stopped there to let the pedestri-
ans cross the road. Performance evaluation heightens the awareness of the 
driver and leads to greater safety in driving.

In human driving, even if the perception followed by scenario generation, 
and action plan is perfect, on some occasions, there is an error in action. 
The human operator may mistake the gas pedal for the brake and end up 
accelerating the car unintentionally.

AV driving cycle

The very same steps are involved in an AV driving cycle.

Perception

In an AV, there are arrays of sensors fitted to the body of the automobile 
like cameras, radar, ultrasonic sensors, and LIDAR. The sensors constantly 
pick up the information of the surrounding world. The AV perception of the 
driving environment is through its sensors.
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Ultrasonic sensors

The giant Japanese car manufacturer Toyota was the first to use ultrasonic 
sensors for parking assistance systems. The ultrasonic waves ( which are 
above the audible frequency range of humans) transmitted by the gadget 
are collected on reflection from the surrounding objects. The transmitted 
and received signals help to calculate the distance of the object reflecting 
the waves from the sensor’s position. Ultrasonic sensors are not adversely 
affected by poor weather conditions. They work well in detecting nearby 
objects around the vehicle, especially pedestrians. On the downside, ultra-
sonic sensors are sensitive to interference from  high-frequency sounds emit-
ted in the neighborhood.

Visual camera

Visual camera is the cheapest and the most common sensor used in almost 
all AVs. A host of visual cameras are attached to the vehicle chassis, each 
one performing a specific function. Two mono cameras for the front vision 
of the vehicle form a stereo vision system. They have relatively larger focal 
lengths to see as far as possible; the cameras on the side provide an imme-
diate view of the objects located on both sides of the vehicle. The cameras 
on the rear end help in reversing and observing the traffic behind the vehi-
cle. Since the sharpness in focus and clarity of p resent-day cameras have 
improved tremendously, these simple sensors are used to perform multi-
function necessary for driving like recognition of signals, road signs, lanes, 
hazards, traffic, and pedestrians. Recognition is done by the s tate- of- the-art 
deep learning algorithms. However, cameras are very sensitive to light. Too 
much or too little of light will greatly hamper the visual information pick-
ing of the cameras.

Radar

Radar ( radio detection and ranging) sensing using radio waves for object 
detection and tracking has been in use in navigation for a very long time. 
Radar emits radio wave pulses and using echo and Doppler effect calculates 
the size and distance of the objects reflecting the radio waves. It can also 
detect the direction and speed of moving objects. Because of its l ong-range 
applicability, radar is used primarily in adaptive cruise control and lane 
change assistance systems in AVs.

Lidar

Lidar ( light detection and ranging) works on the same principle as radar. 
In place of radio waves, it uses laser light pulses for detecting objects 
surrounding the AV. The accuracy and high resolution of Lidar have 
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made it an outstanding choice for 3D surveying and mapping in AVs. 
Although the current costs are exorbitant, Lidar is considered indispens-
able as an AV sensor. However, recent AV manufactures, notably Tesla, 
have demonstrated that there is alternative cheap sensor technology for 
3D mapping.

Global positioning system

Global position system done via satellites orbiting the earth has become 
very common in driving. Its accuracy is approximately 3 m, which is suf-
ficient for land driving purposes. The weak point is that it requires a clear 
line of sight from between the vehicle and the satellite on top. It does not 
function when the vehicle goes underground or in a tunnel.

Scene generation

This is where the latest  state-of  the-art computer vision deep learning algo-
rithms come into play. Some computer vision deep learning algorithms are 
so advanced that their performance has exceeded that of human experts.24 
There is a fusion of all the information provided by the sensors to produce 
an instantaneous 3D environment around the AV.

Planning

All the d ecision-making and planning functions are controlled by the 
central computing platform. R eal-time scene generation by fusion of sen-
sor data requires massive data processing and storage. The  real-time pro-
cessing is done by graphic processing units ( GPU) containing thousands 
of cores delivering massive parallel compute orders of magnitude higher 
than a multicore CPU. The Nvidia drive AGX PEGASUS25 is one such plat-
form. Designed for the future level 4 and level 5 autonomous driving and 
robotaxis, it can achieve an unprecedented 320 trillion operations per sec-
ond ( TOPS) of supercomputer.

Action

The action plan decided upon by the computing platform is transmitted to 
the car mechanical parts via the actuator interface. The p erceive- plan-act 
driving cycle operates at the millisecond (  one-thousandth of a second) pace.

Humans vs AVs driving

The planning, execution, and prediction steps involved in human driving 
closely match the steps that have been analyzed in the conscious and sub-
conscious driving cycles that the authors have proposed in the preceding 
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subsection. These steps will be coded as programs and embedded in the 
AV controlling software platform. They will be further refined through the 
process of deep learning carried on not by just one AV on the road, but liter-
ally by millions of them on the roads and billions in the simulation world. 
Since the machine  perceive- plan- predict-execute activities occur in a couple 
of milliseconds compared to the fastest human judgment and activity that 
take a couple of seconds, machines are expected to have an upper hand in 
planning and executing  fail-safe measures.

However, the following study disproves the claim that machines are 
unquestionably better than humans in driving. The Insurance Institute for 
Highway Safety ( IIHS) recently examined more than 5,000  police-reported 
crashes across the USA and separated the d river-related factors that con-
tributed to the crashes into the following five categories:26

• Sensing and perceiving errors: Poor visibility, failure to recognize haz-
ards, and driver distraction

• Incapacitation: Impairment due to alcohol or drug use, medical prob-
lems, or falling asleep at the wheel

• Planning and deciding errors: Driving aggressively or too fast or too 
slow and not leaving enough following distance from the vehicle 
ahead

• Execution and performance errors: Inadequate evasive maneuvers, 
overcompensation, and other mistakes in controlling the vehicle

• Predicting errors: Incorrect estimate of the speed of other vehicles, 
and incorrect assumptions about what other road users are going 
to do

The study showed that crashes due to only sensing and perceiving errors 
accounted for 23% of the total and incapacitation accounted for 10%. 
The remaining  two-thirds of the errors occur in planning, execution, and 
prediction.

Given the fact that AVs do not share human frailties like inebriation or 
distraction and assuming that the sensors guiding the future AVs are hun-
dred percent foolproof, the IIHS study warns that AVs would only avoid 
about a third of the errors that lead to crashes. Thus, leaving humans out of 
the driving loop may never become a possibility. As argued in C hapter 10, 
NI superimposed on AI helps in making decisions in tight and extreme 
situations.

Of course, no machine can override the laws of physics as in the case 
when a vehicle in front of the AV suddenly stops or an animal or a pedes-
trian suddenly jumps in front of a speeding AV. Mechanical failures, too, 
cannot be completely avoided. Employing fleets of fully matured AVs for 
transportation may not reduce the number of accidents to zero, but the 
figures will not be any near to the annual 37,000 deaths and millions of 
injuries prevalent today.
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THE  STATE- OF-ART OF AVs ENGINEERING

Brief history of  self-driving cars

Ever since the emergence of the automobile from the  horse-driven carriage 
technological culture, there have been sporadic experiments and at times 
impressive demonstrations on public roads of autonomous driving vehicles. 
The first serious attempt at autonomous driving was by the US Defense 
Advanced Research Projects Agency ( DARPA), the very same agency who 
had laid the foundation in communications that led to the invention of the 
internet. In 1985, DARPA developed the Autonomous Land Vehicle ( ALV) 
that could s elf-drive on rough and dangerous terrain without an onboard 
human driver. A fleet of ALVs used  closed-circuit camera to sense the sur-
roundings and communicate with one another in transit. The sensing and 
processing technology of the time being rather primitive, the ALV fleet could 
travel no more than at snail’s pace. Then came Carnegie Mellon’s Navilab 
experiments which lead to the development of the w ell-known Autonomous 
Land Vehicle using a Neural Network ( ALVINN) in 1989. This was the 
first AV to introduce an Artificial Neural Network software to process the 
car sensor’s input. Because of the efficiency in the input sensor information 
processing, ALVINN could travel much faster than DARPA’s ALV.

European car manufacturers were also researching on AVs at that time. 
In 1995, the VITA ( Vision Information Technology Agency) project spear-
headed by  Mercedes-Benz had several demonstrations in Germany, France, 
and Denmark. In one of the recorded demonstrations, the AV covered a trip 
of more than 100 km traveling at speeds over 100 km/ h. It was capable of 
maintaining itself within the lanes and also of changing the lanes to over-
take slower cars on the highway.

In the 1990s, car manufactures began to equip their cars with onboard 
diagnostic systems that monitor the engine and other mechanical functions. 
The diagnostic and monitoring systems are essential in developing an inte-
grated  self-driving software platform.

In 2004, DARPA organized the first s elf-driving Grand Challenge. The 
competition offered a prize of one million dollars to any  self-driving car 
that could finish a  142-mile complete course. The course was too rough and 
unpredictable for the AV technology of that time. However, in DARPA’s 
Grand Challenge II in the following year, five teams finished the course. 
DARPA’s Grand Challenge II became a milestone in the history of AVs 
which boosted the confidence of AV engineers and technocrats.27

The future of  self-driving cars

AVs have come a long way from the Grand Challenge competitions. 
Embedding ADAS has become a commonplace in the latest car models, 
although at an additional expense.  Lane-departure warning, lane change, 
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signal detection, traffic sign recognition,  road-marking recognition, haz-
ard detection and avoidance, pedestrian detection, pedestrian movement 
detection,  auto-cruise, collision detection,  auto-braking, and  self-parking 
assistance functions have greatly reduced stress and made driving comfort-
able to human drivers. However, a fully mature level 5 autonomous driving 
technology is still very far away.

Experts and visionaries call the  self-driving cars project as a moonshot.28 
Imagine what an effort it was to launch a satellite in outer space, rocket 
man to the moon and back. Most people were skeptical about the technol-
ogy of the time. But the effort, time, and money spent for the project turned 
out to be a big success.  Self-driving technology is similar in stature to the 
lunar missions. It is about to make a paradigm shift in transportation far 
greater than the one from  horse-drawn carriages to automobiles about a 
hundred years ago.

Progress in s elf-driving technology has to be i ncremental – one stage at 
a time. The SAE model is indeed the roadmap. Most people are skeptical 
about s elf-driving cars, because misinformed by the media hype they are 
made to believe that fully automated cars will become available within a 
couple of years. But the scientific and engineering truth is that the technol-
ogy needed for a fully functional level 5 car is not yet ready. NI, not AI, is 
ruling the roads.

Two predominant difficulties should be overcome by the  self-driving 
technology to become viable: technology maturity and cybersecurity.

Technology maturity

AI technology needed for a fully autonomous,  humans- out- of- the-loop 
driving is not yet mature. The famous Moore’s law is still predominant in 
the semiconductor sector.

It states that the number of transistors on a microchip doubles every two 
years, implying a significant increase in processing power. The increase in 
processing power generates more and more data resulting in a Big Data 
revolution. The exponential rate of growth of data catalyzes the develop-
ment of new and powerful algorithms. The latter demand more processing 
power and so the processing-data-algorithms cycle keeps rotating rapidly 
(Figure 11.4).

Data, algorithms, and processing power are at the heart of the IT revolu-
tion, which has given birth to the AI and machine learning paradigm.

  

According to the technological version of the “ law of accelerating 
returns,”29 the rate of technological progress increases exponentially over 
time. In other words, the “ returns” of the technological evolutionary pro-
cess like speed, power, and c ost-effectiveness increase exponentially over 
time. This happens because any growing technology gives birth to a new 
technology, which in turn grows and further develops the mother driving 
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technology. Meantime, other forms of supporting technologies get entan-
gled and provide a positive feedback loop to the evolutionary process. The 
momentum picked up by the developing technology is forever accelerating. 
IoT promises to turn any ordinary everyday object into a computing and 
communicating device, thereby generating dynamic “ Internet of Things” 
( IoT). Nanotechnology promises the production of new and resilient mate-
rials by manipulating materials at their atomic ( nanometer range) level, and 
quantum computing promises to revolutionize the speed and volume of 
computations and will be  game-changers giving an accelerated boost to the 
growth of AI and Machine Intelligence.

 Self-driving vehicles are going to be just one application of this  ground- 
breaking Machine Intelligence.

Cybersecurity

One of the unintended consequences of AVs is cybersecurity concerns. Car 
thieves once used mechanical devices to get into a car. Nowadays, they 
can use technology to hack the car system remotely. Future driverless cars 
will be entirely controlled by computer hardware and software. A mali-
cious attacker could find and exploit security holes in any number of the 
millions of software components that dynamically make up the complex 
autonomous driving scenario. Attackers can take over AVs, orchestrate 
traffic jams, and set them on collision courses causing untold tragedies and 
loss to life and property. Following are some of the cybersecurity issues, AV 
designers and manufacturers need to address:

Sensor attacks

Sensor attacks can come in many forms. Distorting input signals from 
sensors through noise injection ( jamming attack), generating fake sensor 

 Figure 11.4 Data-algorithms-processing revolution.     
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signals to present n on-existing objects and phenomena ( spoofing attack), 
shining strong light directly on a camera to impair its visibility ( blinding 
attack), capturing pulses transmitted by the sensor, and resending them 
at different times and positions ( replay attack) are some of the conceivable 
sensor attacks.30

Efficient hardware and software are yet to be designed to detect and 
counter such sensor threats.

Hardware attacks

Hardware acceleration with GPUs highly tailored for a specific task with 
their own memory and processor cores are the workhorses of the  real-time 
computing machinery of AVs. Stealthily hidden security holes at the hard-
ware level can give hackers ample chance towards an undesired manipula-
tion of AVs.

Software attacks

Any modern software system is like an organic body composed of thou-
sands of interacting components. The complexity of the system is such that 
it does not allow administrators to trace all possible loopholes. Automakers 
with links to IT enterprises are racing to address the security issues. For 
example, the  E-Safety Vehicle Intrusion Protected Applications ( EVITA)31 
is a noteworthy European automotive cybersecurity project. The EVITA 
Hardware Security Module ( HSM) specification has become one of the 
major hardware standards in the automotive industry.

 

Infrastructure and network attacks

Driverless cars of the future will likely be networked to communicate 
with each other and the road infrastructure. V2V, V2I, and V2X are the 
three types of networks comprising Intelligent Transportation System 
( ITS) already under experimental operation in autonomous driving. 
 Vehicle- to-vehicle communication technology ( V2V) enables the exchange 
of information about position and speed from one vehicle to another. V2V 
networks uncover potential risks and dangers to driving and help reduce 
traffic congestion and accidents.

 Vehicle- to-infrastructure communication ( V2I) enables the exchange 
of information between vehicles and the traffic infrastructure. For exam-
ple, smart traffic signals powered by V2I help AVs to adjust their speeds 
to smoothen their driving and reduce congestion. It also helps in smart 
self-parking. Vehicle-to-everything communication (V2X) encompasses 
both V2V and V2I technology. It gives power to AVs to communicate 
with the traffic system, including other vehicles and infrastructure. V2X 
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can notify AVs and human drivers alike of road and weather conditions, 
accidents, and traffic congestion in the vicinity. Electronic Toll Collection 
( ETC) and  self-parking in smart city parking lots operate on the V2X tech-
nology. The sheer size and complexity of the network components and 
their  intra-communication protocols make it extremely difficult for secu-
rity experts to make an exhaustive check of all possible security loopholes. 
Nonetheless, it is worth investing time, effort, and money checking the 
cybersecurity holes in such complex systems because attacks on the com-
munication networks could maim the ITS creating chaos and incalculable 
harm to the robotic cars along with their occupants.

AVs IMPACT ON ECONOMY

The economic impact of  self-driving vehicles will unfold itself in several 
stages. The benefits of AVs like safety, increase in people’s mobility, and 
reduction in congestion, pollution, parking space, and cost will slowly 
transform society and auto industry. As more and more fleets of AVs are 
pressed in service, the revenues generated and the benefits reaped will far 
outnumber the unintended consequences AV technology may produce.

Although a fully matured level 5 AV technology is not yet available, 
level 3+ AVs are already being approved by governments for limited use. 
Industries such as manufacturing, farming, and construction are employing 
more and more s elf-driven trucks designed to accomplish specific, repeti-
tive tasks in those fields. They are found to be safe, cost effective, safe, and 
indispensable in situations too risky for human involvement. Truck platoon-
ing which consists in the linking of several trucks in convoy on a highway is 
also on the rise. Using connectivity and autonomous driving technology, the 
trucks automatically maintain a set, close distance between each other. The 
truck at the head of the platoon acts as the leader with the vehicles behind 
following in unison its driving lead. Driving safety coupled with efficiency 
and lowering of fuel consumption and CO2 emission is reportedly leading 
the truck platooning technology towards greater market share. F ull-fletched 
platooning highway drive is expected to hit the market around 2023.32

In urban areas, robotaxis, automated school, and transit bus services are 
also on the rise. The accessibility, comfort, and ridesharing at a reduced 
price are attracting more and more customers to avail of the automated 
driving technology.

Currently, the price of a s elf-driving vehicle is exorbitantly high, but 
enterprises are pushing hard to make the technology economically viable. 
The LIDAR sensing technology, for instance, which measures distance 
using laser light to generate highly accurate 3D maps of the world around 
the AV, is considered by most in the s elf-driving car industry a key piece of 
technology required to safely deploy AVs. A single piece which was costing 



Investing in the future technology 267

$75,000 a while ago is now available at $7,500. Sensor technology and the 
rest of the hardware and software development costs will spirally decrease 
as more and more enterprises enter a fierce competition to get a share of 
the market which will put their AVs on public roads. It is only a matter of 
time before the current exorbitant price of AVs winds down to an afford-
able one. Image the computers of the past. They were mammoth structures 
occupying entire floors of university buildings. Individuals could not own 
them. The affordability and widespread use of personal computers today 
have proved to be beyond the wildest predictions of computer firm CEOs, 
entrepreneurs, and economists.

The auto industry is channeling billions of dollars into AV technology. 
Trillions of dollars are expected in return.33 According to a cost estimate 
computed by Burns a  tailor-designed, electrically driven, t wo-person, 
shared, AV will cost $0.20 per vehicle mile, compared to the $1.50 estimate 
of the cost of owning and operating a car. The gain is a whopping $1.30 
per mile. Multiplying the $1.30 per mile savings by the 3 trillion miles 
Americans drive annually revealed AV mobility could reduce America’s 
$4.5 trillion per year mobility bill by $3.9 trillion per year. The AV mobility 
solution could save a driver $5,625 a year, plus the value of all the time that 
not driving frees up. Converting the value of time into earnings, the annual 
savings could amount to $16,000 a year, or even higher.34 According to 
Allied Research, the s elf-driving vehicle market is expected to grow from 
$54.23 billion in 2019 to $556.67 billion in 2026. In no time it will escalate 
to the order of trillion dollars.35 These numbers support the rising trend of 
investment in the research and development of AV technology.

The autonomous driving revolution has begun, led not by the outstand-
ing auto manufacturers, but by the IT companies. Some of these compa-
nies played a major role in amassing Big Data and producing  cutting-edge 
machine learning algorithms for churning Big Data to arrive at p rofit-making 
business predictions and decisions. For them, boldly experimenting with 
autonomous driving using the newly developed generation and predictive 
processing of Big Data was the next logical step.

When  large-scale experimenting showed signs of success, they began to 
invest heavily.

Traditional auto manufacturers are joining hands with IT companies to 
build AVs.

Academics, too, are not behind in the race for developing s elf-driving 
cars. They create simulation software and learning algorithms that clock 
millions of miles of safe driving on computer screens hidden behind the 
walls of the university research labs. For example, University of Michigan 
has taken a lead in creating a 3 2-acre, 1 0- million-dollar “ Mcity” that pro-
vides a  real-world space to test automated mobility systems. Mcity is a 
realistic scenario to evaluate how autonomous driving will shape urban 
planning.36



268 Artificial Intelligence for Business Optimization

The universities involved in AV technology also produce engineering and 
data science graduates who are an asset to further boost the technology. 
 University-developed  self-driving platforms and prototypes along with their 
graduates w ell-trained and equipped to shape autonomous driving technol-
ogy act as a bait for instant collaboration with industry. The auto manufac-
turing i ndustry – IT  companies – University Engineering Labs collaboration 
is just the right mixture to accelerate the progress of AVs to level 4 and 5 
within a short time.

The s elf-driving car business is currently steeped in regulatory and ethical 
controversy, and the debate between the cons and pros is at a standstill.37

Exaggerated reports on fatal crashes involving AVs and statistical simu-
lations showing that “ fully autonomous vehicles would have to be driven 
hundreds of millions of miles and sometimes hundreds of billions of miles 
to demonstrate their reliability.” have drawn excessive public frowning on 
AV technology, leaving an impression that the baby is thrown out with the 
bathtub. It is time that governments, policymakers, and entrepreneurs take 
a hard look at the benefits AV technology has the potential to deliver. The 
poignant question is: Does the public have to wait for years on end till it is 
proved that autonomous driving produces 0% accidents or do something 
using the available technology to address the sober fact that annually 1.35 
million people die on the roads?

CONSOLIDATION WORKSHOP

 1. Discuss the safety aspects of  self-driving cars. What are the most 
likely challenges to the safety of  self-driving cars?

 2. Are currently available AVs safer than human driving? Will level 
4, 5 AVs be better and safer than humans in driving? Discuss the 
philosophical and practical aspects of safety in the context of levels 
4 and 5.

 3. What is AV engineering? How does AI play a role in AV?
 4. Often it is claimed that AVs will fail to recognize road signs and 

the like in mist, rain, and snow. Are humans smarter driving in 
bad weather conditions? Discuss keeping AI and NI combination in 
mind.

 5. AV antagonist claim AVs will come across unforeseen conditions 
many times. What are some of these “ unforeseen conditions” and 
what is the frequency and severity of their occurrence?

 6. AV control systems are based on DL algorithms. What are the limits 
of these algorithms?

 7. What security precautions should auto manufacturers take when 
designing AVs?

 8. Discuss the safety, health, environmental, and economic benefits of AVs.
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 9. How long will it take for level 5 AVs to be a common place on public 
roads?

 10. What are the chances of hackers gaining control of AVs and thwart 
the AI controls to cause accidents?

 11. When an AV causes an accident who is to blame? Discuss the legal 
implications.

 12. What are some of the new laws and regulations that need to be 
enforced before AVs get on public roads?
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 36. Angelo Rychel, 7 Universities that are pushing the boundaries of autonomous 
driving. Technology and Business, December 7, 2017. https:// www.2025ad.
com/7-universities-that- are-pushing-the-boundaries-of- autonomous-driving.        

 37. https://mobility.here.com/learn/smart-transportation/self-driving-car- levels-
benefits-and-constraints.
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Appendix A: Frameworks 
and libraries for ML

INTRODUCTION

Appendix A lists the top ten popular and  oft-used  open-source Machine 
Learning Frameworks & Libraries ( MLFL). These MLFL are provided here 
based on the authors’ understanding of them. There are potentially many 
more MLFL that readers would like to explore. This appendix provides a 
good starting point for eager practitioners to jumpstart their ML projects. 
Each framework/ library has ample documentation on its website.

A.1  scikit-learn

scikit-learn is an  easy- to-use library interfaced with Python programming 
language. It is popularly used to conduct basic ML studies like supervised 
and unsupervised learning. It is built on packages like NumPy, SciPy, and 
matplotlib. The resulting libraries can be either used for interactive work-
bench applications or embedded into other software and reused.

https://scikit-learn.org/stable/user_guide.html    

A.2 Tensorflow

TensorFlow, invented by Google, is an  end- to-end  open-source machine 
learning platform. It has  industry-standard  open-source libraries, tools, 
and community resources. It is both CPU and GPU compatible.

TensorFlow implements data flow graphs, where batches of data called 
“ tensors” can be processed through a series of steps described by a graph. 
The movements of the data through the system are called “ flows” – hence, 
the name TensorFlow. Graphs can be assembled with C++ or Python and 
can be processed on CPUs or GPUs.

https://scikit-learn.org
http://user_guide.html
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It has tutorials for beginners, generative adversarial networks ( GAN) and 
neural machine translation with attention for experts. Google, DeepMind, 
airbnb, CocaCola, GE Healthcare, and Intel are some of the companies 
using TensorFlow for research.

https://www.tensorflow.org/ 

A.3 Keras

Keras is a simple machine learning framework for deep learning. It was 
developed with the objective of fast experimentation. It offers consistent 
and simple APIs which minimize user actions required for common use 
cases, and provides intuitive and actionable error messages. It also has 
extensive documentation and developer guides. Keras takes advantage 
of the full deployment capabilities of the TensorFlow platform. Keras 
models can be exported to JavaScript to run directly in the browser, to 
TF Lite to run on iOS, Android, and embedded devices. Keras is used by 
CERN, NASA, NIH, and many more scientific organizations around the 
world.

https://keras.io/ 

A.4 CAFFE

CAFFE, used by Facebook as a deep learning framework, has an excellent 
visual interface, modularity, and speed. It was developed by the Berkeley 
Vision and Learning Center ( BVLC) and by community contributors. 
Models and optimization are defined by configuration without  hard-coding 
such that users can switch between CPU and GPU.

https://caffe.berkeleyvision.org/tutorial/  

A.5 Pytorch

PyTorch, pioneered by Facebook, is a flexible and lightweight machine 
learning framework built for  high-end efficiency. It runs on Python and has 
support for cloud environment. The deep learning research platform is a 
replacement for NumPy to use GPU acceleration.

https://pytorch.org/ 

A.6 Theano

Theano is a Python library that lets the user define, optimize, and evalu-
ate mathematical expressions, especially the ones with multidimensional 

http://www.tensorflow.org
https://keras.io
https://caffe.berkeleyvision.org
https://pytorch.org
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arrays. Using Theano, it is possible to attain speeds rivaling handcrafted C 
implementations for problems involving large amounts of data. It supports 
the rapid development of efficient machine learning algorithms. With con-
sistent and simple APIs, it minimizes the number of user actions required 
for common use cases and provides clear and actionable error messages. 
It also has extensive documentation and developer guides.

http://deeplearning.net/software/theano/   

A.7 SPARK MLLIB

MLlib is Spark’s machine learning library. Its goal is to make practical 
machine learning scalable and easy. It provides tools such as ML algorithms 
for machine learning; featurization for feature extraction and dimensional-
ity reduction; and pipelines for constructing, evaluating, and tuning ML 
pipelines.

Spark ML provides a uniform set of  high-level APIs that help users 
create and tune practical machine learning pipelines. Spark ML can run 
in clusters. In other words, it can handle large matrix multiplication 
by taking slices of the matrix and running that calculation on different 
servers.

http://spark.apache.org/docs/latest/ml-guide.html     

A.8 THE MICROSOFT COGNITIVE TOOLKIT

The Microsoft Cognitive Toolkit ( CNTK) is an  open-source toolkit for dis-
tributed deep learning. It describes neural networks as a series of computa-
tional steps via a directed graph. CNTK can handle  feed-forward DNNs, 
convolutional neural networks (C NNs), and recurrent neural networks 
( RNNs/ LSTMs). CNTK also offers parallelization across multiple GPUs 
and servers.

https://docs.microsoft.com/en-us/cognitive-toolkit/     

A.9 DEEPLEARNING4J

Deeplearning4j is a commercial and  industry-focused J ava-based deep learn-
ing framework. The platform supports CNNs, RNNs, recursive neural ten-
sor network (R NTN), and long  short-term memory ( LSTM). It has GPU 
support and is widely used in industry for image recognition, fraud detec-
tion,  text-mining, parts of speech tagging, and natural language processing.

https://deeplearning4j.org/ 

http://deeplearning.net
http://spark.apache.org
http://ml-guide.html
https://docs.microsoft.com
http://https://deeplearning4j.org


276 Frameworks and libraries for ML

A.10 ONNX

ONNX ( Open Neural Network Exchange) is an open standard for machine 
learning interoperability. Each computation dataflow graph in ONNX is 
structured as a list of nodes that form an acyclic graph. Nodes have inputs 
and outputs. Each node is a call to an operator. The graph also has meta-
data to help document its purpose, authorship, and so on.

https:// onnx.ai/ about.html

about.html
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Appendix B: Datasets for ML 
and predictive analytics

INTRODUCTION

It is generally a tedious process to collect and preprocess data to conduct ML 
and predictive analytics. It is equally troublesome finding relevant datasets 
for data science and machine learning projects. Luckily, a large number of 
nonproprietary datasets are available for free download and use in the pub-
lic domain. These are not just toy datasets aimed at data science and ML 
beginners to test their newbie programs, but rather large and  real-life data-
sets. They cover virtually any domain under the sky. Appendix B reports 
the top 30 of the sites holding large collections of datasets. Beginners and 
experienced programmers can jumpstart their data science journey with 
these datasets.

 1. Amazon Web  Services – contain large public datasets which can be 
used for Big Data analytics on the cloud. Usage examples for all data-
sets are listed in the Registry of Open Data on AWS. The registry also 
contains a list of publications based on the analysis of datasets.

https:// aws.amazon.com/
https:// registry.opendata.aws/  usage-examples/

 2. b igml – holds a wealth of links pointing out to free and open datasets 
that can be used to build predictive models.

https:// blog.bigml.com/  list- of- public- data- sources- fit- for- machine-
learning/

 3. Carnegie Mellon University (CMU)  Libraries – CMU libraries provide 
 high-quality datasets including the latest on  COVID-19.

https:// guides.library.cmu.edu/  machine-learning/ datasets
 4. Data.g ov – publicly available datasets from federal, state, and local 

governments, including economic, geological, demographic, and 
many other types of data sources. This site also includes a list of other 

https://blog.bigml.com
https://guides.library.cmu.edu
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Open Data Sites with similar publicly available data sources from 
various cities, states, and countries.

https://catalog.data.gov/dataset
 5. Data. world – is geared for  everyone – not just the “ data people” – 

to get clear, accurate, fast answers to any business question. The 
 cloud-native data catalog maps the user’s data to the  well-known 
business concepts, creating a unified body of knowledge anyone can 
understand and use.

https://data.world/
 6. Deep  learning – offers datasets for benchmarking deep learning algo-

rithms. Datasets categories include natural images, synthetic datasets, 
faces, text, speech, recommendation systems, and miscellaneous.

http://deeplearning.net/datasets/
 7.  EliteDataScience – offers a curated list of free datasets for data science 

and machine learning, organized by their use case.
https://elitedatascience.com/datasets

 8. F AOStat – data portal for the Food and Agriculture Organization for 
the United Nations. The site provides free access to food and agricul-
ture data for over 245 countries and territories, and covers all FAO 
regional groupings from 1961 to the most recent year available.

http:// www.fao.org/ faostat/ en/#home
 9. Google Dataset  Search – Google Dataset Search engine helps the user 

find datasets wherever they are hosted, whether it’s a publisher’s site, a 
digital library, or an author’s web page. It is a  high-end dataset finder, 
having access to over 25 million datasets.

 10. Humans in the  Loop – upon request, creates custom ML datasets by 
gathering and curating  bias-free data as close as possible to the user’s 
request.

https://humansintheloop.org/dataset-collection/
 11. IEEE  ComSoc – IEEE Communications Society provides datasets and 

competitions on Machine Learning for Communications Emerging 
Technologies.

https://mlc.committees.comsoc.org/datasets/

  

 

  

  

   

  
 12.  Kaggle – Kaggle provides a vast number of datasets, sufficient for 

the enthusiast to the expert. The site allows users to find and publish 
datasets, and explore and build models in a  web-based data science 
environment. Kaggle holds regular competitions to solve l arge-scale 
data science challenges.

https://www.kaggle.com/ 
 13. K Dnuggets – an online platform for business analytics, Big Data, data 

mining, and data science. The platform covers analytics and data 
mining, including news, software, jobs, meetings, courses, data, edu-
cation, and webinars.

https://www.kdnuggets.com/ 

https://catalog.data.gov
http://deeplearning.net
https://elitedatascience.com
http://www.fao.org
http://humansintheloop.org
https://mlc.committees.comsoc.org
http://www.kaggle.com
http://www.kaggle.com
http://www.kdnuggets.com
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 14. Lionbridge  AI – has assembled a wealth of resources for machine learn-
ing and natural language processing activities. The website explains 
the use of a wide number of open datasets ranging from the general to 
the highly specific, such as financial news or Amazon product datasets.

https:// lionbridge.ai /datasets/the-50-best-free-datasets-for-
machine-learning/

 15. London  Datastore – is a free and open  data-sharing portal where any-
one can access data relating to London. It is open to citizens, busi-
ness persons, researchers, developers, and so on. The site provides 
over 700 datasets to help the user understand the city of London and 
develop solutions to London’s problems. The portal was a winner of 
the 2015 ODI Open Data Publisher Award.

https://data.london.gov.uk/
 16. Machine Learning M astery – offers ten widely used standard datasets 

for practicing Applied Machine Learning.
https://machinelearningmastery.com/standard-machine-learning- 

datasets/
 17.  Machine- Learning- Tokyo – displays several public datasets for ML 

and predictive analysis.
https://github.com/Machine-Learning-Tokyo/public_datasets

 18. Microsoft  Datasets – a collection of free datasets from Microsoft 
Research to advance  state- of- the-art research in areas such as natural 
language processing, computer vision, and  domain-specific sciences. 
Datasets can be downloaded directly to a cl oud-based Data Science 
Virtual Machine for a seamless development experience.

https://msropendata.com/
 19. Million Song  Dataset – freely available collection of audio features 

and metadata for a million contemporary popular music tracks.
http://millionsongdataset.com/

 20. M ovielens – Real movie ratings data contains ratings on 1600+ mov-
ies by 1000 users. It helps find the movies of the user’s liking, rates the 
movies to create a custom taste profile, and finally recommends other 
movies to the user based on the user’s taste profile.

www.movielens.org

          

 

     

     

 

 

 21.  ODSC – The Open Data Science site lists 25 Excellent Machine 
Learning Open Datasets on NLP, sentiment analysis, reviews, gov-
ernment data, finance and economics, and health and image data.

https://medium.com/@ODSC/25-excellent-machine-learning-
open-datasets-940ca2124dfc

       
 

 22. Open Graph B enchmark – OGB provides a diverse set of challenging 
and realistic benchmark datasets that are of varying sizes and cover a 
variety of graph machine learning tasks, including prediction of node, 
link, and graph properties.

https://ogb.stanford.edu/ 

https://data.london.gov.uk
https://machinelearningmastery.com
https://github.com
https://msropendata.com
http://millionsongdataset.com
http://www.movielens.org
https://medium.com
http://https://ogb.stanford.edu
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 23.  OpenML – boasts 21,154 datasets, 217,369 tasks for scientific anal-
ysis, 15,926 flows, and 10146188 runs. There is also an option to 
upload and explore all results online.

https:// www.openml.org/
 24. S NAP – Stanford Large Network Dataset Collection ( SNAP) contains 

datasets for social media, Wikipedia networks, Amazon networks, 
online communities, online reviews, and so on.

https:// snap.stanford.edu/ data/
 25. UCI Machine Learning  Repository – a repository containing 559 

datasets for data mining and machine learning, maintained by UC 
Irvine Center for Machine Learning and Intelligent Systems

http:// archive.ics.uci.edu/ ml/ index.php
 26. US Census  Bureau – data portal of the US Census Bureau.

https:// www.census.gov/ data.html
 27. Visual  Data – computer vision datasets can be searched by category; 

it allows flexible searchable queries.
https:// www.visualdata.io/ discovery

 28. Where to Find the Best Machine Learning  Datasets – contains several 
datasets on a wide range of topics ranging from  COVID-19 stats to 
Harry Potter spells. The site also shows how to search for  ML-specific 
datasets.

https:// serokell.io/ blog/  best- machine- learning-datasets
 29.  Yelp – The Yelp dataset offers reviews and user data for use in per-

sonal, educational, and academic purposes. The data is available as 
JSON files which can be used to teach students about databases, to 
learn NLP, or for sample production data to make mobile apps.

https:// www.yelp.com/ dataset
 30. 70+ Machine Learning Datasets and Project  Ideas – offers more than 

70 machine learning datasets that can be used to build data science 
projects.

https://  data-flair.training/ blogs/  machine- learning-datasets

http://www.openml.org
http://www.openml.org
https://snap.stanford.edu
http://archive.ics.uci.edu
http://www.census.gov
http://data.html
http://www.visualdata.io
https://serokell.io
http://www.yelp.com
https://data-flair.training
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Appendix C: AI and BO 
research areas

• Where else can data be applied? Data is usually applied linearly. 
Weather data for weather predictions. Orthogonal application of 
data.

• What are the risks ( GRC) associated with data application? Privacy, 
security.

• Nature of Data. Transactional, macro, alternative
• Data to Decisions pyramid
• Advances in machine learning, deep learning
• Cognitive computing, intelligent agents
• Chatbots embedded with intelligence
• AI strategy for business and industry
• AI applications in industry, business, healthcare, and education and 

training
• AI in government and legal practice
• Entertainment in the age of  AI – movies, sports, theater, concerts
• AI for enhancing information security and privacy
• Work style, ethics, protocols in the age of AI
• Trust, resilience, privacy, and security issues in AI applications
• Testing and validation of AI and ML applications
• Risks, limitations, and challenges of AI and ML
• Legal, regulatory, ethical aspects of AI ( liability, etc.)
• AI: promise vs practice
• Societal implication of the rise of AI
•  Human-machine coexistence and collaboration
• Intelligent, autonomous robots, automated cars, and drones
• Industry 4.0
• Smart cities to smart society
• AI and  IoT – the server domain
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• Supply chains
• Case studies, experience reports, position papers, and visionary 

perspectives
• Overview of AI activities specific to a region/ country
• The future of AI
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Index

action 260
agile culture - adopting AI for an agile 

culture 186
agility in BO 3
AI and business disruptions - AI 81
AI, Big Data, Statistics -AI 8
AI versus NI 236
alternate data 43
analysis of the human driving cycle - 

analysis of 256
application challenges 21
applying ML 89
art of questioning 159
artificial in AI 233
assurance activities 201
assuring ML quality 199
assuring quality of business 

processes 200
automated cars technology 254
automatic collection 131
automation 52, 236
automation and optimization, 

comparing 18
automation strategies 72
automation with ML 10
AV driving cycle 258
AVs engineering 256, 262
AVs impact on economy 266

background unconscious cycle 257
base rate fallacy 227
BDPF 82
benefits of autonomous driving 251
Big Data types 40
Big Data-specific challenges to quality 

and testing 193

blow to the auto industry, insurance - 
Blow to 255

blow to the auto insurance industry 255
BO analytics and granularity – BO 

analytics 49
BO and self-serve analytics – BO 50
BO and UX design - BO 49
BO business redesign - BO 6
BO capabilities 6
BO data analytics design – BO 48
BO strategy – BO 6
BO strategy characteristics – BO 70
BO tools and techniques – BO 47
business agility in decision-making 62
business analysis & requirements 

modeling 159
business challenges 21
business compliance and quality 208
business context 1
business disruption prediction 

framework (BDPF) 82
business goal or problem 62
business intelligence 11
business optimization 6
business optimization initiatives 75
business process agility 156
business process modeling (BPM) in 

BO 154
business process modeling 154
business process optimization 46
business stakeholders in strategy 78

challenges AI business optimization 20
change management 157
change management processes 155
change of mindset 178
clusters and segments in practice 51
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collaboration advantage in a digital 
world 168

collaboration challenges 25
collaboration in BO 4
collaborative digital business 169
collaborative digital business 

processes 167
collaborative filtering 145
comparison of processes for gaps 162
complex business 17
complex data 98
complexities of collaborative digital 

business 169
composite Agile Method and Strategy 

(CAMS) 155
conditional driving automation 250
confusion matrix 95
congestion 252
cost benefits 253
co-training 114
critical thinking in BPM 159
customer value 61
cyber attacker’s psyche 217
cybersecurity 264
cybersecurity analysis using business 

analysis capabilities 224
cybersecurity and penalties 215
cybersecurity as a business decision 214
cybersecurity aspects in BO 213
cybersecurity challenges 23
cybersecurity challenges during 

BO 215
cybersecurity data analytics 222
cybersecurity functions 214
cybersecurity intelligence (CI) 225
cybersecurity metrics and 

measurements in CI 226
cybersecurity standards and 

frameworks 225
cybersecurity vulnerabilities and 

impact 216

data analytic types and relevance in 
BO 165

data analytics 45
data analytics and business agility 157
data analytics for business agility 54
data analytics in BPO 45
data and algorithm selections 123
data as a record of optimization 37
data as enabler of optimization 36
data augmentation 127

data characteristics 33
data cleaning 97
data clusters and segmentation 50
data collection by interacting with 

environment 125
data context 47
data preprocessing 96
data science 8
data security 45
data sourcing 42
data storage 45
data to decisions pyramid 36
data value extraction 15
data: the fuel for ML 96
data-driven decisions 52
dataset 31
decentralized decision-making 158
decision-making - additional challenges 

in 238
deep learning (DL) challenges 239
deep learning 14, 135
deep learning for recommendation 

systems 146, 147
denial-of-service threats 220
density-based spatial (DBSCAN) 112
descriptive analytics 167
developing a business case for AI in 

business optimization 76
developing cybersecurity strategies 220
developing the quality 

environment 201
developing the testing environment 202
device and performance consideration 

in visualization 173
digital business and COVID-19 25
digital business automation 15
digital leadership, strategies for AI 

adoption 59
digital strategies are holistic 61
direct and indirect impact of bad 

quality 191
disaster recovery (DR) 159
disruptions AI as part of strategic 

planning 81
driver assistance 249
dynamic learning 122
dynamic learning framework 130
dynamicity in ML 121

eavesdropping threats 220
educating the customer 185
elimination of redundancies 158
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embedding analytics in business 
processes 165

enablers of business optimization 2
enhancing sustainability in 

operations 158
envisioning digital business strategy 

for AI 60
ethical challenges of AI-based 

decisions 239
ethical challenges of AI-based 

decisions 239
evolutionary algorithms 99
experience 53, 237
expert system engine 132

feature engineering 15
feature selection 98
few input–output pairs 123
filter 99
filtering algorithms for email phishing 

for CI 228
financial applications of RL 118
finer granularity in business 

response 158
5 Vs of Big Data 40
foreground conscious cycle 256
full driving “optimized” automation 250

game tree and state explosion 125
general Data Protection Regulation 

(GDPR) 192
genetic algorithm 140
global positioning system 260
governance–risk–compliance and data 

quality 207
granularity in BO 4

handset 31
hardware attacks 265
high driving automation 250
horizontal and vertical clustering 51
HR process changes 182
human Resource (HR) management 182
humanization strategies 74
humans vs AVs driving 260
hyperparameters 94

image data augmentation 127
incomplete data 98
inference 133
infrastructure and network attacks 265
input–output pairs 123

insider threats 220
integration solutions 157
intelligent humanization 20
intelligent optimization 17
interfacing with humans 241
intuition 54, 238

k-means 111
knowledge acquisition 132
knowledge management challenges 23
knowledge representation 133

leadership and culture change in 
BO 177

leadership in business optimization 71
lean-agile processes 156
legal issues in unexplained AI 240
Levensthein distance as a measure in 

CI 227
lidar 259
linear regression 100
loss function 95
loss of jobs 254

machine learning for Big Data 10
machine learning overview 89
machine learning steps 90
machine learning to frame  

questions 160
malware threats 219
managing business system changes 163
managing human behaviors 181
managing the people risk 179
messy data 97
mind mapping 161
mindset 31
ML and BO 11
ML automation 10
ML automation and optimization 138
ML modes in dynamic learning 134
ML terminology 92
ML types in BO strategies 70
model 92
model parameters 93
multiple regression 103

natural Intelligence - AI compliments 
NI 235

nature and types of decisions 52
neural networks 106
neuro-evolution 140
no automation 249
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nonfunctional testing 204
nonparametric 93
numerical data augmentation 128

online data repository 131
optimal trading 118
optimization problem formulation 140
optimization strategies 73
optimized collaborations 170
organizational challenges 21
organizational process changes 183
organizing cybersecurity data and 

functions 221
output variable – absence of 123
overfitting 96

parametric 93
parking space 253
partial driving automation 250
passenger quality of life 253
perception 258
phishing threats 219
physical security for cyber assets 224
planning 260
pollution 252
popularity-based method 144
portfolio optimization 118
precision 95
prediction 53, 238
predictive analytics 167
preparing the data 165
preprocessing 132
prescriptive analytics 167
public awareness of autonomous 

driving technology 248
pyramid analytics and services 38
pyramid data and information 38
pyramid decisions 39
pyramid knowledge and insights 39

Q learning 118
quality and ethics 192
quality considerations 203
quality environment in AI and ML 199
quality in retiring data 206
quality of “data to decisions” 194
quality of alternative data 205
quality of analytics and services 

(collaborations) 197
quality of data 195
quality of decisions 198
quality of information 196

quality of knowledge and insights 198
quality of metadata 205
quality of service 209
quality through continuous testing and 

showcasing 157

radar 259
recall 95
recommendation systems 119, 144
reinforced learning 14
reinforcement learning 115
risks and governance policies 191
risks, compliance and audit 

requirements 158

SAE levels of autonomous driving 249
safety 251
scene generation 260
securing the optimized business 218
segmentation 51
self-driving cars 262
self-training 114
semi-supervised learning 113
sensor attacks 264
sentence-level text data 

augmentation 129
shallow learning 134
sifting value from noise in Big 

Data 206
simple linear regression 100
software attacks 265
state-action-reward tuples - Absence 

of 125
static learning 122
strategic AI considerations 65
strategic AI money 68
strategic AI people 66
strategic AI process 67
strategic AI technology 67
strategic planning for BO 63, 68
strategies for formulating the 

problem 79
strategies for improving quality of 

decisions 80
strategies tactics operations 68
strategies to incorporate Natural 

Intelligence (NI) 79
strategizing for business 

optimization 59
strategy considerations beyond AI 

technologies 79
subjective customer thinking 234
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supervised learning 13, 99
synthetic dataset 130

technical business continuum 4
technology maturity 263
testing 94
text data augmentation 129
think data 31
think data in strategies 64
tools for cybersecurity intelligence 229
toolset 31
training 94
training business people 184
transfer learning 137
tri-training 115
types of cyber threats 218

ultrasonic sensors 259
underfitting 96
unsupervised learning 13, 109
user experience challenges 23
users and culture changes 74

validation 94
velocity testing 207
virtual and collaborative teams 184
visibility and transparency 156
visual camera 259
visualization and business processes 171
visualization and reporting 23

word-level text data augmentation 129
wrapper 99
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