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1.1 INTRODUCTION 

In recent years, small devices embedded with sensors produce a large amount of 
data by sensing real-time information from the environment. The network of these 
devices communicating with each other is recognized as the Internet of Things (IoT), 
sometimes called as Internet of Everything [1]. The data produced by the IoT devices 
need to be delivered to the users using IoT applications after processing and analyz-
ing. Further, data produced by the IoT devices are transient, which means that gener-
ated data have a particular lifetime, and after that lifetime, the data become useless 
and hence discarded [2]. Therefore, it is required to store the data somewhere near 
the IoT devices [3]. Simultaneously, suppose the data produced by the IoT devices are 
stored at the cloud server. In that case, it adds communication overhead, as the IoT 
users need to contact the cloud server whenever they require any data. 



  

  

  

 
  

 

 

 

2 Deep Learning for Internet of Things Infrastructure 

Fog computing is a decentralized approach to bring the advantages and intel-
ligence of cloud computing such as storage, applications, and computing services 
near the end devices somewhere between the cloud and the end devices [4,5]. Fog 
nodes can be anything such as servers, networking devices (routers and gateways), 
cloudlets, and base stations. These nodes are aware of their geographical distribution 
as well as the logical location in the cluster. They can operate in a centralized or in 
a distributed manner and can also act as stand-alone devices. These nodes receive 
inputs from the data generators (IoT devices), process them, and provide temporary 
storage to the data. Fog nodes are intelligent devices that decide what data to store 
and what to send to the cloud for historical analysis. These devices can be either soft-
ware or hardware, arranged in a hierarchy, and used to flter data transmitted by the 
sensors devices. These devices should have less latency, high response time, optimal 
bandwidth, optimal storage, and decision-making capability. At fog nodes, intelli-
gent algorithms are embedded to store data, computing, and forward data between 
various layers. The member function of the fog node in the fog-cloud network is 
depicted in Figure 1.1. In this fgure, the compute module is responsible for process-
ing data and calculating the desired result. The storage module is responsible for 
storing data reliably so that robustness can be achieved. Further, various accelerator 
units such as digital signal processors and graphics processing units are used in criti-
cal tasks to provide additional power. In contrast, the network module is responsible 
for the guaranteed delivery of data. 

Fog computing only complements cloud computing by providing short-term ana-
lytics, unlike cloud computing which offers long-term analytics. However, it is to 
be mentioned that fog computing does not replace cloud computing [6]. There are 
prominent six characteristics that differentiate fog computing from other computing 
paradigms [7,8]. 

FIGURE 1.1 Functions of fog nodes. 



  
      

 

  

  

  

  

  

 

  

  

 
 

  
 

 
    
 

   

3 Data Caching at Fog Nodes under IoT Networks 

a. Awareness and Low Latency: Fog nodes are aware of their logical location 
in the whole system and offer very low latency and communication costs. 
Fog nodes are frequently placed near the edge devices, and hence they can 
return reply and other analysis much faster than the cloud nodes. 

b. Heterogeneity: Fog nodes generally collect different forms of data and 
from other types of devices through various kinds of networks. 

c. Adaptive: In many situations, fog computing deals with uncertain load pat-
terns of various requests submitted by different IoT applications. Adaptive 
and scaling features of fog computing help it to deal with the scenario men-
tioned earlier. 

d. Real-Time Interaction: Unlike cloud computing, which supports batch 
processing, fog computing supports real-time interaction. The real-time 
data, which is time -sensitive, is processed and stored at fog nodes and is 
sent back to the users whenever required. On the contrary, the data which 
is not time -sensitive and whose life cycle is long is sent to the cloud for 
processing. 

e. Interoperability: Because fog computing supports real-time interaction, it 
requires the cooperation of various providers leading to the interoperable 
property of fog computing. 

f. Geographically Distributed: Unlike a centralized cloud, the applications 
serviced by fog nodes are geographically distributed, like delivering seam-
less quality videos to the moving vehicles. 

Further, the processing time of fog nodes is signifcantly less (millisecond to sub-
second). This technique avoids the need for costly bandwidth and helps the cloud 
by handling the transient data. To facilitate fog computing, the node should exhibit 
autonomy (property to take decision independently without the intervention of other 
nodes), heterogeneity, manageability, and programmability. Figure 1.2 shows fog 
computing architecture where IoT devices are connected to fog nodes, and then fog 
nodes are further connected to the cloud nodes [9]. 

The architecture of fog computing consists of three layers [10]: 

a. Terminal Layer: This is the lowermost layer and consists of the IoT devices 
such as mobile phones and sensors, which detect the information from the 
environment by sensing it and then transmit the detected information to 
the upper layer. The information is transmitted in the form of data streams. 
The IoT data streams are the sequence of values emitted by the IoT devices 
or produced by one application module for another application module and 
sent to the higher layer for processing. 

b. Fog Layer: This layer consists of various switches, portals, base sta-
tions, and specifc servers. This layer lies between the IoT devices and the 
cloud and is used to process data near the IoT devices. If fog nodes cannot 
fulfll the terminal layer’s request, then the request is forwarded to the 
cloud layer. 

c. Cloud Layer: This layer consists of high-performance servers used for the 
storage of data and performing powerful computing. 



 

 

 

 

4 Deep Learning for Internet of Things Infrastructure 

FIGURE 1.2 An architecture of fog computing. 

Generally, IoT devices do not have processing power and storage, due to which they 
suffer from many problems such as performance, reliability, and security [11]. Fog 
nodes are capable of performing operations that require a large number of resources 
on behalf of IoT devices which are generally resource-constrained. This makes end 
devices less complex and also reduces power consumption. Further, fog computing 
also supports real-time interactions between the IoT devices and fog nodes. The data 
is available to the IoT devices quickly, unlike cloud computing where batch process-
ing is mostly used. IoT devices are resource-constrained and generally do not have 
security features for which fog nodes act like proxy servers and provide extra secu-
rity features. Fog nodes regularly update the software and security credentials and 
check the safety status of these devices. 

Fog computing also offers the implementation of various service models such as 
Software as a Service (SaaS), Platform as Service (PaaS), and Infrastructure as a 
Service (IaaS) [12,13]. Due to such advantages, various frameworks such as Google 
App Engine, Microsoft Azure, and Amazon Web Services using cloud computing 
have also started supporting fog computing for providing solutions to advanced 
distributed applications that are geographically dispersed and require low-latency 
computational resources. They are also using dedicated nodes with low-latency com-
putational power, also called mist nodes (lightweight fog nodes), and are sometimes 
placed closer to the IoT devices than fog nodes [14,15]. Hence, the integration of IoT 
with fog computing brings many such advantages. 



       

 

   

 

  
 

 

 

5 Data Caching at Fog Nodes under IoT Networks 

1.1.1 IMPORTANCE OF CACHING AT FOG NODES 

The IoT devices do not have to contact the remote server, i.e., cloud, whenever they 
require some data. The IoT devices frst check data in the cache of fog nodes. If 
required data is present, then the fog nodes return the data to the IoT devices; other-
wise, they contact the cloud for the needed data. Hence, caching of data at fog nodes 
reduces the transactional latency. Moreover, fog computing requires lesser band-
width to transfer the data [16]. As fog computing supports hierarchical processing, 
the amount of the data needed to be transferred from the IoT devices to the clouds is 
more petite. In contrast, the amount of data transmitted per unit of time from the fog 
node to the IoT devices is more, which leads to improvement in overall throughput. 
Hence, caching data at fog nodes decreases the general operational expenses. Data 
is stored in the distributed manner at fog nodes which can be deployed anywhere 
according to the requirements. 

Further, caching of data at fog nodes helps reduce load at the cloud servers as the 
data whose frequency of interest is more among IoT devices and the probability of 
reusing the same data is also high is cached at fog nodes. Hence, only selected data is 
transferred for storage and processing to the cloud, which reduces the latency of con-
tacting the remote server, which is far away from the IoT devices/sensors. Further, 
storing data at fog nodes ensures continuous services to the IoT devices irrespective 
of intermittent network connectivity. 

Along with the advantages, some challenges need to be addressed to cache data 
at fog nodes. The biggest challenge of this technique is to decide what to store in the 
cloud and what to cache at fog nodes. The decision to cache the data at the fog node 
should be taken so that the hit rate of data at the fog node should be maximized such 
that the overall throughput is maximized [17,18]. Further, the storage capacity of fog 
nodes is limited, and they can only store the selected data. Therefore, it is necessary 
to predict the future demand of the users such that the data frequently required by the 
users in the future can be stored at the fog node to maximize the hit rate. However, it 
is diffcult to predict the future requirement of the users. 

Another challenge that needs to be addressed is maintaining synchronization 
between the data cached at the fog node or different fog nodes and data at the cloud 
nodes. Further, the security of data at fog nodes and the selection of ideal fog nodes 
are also issues of concern [19]. Various machine learning and deep learning tech-
niques can be used to protect the data from attackers. In [20], various deep learning 
applications for cybersecurity are discussed, which can also be used in fog comput-
ing. Further, in [21], the stability of smart grids is predicted using a multidirectional 
extended short-term memory technique. The cooperation among sensor nodes is 
exploited in [22] to accelerate the signature verifcation and provide authentication 
in a wireless sensor network. The author in [23] also classifes the behavior of vari-
ous malicious nodes and proposes a detection method of malicious nodes based on 
similarity in sequences and frequencies of API calls. Further, the authors in [24] also 
discuss the various trends in malware occurrences in the banking system. Apart from 
this, the authors in [25,26] also discuss the detection of intruders in the cyber system 
using machine learning. 



 
 
 

 

 
 

 

  

  

 

  

  

   

 

6 Deep Learning for Internet of Things Infrastructure 

Further, the mobility of nodes or virtual machines, which requires maintenance, 
balancing, and power management, is also a challenge that needs to be addressed. 
Each fog node may have one or more virtual machines depending upon requests 
and traffc conditions. The computation and communication required for the pro-
cess of hand-off and its effect on caching are very much complicated and expensive 
[27,28]. 

As discussed above, this chapter focuses on an essential aspect of caching, which 
is to predict the future demands of the IoT users such that effective caching of data can 
be done at fog nodes. To address this problem, various machine learning techniques 
are discussed, which help learn the behavior and pattern of demands of IoT devices 
and add autoprocessing and auto computing capability to fog nodes. Also, the cach-
ing techniques used in wireless networks can be used in fog computing. However, 
these techniques cannot predict the future demands of the end -users. Hence, directly 
applying these techniques to fog nodes makes the system less effcient. Therefore, 
machine learning techniques are used to predict the users’ future demand and make 
caching at the fog more effcient. Before exploring the machine learning techniques, 
in the next section, various applications of caching at fog nodes and the life cycle of 
fog data are discussed. 

The rest of the chapter is organized as follows. Section 1.2 represents the applica-
tions of data caching at fog nodes for IoT devices. Section 1.3 describes the life cycle 
of fog nodes, and Section 1.4 discusses the machine learning techniques for data 
caching and replacement. The future research directions are discussed in Section 1.5, 
followed by the conclusion in the last section. 

1.2 APPLICATIONS OF DATA CACHING AT 
FOG NODES FOR IoT DEVICES 

In this section, some real scenarios are discussed where data caching at fog nodes 
can be very useful [29–36]. 

a. Dynamic Content Delivery and Video Streaming: With the increase 
in multimedia content, the conventional network suffer from congestion. 
Further, video traffc acquires half of the traffc, and frames to play the 
video are required faster, such that there is no interruption. Hence caching 
of data at fog nodes is a suitable approach for faster delivery of the multime-
dia contents [37]. 

b. Virtual Reality and Online Gaming: Virtual reality and online gaming 
require real-time data. In virtual reality, it is required to provide the sta-
tus of the user as well as the location of the users. Hence, it is required to 
process the data and provide data to the user as soon as possible, where fog 
computing seems to be the promising approach for this purpose [38]. 

c. Smart Cities: In smart cities, various IOTs are connected to share data . 
These IoTs generate a large amount of data that need to be processed near 
the IoTs. For example, in smart traffc lights, data can be stored and pro-
cessed at fog nodes and used to send warning signals to the approaching 
vehicles [39]. 



  

 

  

  

   

 

    
 
 

 

 

  

   

  

  

 

7 Data Caching at Fog Nodes under IoT Networks 

d. Smart Grids: The data generated by intelligent grids contain complex 
parameters that are hard to analyze. Fog nodes have the power to investigate 
and process complex data to perform heavy computations. Hence, fog nodes 
can be used to store and process the local data generated by smart grids and 
various IoT devices used in smart cities [40]. 

e. Smart Healthcare: Real-time data processing makes smart healthcare 
more effcient and faster. Hence fog computing can be used in healthcare in 
order to make its working more effcient. For example, fog computing may 
be used to detect falling of the stroke patients [41]. 

f. Intensive Computation Systems: The systems which require intensive 
computations require low processing and latency time. Hence the data pro-
duced by these systems must be processed and stored at fog nodes and pro-
vided to the systems whenever needed [42]. 

g. Internet of Vehicles: Fog computing plays a vital role in vehicle-to-vehicle 
communication and taking safety measures on the road by providing data 
to the vehicles required to take decisions for traffc control and smart park-
ing. Fog nodes obtain data from the sensors deployed and take decisions for 
traffc control measures [30]. 

h. Wireless Sensors Systems: The data produced by wireless sensor systems 
such as oil and gas industries and chemical factories are transient which need 
to be stored near the users. Hence the data produced by these systems should 
be cached at fog nodes to improve the performance of the methods [43,44]. 

In the scenarios mentioned earlier, it is suitable to store the real-time or dynamic 
contents near the users that are generating data and may also require them in the 
near future. This requirement can be easily fulflled by caching the data at fog nodes 
located near the users or IoT devices. 

1.3 LIFE CYCLE OF FOG DATA 

As discussed in the introduction section, depending upon the various layers in fog 
computing, fog data goes through various steps from acquiring data at the terminal 
layer to processing data and the execution of tasks to constitute a life cycle. The life 
cycle of the data is shown in Figure 1.3, and various steps involved during the life 
cycle are explained as follows [45–50]: 

a. Data Acquisition: The sensors present in the device layer/terminal layer 
sense the environment and collect data. The acquired data are either sent to 
the sink node or directly transferred to the fog node for processing. 

b. Lightweight Processing: This is done at the fog layer and hence includes 
various tasks such as fltering of data, cleaning of data, eliminating the 
unwanted data, lightweight manipulation of data, compression/decompres-
sion of data, and encryption/decryption of data. Some data are stored at this 
layer to support real-time processing, and the rest of the data are transferred 
to the cloud layer for further processing. Further, the feedback and the data 
are exchanged by the fog layer, as shown in Figure 1.3 



  
  

 

   
  

  

 

 

 

8 Deep Learning for Internet of Things Infrastructure 

FIGURE 1.3 Life cycle of fog data. 

c. Processing and Analysis: The data received from the fog layer are pro-
cessed using different types of analysis to extract the crucial data. The data 
are permanently stored at the cloud server. According to the processing per-
formed at the data received from the fog layer, reports are generated. Various 
technologies such as map -reduce are used for data processing in the cloud. 

d. Sending Feedback: Based on reports generated during data processing, the 
cloud server sends feedback such as data required by the end devices and 
proper commands to the device layer to perform the necessary action. 

e. Command Execution: Based on the feedback received from the cloud 
server, the actuators perform the respective action, and then required steps 
are performed on the environment. 

It is evident from the above sections that caching played a signifcant role in fog 
computing. Effcient caching will help achieve low latency requirements and main-
tain high QoS and QoE of 5G. Caching is classifed as reactive caching, where data 
caching is done on request, and proactive caching, where prefetching of data is done. 
To achieve higher spectrum effciency, proactive caching is better if prediction errors 
are nearly zero [51]. Therefore, it is crucial to design various techniques to predict the 
users’ future requests, which can be cached at fog nodes such that repetitive requests 
to the cloud can be avoided. 

Various techniques have been used in the literature for data prediction and cach-
ing, like fog-to-fog (F2F) caching [52], where multi-agent cooperation is used. The 
authors in [53] proposed a location customized regression-based caching algorithm to 
predict the future content demands. According to various activity levels, the authors 
in [54] distinguished requests on three different popularity levels and then strategi-
cally cached data at fog nodes. Apart from caching at fog nodes, device-to-device 
(D2D) caching has also been done in the fog computing environment where direct 
communication between the nodes (IoT devices) takes place at a short distance with-
out any infrastructure [55,56]. Whenever data is required by the device, it checks its 
local cache for the data. If information is not available, it broadcasts the request to the 
other instruments. The other IoT devices present at the ground tier in hierarchy check 



 

 

 
 

     

 
 
 
 

 

9 Data Caching at Fog Nodes under IoT Networks 

FIGURE 1.4 Caching using D2D technique. 

for the data. If the data are present, the respective device replies with the data to the 
requesting device; otherwise, it replies with the negative acknowledgment. They are 
then requesting device requests for the data at the fog servers. As stated earlier, if 
data are not available at the fog server, then it sends the request to the cloud server. 
Cloud server, in return, sends the data to the fog server, and then the fog server sends 
data to the requesting nodes. Figure 1.4 shows the interaction between various IoT 
devices and the interaction between IoT devices and fog nodes. 

As mentioned before, the content placement problem relies on the prediction accu-
racy of the user requirement, the popularity of the content, and caching strategy 
design. To predict the data content demand , much available data related to similar 
interests – social and geographic data and history data of users – can be used to pre-
dict user demand [57] better. This is effectively implemented using machine learning 
schemes. In the following section, various machine learning techniques used for data 
caching at fog nodes are investigated. 

1.4 MACHINE LEARNING FOR DATA CACHING 
AND REPLACEMENT 

Caching at fog nodes is infuenced by various factors like the varying interest of dif-
ferent IoT users, which changes with different contexts, changed locations, network 
topology, and so on. Therefore, the future content request is highly unknown before 
making any caching decision [66]. Machine learning–based algorithms enable each 
fog node having limited storage to make the right decision in selecting the suitable 



 
 

   
  

  
  

  

 
  

 
 
 

 
 
 

 

10 Deep Learning for Internet of Things Infrastructure 

contents to cache such that the caching performance of the fog node is maximized. 
Machine learning is used for predicting users’ demand and mapping users’ input to 
the output actions. Machine learning is a promising approach for improving network 
effciency by predicting users’ need and is used to discover early knowledge from large 
data streams [57]. In the machine learning approach, many data are exploited to deter-
mine the content popularity and helpful in fltering the data and knowledge [67–70]. 
The further processing of these data is valuable for analyzing the correlation between 
the features and the respective output of the data [71]. Further, machine learning tech-
niques can be categorized into two types: unsupervised learning and supervised learn-
ing. In supervised learning, learning systems are provided with learning algorithms 
with known quantities that help these algorithms make future judgments. On the other 
hand, in unsupervised learning, the learning system is equipped with unlabeled data, 
and the algorithm is allowed to act upon it without any guidance. Machine learning 
can be used at any layer of fog computing, i.e., the terminal layer, the fog layer, or the 
cloud. At the terminal layer, machine learning is used for data sensing. There are vari-
ous methods used for the sensing of data and are described in Table 1.1. The complex 
features of datasets like videos, vibrations, and different modeled readings from the 
IoT devices can be recognized by machine learning methods [72–77]. Various machine 
learning algorithms such as recurrent neural network (RNN), convolutional neural net-
work (CNN), and generative adversarial network (GAN) have been used recently [76]. 

At the fog layer, machine learning is used for data storage and resource man-
agement [78]. Using machine learning algorithms, data are sampled from the IoT 
devices, compressed, and aggregated at fog nodes for further processing. Figure 1.5 
shows the data analysis methods for the data produced by the IoT devices and various 
machine learning techniques that can be used to analyze the data and then decide 
that what to cache at fog nodes. 

TABLE 1.1 
Machine Learning Methods Used at Terminal Layer for Data Sensing 

Sr. No. Techniques Description 

1 Residual nets [58] In this method, in order to reduce the diffculty of training 
models, shortcut connections are introduced into the 
convolutional neural networks. Visual inputs are mainly 
focused on residual nets 

2 Long-term recurrent In this method, convolutional neural networks are applied in 
convolutional order to extract the features. In the video, frame sequences are 
network [59] combined with the long short-term memory [60]. Further, the 

spatial and temporal relationships are exploited between inputs. 

3 Restricted Boltzman The performance of human activities is improved by the deep 
machine [61] Boltzman machine. In the case of multi-restricted Boltzman 

machine, performance is improved by multi-nodal DBM [62] 

4 IDNET [63] A convolutional neural network is applied by IDNET for 
biometric analysis tasks. 

DeepX [64] and In these methods, on the basis of hardware and software, the 
RedEye [65] energy consumption of the deep neural network is reduced 

5 



        

  
 
 

  
 
 

  
 
 
 
 

  
 

 

 

   
 

 

11 Data Caching at Fog Nodes under IoT Networks 

FIGURE 1.5 Big data analytics for the wireless network. 

Various machine learning techniques used by the researchers in the literature for 
data caching at fog nodes are as follows: 

1. Clustering of Fog Servers: Clustering is a technique used in unsupervised 
learning in which the information is not guided. In this technique, fog serv-
ers are clustered to fulfll the demands of IoT devices [30]. Data are stored at 
various fog servers after being coded into segments. When the user raises the 
content request, it is served by the group of fog servers which are clustered 
based on content stored in them. Suppose the requested content is cached 
at fog servers . In that case, the IoT device fetches the data from fog servers 
in ascending order of transmission distance until the obtained segments are 
suffcient for decoding. Further, if the received components are not enough, 
the nearest fog server contacts the cloud for the data, fetches the remaining 
data from the cloud and delivers it to the IoT device. Further, cluster size 
infuences the system’s effciency as the beneft of cooperative caching has 
vanished if the size of the cluster is immense. However, at the same time, IoT 
devices can fetch the data from various nodes and increase the cache diver-
sity. Therefore, cluster size should be optimal, which balances the trade-off. 

2. Similarity Learning Approach: In this approach, fog nodes are given with 
a pair of similar IoT devices and a pair of less similar devices. From the 
given set of IoT devices, the intelligent fog node fnds the similarity func-
tion (or the distance metric function) between the pair of similar devices by 
learning about their various features [57]. In this technique, two parameters, 
i.e., common interest and physical relations (link quality), are considered to 
fnd the similarity between IoT devices. A one-to-one matching scheme is 
also used for the pairing of IoT devices. With the help of this function, the 
intelligent fog node fnds whether the new device is similar or not and hence 
fnds the future interest of a new device whose interests are unknown. 

3. Transfer Learning Approach: In this approach, the intelligent fog node 
gains knowledge while solving the problem and stores it. It then translates 
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Collect Content Rating in Source Domain 

Establish Correspondance between Source Domain and Target 
Domain 

Solve Optimization Problem and Calculate the Popularity Matrix 
of Target Domain 

Cache Most Popular Content 

FIGURE 1.6 Training using transfer learning. 

the new problem by exploiting the knowledge obtained from the data of 
existing tasks [79]. The fog node makes use of two domains for training: 
the source domain and the target domain. The source domain refers to the 
knowledge obtained from the interactions of IoT devices, while the target 
domain refers to the pattern of requests made by the IoT devices. The 
source domain consists of IoT devices and the data requested by machines 
in the past. Additionally, the source domain contains a popularity matrix 
(the number of times the particular data is asked by the IoT devices). This 
technique smartly borrows the user-data relationship from the source 
domain to understand the target domain by establishing correspondence 
between both. The correspondence is set to identify the similarly rated 
content in both disciplines. Further, an optimization problem is formulated 
by combining both domains to evaluate the popularity matrix of the target 
domain [80]. According to the values present in the popularity matrix of 
the target domain, the most popular content is cached at the fog node. 
Figure 1.6 illustrates the proposed transfer learning caching procedure. 

The only problem with this technique is that it cannot give appropriate results if the 
relation between the source domain and the target domain is not effcient, which 
means that if the information demanded by the IoT devices is not related to the pres-
ent information in the system, then transfer learning is not able to take an accurate 
decision for caching. 

4. Recommendation via Q Learning: In existing local caching systems, the 
users do not know about the cached data. Therefore, they cannot send their 
request even though the requested fle is available in the cache, decreas-
ing the system’s effciency considerably. Hence to improve the effciency 



 
  

 
   

 
    

   
 

  
  

 
 
 

  
 

 

 
 
 
 
 
 
 

 
  

 

 

13 Data Caching at Fog Nodes under IoT Networks 

of the system, a recommender algorithm is used [81]. In this system, the 
fog server broadcasts an abstract to the users to gain knowledge about the 
presently cached fles. An abstract contains one line introduction about 
the fle and the ranking of the fle in terms of the number of requests to 
the fle. The value of the abstract also infuences the decision of the user to 
request the fle since the request rate of a fle and the arrival and departure 
rate of the IoT devices is unknown in advance. To conquer this problem, 
Q learning is used, which is a form of deep learning approach used to 
improve the system’s performance by reducing the latency and improv-
ing the throughput. It shows perfect accuracy in determining the future 
demand of the nodes by selecting the Q value. Multiple layers are used in 
this network, and these layers are used to process data and predict the future 
demand of the users. Since more data are generated and processed by the 
lower layers than the higher layers, more layers should be deployed near the 
users to reduce the network traffc and improve the system’s performance. 

The requested rate for the ith fle depends upon the number of IoT devices 
present in the system and the number of IoT devices that arrived at that partic-
ular amount of time. As a result, an unknown number of requests to the ith fle 
depends upon the caching action in the previous and present interval. During 
the learning process, the Q value is selected for each state-action pair which 
maximizes the reward. Then remaining IoT devices are counted in order to 
choose the action to the current interval. At the end of the gap, the bonus for 
the respective action is calculated, and the next state is observed. Then using 
these values, a new Q value is calculated [81]. This approach increases the 
long-term reward of the system and hence improves performance. 

5. Deep Reinforcement Learning: 

According to history, the deep reinforcement learning approach intelligently per-
ceives the environment and automatically learns about the caching policy [82,83]. 
The emergence of deep neural networks has made it feasible to learn from raw and 
possibly high-dimensional data automatically. Learning-based caching techniques 
can be categorized into two approaches: popularity prediction and reinforcement 
learning approach. In the popularity prediction approach, frst content popularity is 
predicted, and then according to popularity predictions, caching policy is devised. 
This approach is summarized in Figure 1.7 [66]. 

Various information like traffc patterns and context information is used to pre-
dict the content’s popularity. Content popularity is expected in [84] by using user– 
content correlations and users’ social ties through D2D communication. The authors 
in [85–87] have used various online learning algorithms to predict the content 
popularity. After the popularity prediction procedure, various caching policies and 
algorithms can be devised after solving optimization problems by combining esti-
mated popularity with a few network constraints or traditional caching algorithms. 
However, these caching problems are usually complex and are NP-hard. 

In the second approach, which is the reinforcement learning (RL) approach, 
in place of separating popularity prediction and content placement, the RL-based 
approach considers both as a single entity and is shown in Figure 1.8. 



 

 

 

14 Deep Learning for Internet of Things Infrastructure 

FIGURE 1.7 Popularity prediction approach. 

FIGURE 1.8 Reinforcement learning approach. 

The RL agent train caching policy with observations based upon its action like 
QoE or offoaded traffc. This also avoids handling other factors affecting caching 
performance like node mobility or network topology. Various RL algorithms have 
been applied for designing fog nodes caching schemes. The advantage of RL-based 
approaches is that RL agents can be trained directly on raw and high dimensional 
observations. 

One of the RL-based caching schemes is proposed by Zhu et al. [82]. The authors 
defned the action space where each action indicates the data item to be replaced 
in the cache. Initially, the fog node observes the environment, and according to the 
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environment, it will obtain the state of the domain. Then according to the caching 
policy used, it takes the required action and attains the corresponding state. The 
action vector is represented as follows: 

An = {a0 ,a1,a2,ac } 
where c is the number of fles present in the cache, a0 represents no caching action 
took place, av represents the new fle is cached at the vth position, and the corre-
sponding state vector is defned as follows: 

Sn = {s1,s2 ,s3,sn } 

After the action is taken, the system attains the reward, which is fed back to the edge 
node and the process is repeated. Further, each data item is associated with two data 
felds: (a) the time-stamp feld and (b) the lifetime feld. The time-stamp feld tgen is 
used to indicate the time when data is created or generated, while the lifetime feld 
tlife indicates the time up to which the value is valid in the item. The age of the data 
tage is predicted by fnding the difference between the current time and the time 
generated. If tage < tlife, then the requested data is available at the cache and is fresh, 
and then data is directly returned to the user from the cache; otherwise, the data 
available at the cache is not fresh. When data is not fresh and if data is not available, 
then the node fetches fresh data from the cloud and returns it to the IoT device. Deep 
reinforcement learning aims at maximizing the reward when the agent takes action 
at a particular state. Figure 1.9 illustrates the application of deep reinforcement learn-
ing at fog nodes and knows the IoT devices’ future demands. 

6. Federated Learning: Conventional machine learning approaches depend 
upon the data and processing in a central entity. However, this is not always 
possible as the private data is not sometimes accessible, and also it requires 
great communication overhead to transmit initial data that is generated by 
a large number of IoT devices to the central machine learning processors 
[88–92]. Therefore, federated learning is the decentralized machine learning 
approach that keeps the data at the generation point itself, and then locally 
trained models are only transmitted to the central processor. These algorithms 
also signifcantly reduce overall energy consumption and network bandwidth 
by only sharing features rather than the whole data stream. It also responds 
in real -time to reduce the latency. These machine learning algorithms exploit 
on-device processing power and effciently use private data as model training 
is performed in a distributed manner and keep the data in place, i.e., place 
of generation. In the content popularity approaches discussed above, direct 
access to private user data for differentiating content may not be feasible. Till 
now, federated learning has not been explored for caching in the fog com-
puting environment. The authors in [88] have successfully demonstrated that 
content popularity prediction can be made with the help of federated learning. 

Pros and cons of various machine learning techniques discussed above are summa-
rized in Table 1.2.    



 

  

  

  

  

  

  

    

  

   

  
  

  

   

  

  

  
  

  

16 Deep Learning for Internet of Things Infrastructure 

FIGURE 1.9 Applying DRL to fog caching. 

TABLE 1.2 
Pros and Cons of Machine Learning Algorithms 

Techniques Pros Cons 

Clustering 1. Coded caching is used which improves 1. If the size of the cluster is 
effciency large, then effciency is 

2. Load balancing compromised 

Similarity 1. Use only previous knowledge to fnd the 1. Can’t predict demand if a 
learning similarity completely new node arrives 

2. Effcient if similar device arrives 

Transfer learning 1. Solve the new problem by exploiting 1. Diffcult to fnd the 
existing knowledge correspondence between the 

source domain and the target 
domain 

Q Learning 1. End devices know which data is cached and 1. Delay in forecasting abstract 
where it is cached and use a priority of data 2. Better accuracy in predicting 
in caching, which improves the effciency. demands 

2. Extra space is needed for storing priority of 
the data 

Deep learning 1. Long-term cost of user fetching data is 1. Cooperative caching is not 
reinforcemen reduced considered 

2. Overlapping coverage of fog nodes is 2. Better accuracy in predicting 
considered demands 

Federated 1. Able to use the private data 1. Complex machine learning 
learning 2. Reduced communication overhead technique may have to be 

applied at various levels 
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1.5 FUTURE RESEARCH DIRECTIONS 

In this section, various research issues related to fog nodes caching are discussed. 
These points may help readers for their future research directions in the area of fog 
nodes caching. 

a. Lack of Memory Space: To implement a machine learning -based system, 
it is necessary to have suffcient data at the learning system for learning 
purposes. However, fog nodes do not have enough memory space; hence, 
it is of profound importance to investigate an effective machine learning 
technique that can learn from limited available data. As discussed before, 
the reader may explore federated learning, which is not exploited for content 
prediction in caching. 

b. Heterogeneous IoT Devices: Most of the time, IoT devices are hetero-
geneous; e.g., in smart homes, various types of sensors for light and 
temperature may be installed, which generate a lot of different kinds 
of traffc. Hitherto, the impact of heterogeneity of IoT devices is not 
well addressed. In this kind of scenario, network connectivity methods, 
protocols to handle these devices, and communication methods are not 
discussed, which increases the latency while communicating with fog 
nodes. 

c. Synchronization Among Fog Nodes: In the current research, the syn-
chronization of data present at various fog servers and cloud servers is 
not discussed. Since the data produced by IoT devices is transient and 
becomes useless after some time, it is necessary to address the problem 
of synchronization of data at various fog servers and also with the cloud 
server. 

d. Game -Theoretic/Auction Models: In various business models, fog nodes 
earn by serving the IoT Devices. In this kind of system, fog nodes may 
not cooperate with each other and may act selfshly. Therefore, various 
game theory–based or auction-based theories may be applied to solve non-
cooperation among fog nodes. 

1.6 CONCLUSION 

IoT devices generate a lot of data that are stored and processed at cloud servers. 
To reduce the latency, fog computing has been introduced. However, there is a 
need for caching data at fog nodes to reduce further communication with cloud 
nodes. This chapter introduces various advantages of storing data of IoT devices 
at the fog nodes and subsequently the challenges faced to store data at fog nodes. 
Further, the life cycle of fog data as well as the architecture of fog computing is 
discussed. The application of caching data at fog nodes is also discussed in this 
chapter. This chapter also describes how various machine learning techniques 
are used to predict the future demand of IoT devices and store the most requested 
data at fog nodes. The chapter is then concluded with future research directions 
for readers. 



  
 

 
  

  
 

  

 
 

  
 

  

  
    

   
 

  
 

  
 

     

  

 
  

 
  

  
 

 
  

 

  
 

 
   

  
 

18 Deep Learning for Internet of Things Infrastructure 

REFERENCES 

1. B. Kang, D. Kim, and H. Choo, “Internet of everything: A large-scale autonomic 
IoT gateway,” IEEE Transactions on Multi-Scale Computing Systems, vol. 3, no. 3, 
pp. 206–214, 2017. 

2. N. C. Narendra, S. Nayak, and A. Shukla, “Managing large-scale transient data in 
IoT systems,” in 2018 10th International Conference on Communication Systems & 
Networks (COMSNETS). IEEE, 2018, pp. 565–568. 

3. S. Vural, N. Wang, P. Navaratnam, and R. Tafazolli, “Caching transient data in internet 
content routers,” IEEE/ACM Transactions on Networking, vol. 25, no. 2, pp. 1048–1061, 
2016. 

4. H. Gupta, A. Vahid Dastjerdi, S. K. Ghosh, and R. Buyya, “iFogSim: A toolkit for mod-
eling and simulation of resource management techniques in the internet of things, edge 
and fog computing environments,” Software: Practice and Experience, vol. 47, no. 9, 
pp. 1275–1296, 2017. 

5. R. Mahmud, R. Kotagiri, and R. Buyya, “Fog computing: A taxonomy, survey and 
future directions,” in Internet of Everything. Springer, 2018, pp. 103–130. 

6. M. Marjani, F. Nasaruddin, A. Gani, A. Karim, I. A. T. Hashem, A. Siddiqa, and 
I.  Yaqoob, “Big IoT data analytics: Architecture, opportunities, and open research 
challenges,” IEEE Access, vol. 5, pp. 5247–5261, 2017. 

7. S. Kitanov and T. Janevski, “State of the art: Fog computing for 5g networks,” in 2016 
24th Telecommunications Forum (TELFOR). IEEE, 2016, pp. 1–4. 

8. L. M. Vaquero and L. Rodero-Merino, “Finding your way in the fog: Towards a com-
prehensive defnition of fog computing,” ACM SIGCOMM Computer Communication 
Review, vol. 44, no. 5, pp. 27–32, 2014. 

9. Z. Hao, E. Novak, S. Yi, and Q. Li, “Challenges and software architecture for fog com-
puting,” IEEE Internet Computing, vol. 21, no. 2, pp. 44–53, 2017. 

10. P. Hu, S. Dhelim, H. Ning, and T. Qiu, “Survey on fog computing: Architecture, 
key technologies, applications and open issues,” Journal of Network and Computer 
Applications, vol. 98, pp. 27–42, 2017. 

11. M. Chiang and T. Zhang, “Fog and IoT: An overview of research opportunities,” IEEE 
Internet of Things Journal, vol. 3, no. 6, pp. 854–864, 2016. 

12. M. Iorga, L. Feldman, R. Barton, M. Martin, N. Goren, and C. Mahmoudi, “The NIST 
defnition of fog computing,” National Institute of Standards and Technology, Tech. 
Rep., 2017. 

13. R. K. Barik, A. Tripathi, H. Dubey, R. K. Lenka, T. Pratik, S. Sharma, K. Mankodiya, 
V. Kumar, and H. Das, “MistGIS: Optimizing geospatial data analysis using mist comput-
ing,” in Progress in Computing, Analytics and Networking. Springer, 2018, pp. 733–742. 

14. J. S. Preden, K. Tammemäe, A. Jantsch, M. Leier, A. Riid, and E. Calis, “The benefts 
of self-awareness and attention in fog and mist computing,” Computer, vol. 48, no. 7, 
pp. 37–45, 2015. 

15. H. R. Arkian, A. Diyanat, and A. Pourkhalili, “MIST: Fog-based data analytics scheme 
with cost-effcient resource provisioning for IoT crowdsensing applications,” Journal of 
Network and Computer Applications, vol. 82, pp. 152–165, 2017. 

16. M. Aazam, S. Zeadally, and K. A. Harras, “Fog computing architecture, evaluation, 
and future research directions,” IEEE Communications Magazine, vol. 56, no. 5, 
pp. 46–52, 2018. 

17. S. Yi, C. Li, and Q. Li, “A survey of fog computing: Concepts, applications and issues,” 
in Proceedings of the 2015 Workshop on Mobile Big Data, 2015, pp. 37–42. 

18. C. Mouradian, D. Naboulsi, S. Yangui, R. H. Glitho, M. J. Morrow, and P. A. Polakos, 
“A comprehensive survey on fog computing: State-of-the-art and research challenges,” 
IEEE Communications Surveys & Tutorials, vol. 20, no. 1, pp. 416–464, 2017. 



  
 

   

  
  

  
 

  
   

  

  

  
 

  
  

  

  
  

  
 

 
  

 
  

 
 

  
 

 
  

 

  
  

  
 

   
 

19 Data Caching at Fog Nodes under IoT Networks 

19. S. Yi, Z. Qin, and Q. Li, “Security and privacy issues of fog computing: A survey,” in 
International Conference on Wireless Algorithms, Systems, and Applications. Springer, 
2015, pp. 685–695. 

20. M. Alazab and M. Tang, Deep Learning Applications for Cyber Security. Springer, 
2019. 

21. M. Alazab, S. Khan, S. S. R. Krishnan, Q.-V. Pham, M. P. K. Reddy, and T. R. Gadekallu, 
“A multidirectional LSTM model for predicting the stability of a smart grid,” IEEE 
Access, vol. 8, pp. 85454–85463, 2020. 

22. C. Benzaid, K. Lounis, A. Al-Nemrat, N. Badache, and M. Alazab, “Fast authenti-
cation in wireless sensor networks,” Future Generation Computer Systems, vol. 55, 
pp. 362–375, 2016. 

23. M. Alazab, “Profling and classifying the behavior of malicious codes,” Journal of 
Systems and Software, vol. 100, pp. 91–102, 2015. 

24. A. Azab, M. Alazab, and M. Aiash, “Machine learning based botnet identifcation traf-
fc,” in 2016 IEEE Trustcom/BigDataSE/ISPA. IEEE, 2016, pp. 1788–1794. 

25. A. Azab, R. Layton, M. Alazab, and J. Oliver, “Mining malware to detect variants,” in 
2014 Fifth Cybercrime and Trustworthy Computing Conference. IEEE, 2014, pp. 44–53. 

26. S. Bhattacharya, P. K. R. Maddikunta, R. Kaluri, S. Singh, T. R. Gadekallu, M. Alazab, 
and U. Tariq, “A novel PCA-frefy based XGBoost classifcation model for intrusion 
detection in networks using GPU,” Electronics, vol. 9, no. 2, p. 219, 2020. 

27. J. Wu, M. Dong, K. Ota, J. Li, W. Yang, and M. Wang, “Fog-computing-enabled cogni-
tive network function virtualization for an information-centric future internet,” IEEE 
Communications Magazine, vol. 57, no. 7, pp. 48–54, 2019. 

28. A. Strunk, “Costs of virtual machine live migration: A survey,” in 2012 IEEE Eighth 
World Congress on Services. IEEE, 2012, pp. 323–329. 

29. S. Wang, X. Zhang, Y. Zhang, L. Wang, J. Yang, and W. Wang, “A survey on mobile 
edge networks: Convergence of computing, caching and communications,” IEEE 
Access, vol. 5, pp. 6757–6779, 2017. 

30. S. Zhang, P. He, K. Suto, P. Yang, L. Zhao, and X. Shen, “Cooperative edge caching 
in user-centric clustered mobile networks,” IEEE Transactions on Mobile Computing, 
vol. 17, no. 8, pp. 1791–1805, 2017. 

31. T. M. Fernández-Caramés, P. Fraga-Lamas, M. Suárez-Albela, and M. Vilar-
Montesinos, “A fog computing and cloudlet based augmented reality system for the 
industry 4.0 shipyard,” Sensors, vol. 18, no. 6, p. 1798, 2018. 

32. J. P. Martin, A. Kandasamy, and K. Chandrasekaran, “Unraveling the challenges for the 
application of fog computing in different realms: A multifaceted study,” in Integrated 
Intelligent Computing, Communication and Security. Springer, 2019, pp. 481–492. 

33. S. P. Singh, A. Nayyar, R. Kumar, and A. Sharma, “Fog computing: From architecture 
to edge computing and big data processing,” The Journal of Supercomputing, vol. 75, 
no. 4, pp. 2070–2105, 2019. 

34. A. Ahmed, H. Arkian, D. Battulga, A. J. Fahs, M. Farhadi, D. Giouroukis, A. Gougeon, 
F. O. Gutierrez, G. Pierre, P. R. Souza Jr, and M. A. Tamiru, “Fog computing applica-
tions: Taxonomy and requirements,” arXiv preprint arXiv:1907.11621, 2019. 

35. P. H. Vilela, J. J. Rodrigues, P. Solic, K. Saleem, and V. Furtado, “Performance eval-
uation of a fog-assisted iot solution for e-health applications,” Future Generation 
Computer Systems, vol. 97, pp. 379–386, 2019. 

36. N. M. A. Brahin, H. M. Nasir, A. Z. Jidin, M. F. Zulkifi, and T. Sutikno, “Development 
of vocabulary learning application by using machine learning technique,” Bulletin of 
Electrical Engineering and Informatics, vol. 9, no. 1, pp. 362–369, 2020. 

37. S. Zhao, Y. Yang, Z. Shao, X. Yang, H. Qian, and C.-X. Wang, “Femos: Fogenabled 
multitier operations scheduling in dynamic wireless networks,” IEEE Internet of Things 
Journal, vol. 5, no. 2, pp. 1169–1183, 2018. 



   

  
 

    

 
     

 

  
 

    

 
  

  

  

  

 
  

 
 

  
 

   

 
   

 

  

  
 

  
 

20 Deep Learning for Internet of Things Infrastructure 

38. Y. Xiao and C. Zhu, “Vehicular fog computing: Vision and challenges,” in 2017 IEEE 
International Conference on Pervasive Computing and Communications Workshops 
(PerCom Workshops). IEEE, 2017, pp. 6–9. 

39. B. Tang, Z. Chen, G. Hefferman, S. Pei, T. Wei, H. He, and Q. Yang, “Incorporating 
intelligence in fog computing for big data analysis in smart cities,” IEEE Transactions 
on Industrial informatics, vol. 13, no. 5, pp. 2140–2150, 2017. 

40. F. Y. Okay and S. Ozdemir, “A fog computing based smart grid model,” in 2016 
International Symposium on Networks, Computers and Communications (ISNCC). 
IEEE, 2016, pp. 1–6. 

41. L. Cerina, S. Notargiacomo, M. G. Paccanit, and M. D. Santambrogio, “A fog-computing 
architecture for preventive healthcare and assisted living in smart ambients,” in 2017 
IEEE 3rd International Forum on Research and Technologies for Society and Industry 
(RTSI). IEEE, 2017, pp. 1–6. 

42. L. Liu, Z. Chang, and X. Guo, “Socially aware dynamic computation offoading scheme 
for fog computing system with energy harvesting devices,” IEEE Internet of Things 
Journal, vol. 5, no. 3, pp. 1869–1879, 2018. 

43. U. Vijay and N. Gupta, “Clustering in WSN based on minimum spanning tree 
using divide and conquer approach,” in Proceedings of World Academy of Science, 
Engineering and Technology, no. 79. World Academy of Science, Engineering and 
Technolog, 2013, p. 578. 

44. W. Lee, K. Nam, H.-G. Roh, and S.-H. Kim, “A gateway based fog computing architec-
ture for wireless sensors and actuator networks,” in 2016 18th International Conference 
on Advanced Communication Technology (ICACT). IEEE, 2016, pp. 210–213. 

45. R. Buyya, J. Broberg, and A. M. Goscinski, Cloud Computing: Principles and 
Paradigms. John Wiley & Sons, 2010, vol. 87. 

46. F. Bonomi, R. Milito, J. Zhu, and S. Addepalli, “Fog computing and its role in the 
internet of things,” in Proceedings of the First Edition of the MCC Workshop on Mobile 
Cloud Computing, 2012, pp. 13–16. 

47. M. Asemani, F. Jabbari, F. Abdollahei, and P. Bellavista, “A comprehensive fog-enabled 
architecture for IoT platforms,” in International Congress on High- Performance 
Computing and Big Data Analysis. Springer, 2019, pp. 177–190. 

48. M. I. Pramanik, R. Y. Lau, H. Demirkan, and M. A. K. Azad, “Smart health: Big 
data enabled health paradigm within smart cities,” Expert Systems with Applications, 
vol. 87, pp. 370–383, 2017. 

49. C. Avasalcai, I. Murturi, and S. Dustdar, “Edge and fog: A survey, use cases, and future 
challenges,” Fog Computing: Theory and Practice, pp. 43–65, 2020. 

50. L. Andrade, C. Lira, B. de Mello, A. Andrade, A. Coutinho, and C. Prazeres, “Fog 
of things: Fog computing in internet of things environments,” in Special Topics in 
Multimedia, IoT and Web Technologies. Springer, 2020, pp. 23–50. 

51. E. K. Markakis, K. Karras, A. Sideris, G. Alexiou, and E. Pallis, “Computing, caching, 
and communication at the edge: The cornerstone for building a versatile 5g ecosystem,” 
IEEE Communications Magazine, vol. 55, no. 11, pp. 152–157, 2017. 

52. I. Al Ridhawi, N. Mostafa, Y. Kotb, M. Aloqaily, and I. Abualhaol, “Data caching 
and selection in 5g networks using f2f communication,” in 2017 IEEE 28th Annual 
International Symposium on Personal, Indoor, and Mobile Radio Communications 
(PIMRC). IEEE, 2017, pp. 1–6. 

53. P. Yang, N. Zhang, S. Zhang, L. Yu, J. Zhang, and X. S. Shen, “Content popular-
ity prediction towards location-aware mobile edge caching,” IEEE Transactions on 
Multimedia, vol. 21, no. 4, pp. 915–929, 2018. 

54. I. Althamary, C.-W. Huang, P. Lin, S.-R. Yang, and C.-W. Cheng, “Popularity- based cache 
placement for fog networks,” in 2018 14th International Wireless Communications & 
Mobile Computing Conference (IWCMC). IEEE, 2018, pp. 800–804. 



  

   

  
 

 
   

  

   
 

    
          

  
 

  
 

 
  

  

  
  

 
   

 
  

   

 
  

 
 

 

21 Data Caching at Fog Nodes under IoT Networks 

55. S. Wang, X. Huang, Y. Liu, and R. Yu, “Cachinmobile: An energy-effcient users 
caching scheme for fog computing,” in 2016 IEEE/CIC International Conference on 
Communications in China (ICCC). IEEE, 2016, pp. 1–6. 

56. Z. Chen and M. Kountouris, “D2d caching vs. small cell caching: Where to cache con-
tent in a wireless network?” in IEEE 17th International Workshop on Signal Processing 
Advances in Wireless Communications (SPAWC), 2016, pp. 1–6. 

57. Z. Chang, L. Lei, Z. Zhou, S. Mao, and T. Ristaniemi, “Learn to cache: Machine learn-
ing for network edge caching in the big data era,” IEEE Wireless Communications, 
vol. 25, no. 3, pp. 28–35, 2018. 

58. K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” 
in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 
2016, pp. 770–778. 

59. J. Donahue, L. Anne Hendricks, S. Guadarrama, M. Rohrbach, S. Venugopalan, K. 
Saenko, and T. Darrell, “Long-term recurrent convolutional networks for visual recog-
nition and description,” in Proceedings of the IEEE Conference on Computer Vision 
and Pattern Recognition, 2015, pp. 2625–2634. 

60. K. Greff, R. K. Srivastava, J. Koutník, B. R. Steunebrink, and J. Schmidhuber, “LSTM: 
A search space odyssey,” IEEE Transactions on Neural Networks and Learning 
Systems, vol. 28, no. 10, pp. 2222–2232, 2016. 

61. S. Bhattacharya and N. D. Lane, “From smart to deep: Robust activity recognition on 
smartwatches using deep learning,” in 2016 IEEE International Conference on Pervasive 
Computing and Communication Workshops (PerCom Workshops). IEEE, 2016, pp. 1–6. 

62. V. Radu, N. D. Lane, S. Bhattacharya, C. Mascolo, M. K. Marina, and F. Kawsar, 
“Towards multimodal deep learning for activity recognition on mobile devices,” 
in Proceedings of the 2016 ACM International Joint Conference on Pervasive and 
Ubiquitous Computing: Adjunct, 2016, pp. 185–188. 

63. D. Figo, P. C. Diniz, D. R. Ferreira, and J. M. Cardoso, “Preprocessing techniques for 
context recognition from accelerometer data,” Personal and Ubiquitous Computing, 
vol. 14, no. 7, pp. 645–662, 2010. 

64. C.-Y. Li, C.-H. Yen, K.-C. Wang, C.-W. You, S.-Y. Lau, C. C.-H. Chen, P. Huang, and 
H.-H. Chu, “Bioscope: An extensible bandage system for facilitating data collection in 
nursing assessments,” in Proceedings of the 2014 ACM International Joint Conference 
on Pervasive and Ubiquitous Computing, 2014, pp. 477–480. 

65. E. Miluzzo, A. Varshavsky, S. Balakrishnan, and R. R. Choudhury, “Tapprints: Your 
fnger taps have fngerprints,” in Proceedings of the 10th International Conference on 
Mobile Systems, Applications, and Services, 2012, pp. 323–336. 

66. H. Zhu, Y. Cao, W. Wang, T. Jiang, and S. Jin, “Deep reinforcement learning for mobile 
edge caching: Review, new features, and open issues,” IEEE Network, vol. 32, no. 6, 
pp. 50–57, 2018. 

67. M. Habib ur Rehman, P. P. Jayaraman, S. U. R. Malik, A. U. R. Khan, and M. Medhat 
Gaber, “Rededge: A novel architecture for big data processing in mobile edge comput-
ing environments,” Journal of Sensor and Actuator Networks, vol. 6, no. 3, p. 17, 2017. 

68. C. K.-S. Leung, R. K. MacKinnon, and F. Jiang, “Reducing the search space for big 
data mining for interesting patterns from uncertain data,” in 2014 IEEE International 
Congress on Big Data. IEEE, 2014, pp. 315–322. 

69. A. Stateczny and M. Wlodarczyk-Sielicka, “Self-organizing artifcial neural networks 
into hydrographic big data reduction process,” in Rough Sets and Intelligent Systems 
Paradigms. Springer, 2014, pp. 335–342. 

70. A. Raťgyanszki, K. Z. Gerlei, A. Suraťnyi, A. Kelemen, S. J. K. Jensen, I. G. Csizmadia, 
and B. Viskolcz, “Big data reduction by ftting mathematical functions: A search 
for appropriate functions to ft Ramachandran surfaces,” Chemical Physics Letters, 
vol. 625, pp. 91–97, 2015. 



  
 

  

  
  

   
 

  

   

  

 
  

 
 

  

 
  

 

  
 

  
 

  
 

 
  

 
  

 
  

 

22 Deep Learning for Internet of Things Infrastructure 

71. M. Chen, U. Challita, W. Saad, C. Yin, and M. Debbah, “Machine learning for wire-
less networks with artifcial intelligence: A tutorial on neural networks,” arXiv preprint 
arXiv:1710.02913, 2017. 

72. K. He, X. Zhang, S. Ren, and J. Sun, “Delving deep into rectifers: Surpassing human-
level performance on imagenet classifcation,” in Proceedings of the IEEE International 
Conference on Computer Vision, 2015, pp. 1026–1034. 

73. I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. MIT Press, 2016. 
74. A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classifcation with deep con-

volutional neural networks,” in Advances in Neural Information Processing Systems, 
2012, pp. 1097–1105. 

75. K. Katevas, I. Leontiadis, M. Pielot, and J. Serrà, “Practical processing of mobile 
sensor data for continual deep learning predictions,” in Proceedings of the 1st 
International Workshop on Deep Learning for Mobile Systems and Applications, 
2017, pp. 19–24. 

76. S. Yao, S. Hu, Y. Zhao, A. Zhang, and T. Abdelzaher, “Deepsense: A unifed deep 
learning framework for time-series mobile sensing data processing,” in Proceedings of 
the 26th International Conference on World Wide Web. International World Wide Web 
Conferences Steering Committee, 2017, pp. 351–360. 

77. A. Graves, “Generating sequences with recurrent neural networks,” arXiv preprint 
arXiv:1308.0850, 2013. 

78. Y. Wei, F. R. Yu, M. Song, and Z. Han, “Joint optimization of caching, computing, and 
radio resources for fog-enabled IoT using natural actor–critic deep reinforcement learn-
ing,” IEEE Internet of Things Journal, vol. 6, no. 2, pp. 2061–2073, 2018. 

79. B. Bharath, K. G. Nagananda, and H. V. Poor, “A learning-based approach to caching 
in heterogenous small cell networks,” IEEE Transactions on Communications, vol. 64, 
no. 4, pp. 1674–1686, 2016. 

80. E. Baffstuffg, M. Bennis, and M. Debbah, “A transfer learning approach for cache- 
enabled wireless networks,” in 13th International Symposium on Modeling and 
Optimization in Mobile, Ad Hoc, and Wireless Networks (WiOpt). IEEE, 2015, 
pp. 161–166. 

81. K. Guo, C. Yang, and T. Liu, “Caching in base station with recommendation via 
q-learning,” in 2017 IEEE Wireless Communications and Networking Conference 
(WCNC). IEEE, 2017, pp. 1–6. 

82. H. Zhu, Y. Cao, X. Wei, W. Wang, T. Jiang, and S. Jin, “Caching transient data for 
internet of things: A deep reinforcement learning approach,” IEEE Internet of Things 
Journal, vol. 6, no. 2, pp. 2074–2083, 2018. 

83. A. Sadeghi, G. Wang, and G. B. Giannakis, “Deep reinforcement learning for adaptive 
caching in hierarchical content delivery networks,” IEEE Transactions on Cognitive 
Communications and Networking, vol. 5, no. 4, pp. 1024–1033, 2019. 

84. E. Bastug, M. Bennis, and M. Debbah, “Living on the edge: The role of proactive 
caching in 5g wireless networks,” IEEE Communications Magazine, vol. 52, no. 8, 
pp. 82–89, 2014. 

85. M. Leconte, G. Paschos, L. Gkatzikis, M. Draief, S. Vassilaras, and S. Chouvardas, 
“Placing dynamic content in caches with small population,” in IEEE INFOCOM 2016-
The 35th Annual IEEE International Conference on Computer Communications. 
IEEE, 2016, pp. 1–9. 

86. S. Li, J. Xu, M. van der Schaar, and W. Li, “Trend-aware video caching through online 
learning,” IEEE Transactions on Multimedia, vol. 18, no. 12, pp. 2503– 2516, 2016. 

87. X. Zhang, Y. Li, Y. Zhang, J. Zhang, H. Li, S. Wang, and D. Wang, “Information cach-
ing strategy for cyber social computing based wireless networks,” IEEE Transactions 
on Emerging Topics in Computing, vol. 5, no. 3, pp. 391–402, 2017. 



  
 

  
 

  
 

  
  

  

23 Data Caching at Fog Nodes under IoT Networks 

88. S. Niknam, H. S. Dhillon, and J. H. Reed, “Federated learning for wireless communi-
cations: Motivation, opportunities and challenges,” arXiv preprint arXiv:1908.06847, 
2019. 

89. M. Chen, Z. Yang, W. Saad, C. Yin, H. V. Poor, and S. Cui, “A joint learning and com-
munications framework for federated learning over wireless networks,” arXiv preprint 
arXiv:1909.07972, 2019. 

90. Z. Yang, M. Chen, W. Saad, C. S. Hong, and M. Shikh-Bahaei, “Energy effcient feder-
ated learning over wireless communication networks,” arXiv preprint arXiv:1911.02417, 
2019. 

91. W. Y. B. Lim, N. C. Luong, D. T. Hoang, Y. Jiao, Y.-C. Liang, Q. Yang, D. Niyato, and 
C. Miao, “Federated learning in mobile edge networks: A comprehensive survey,” arXiv 
preprint arXiv:1909.11875, 2019. 

92. T. Li, A. K. Sahu, A. Talwalkar, and V. Smith, “Federated learning: Challenges, meth-
ods, and future directions,” arXiv preprint arXiv:1908.07873, 2019. 



Data Caching at Fog Nodes under IoT Networks 
B. Kang , D. Kim , and H. Choo , “Internet of everything: A large-scale autonomic IoT gateway,”
IEEE Transactions on Multi-Scale Computing Systems, vol. 3, no. 3, pp. 206–214, 2017. 
N. C. Narendra , S. Nayak , and A. Shukla , “Managing large-scale transient data in IoT
systems,” in 2018 10th International Conference on Communication Systems & Networks
(COMSNETS). IEEE, 2018, pp. 565–568. 
S. Vural , N. Wang , P. Navaratnam , and R. Tafazolli , “Caching transient data in internet
content routers,” IEEE/ACM Transactions on Networking, vol. 25, no. 2, pp. 1048–1061, 2016. 
H. Gupta , A. Vahid Dastjerdi , S. K. Ghosh , and R. Buyya , “iFogSim: A toolkit for modeling
and simulation of resource management techniques in the internet of things, edge and fog
computing environments,” Software: Practice and Experience, vol. 47, no. 9, pp. 1275–1296,
2017. 
R. Mahmud , R. Kotagiri , and R. Buyya , “Fog computing: A taxonomy, survey and future
directions,” in Internet of Everything. Springer, 2018, pp. 103–130. 
M. Marjani , F. Nasaruddin , A. Gani , A. Karim , I. A. T. Hashem , A. Siddiqa , and I. Yaqoob ,
“Big IoT data analytics: Architecture, opportunities, and open research challenges,” IEEE
Access, vol. 5, pp. 5247–5261, 2017. 
S. Kitanov and T. Janevski , “State of the art: Fog computing for 5g networks,” in 2016 24th
Telecommunications Forum (TELFOR). IEEE, 2016, pp. 1–4. 
L. M. Vaquero and L. Rodero-Merino , “Finding your way in the fog: Towards a comprehensive
definition of fog computing,” ACM SIGCOMM Computer Communication Review, vol. 44, no. 5,
pp. 27–32, 2014. 
Z. Hao , E. Novak , S. Yi , and Q. Li , “Challenges and software architecture for fog computing,”
IEEE Internet Computing, vol. 21, no. 2, pp. 44–53, 2017. 
P. Hu , S. Dhelim , H. Ning , and T. Qiu , “Survey on fog computing: Architecture, key
technologies, applications and open issues,” Journal of Network and Computer Applications,
vol. 98, pp. 27–42, 2017. 
M. Chiang and T. Zhang , “Fog and IoT: An overview of research opportunities,” IEEE Internet
of Things Journal, vol. 3, no. 6, pp. 854–864, 2016. 
M. Iorga , L. Feldman , R. Barton , M. Martin , N. Goren , and C. Mahmoudi , “The NIST
definition of fog computing,” National Institute of Standards and Technology, Tech. Rep., 2017. 
R. K. Barik , A. Tripathi , H. Dubey , R. K. Lenka , T. Pratik , S. Sharma , K. Mankodiya , V.
Kumar , and H. Das , “MistGIS: Optimizing geospatial data analysis using mist computing,” in
Progress in Computing, Analytics and Networking. Springer, 2018, pp. 733–742. 
J. S. Preden , K. Tammemäe , A. Jantsch , M. Leier , A. Riid , and E. Calis , “The benefits of
self-awareness and attention in fog and mist computing,” Computer, vol. 48, no. 7, pp. 37–45,
2015. 
H. R. Arkian , A. Diyanat , and A. Pourkhalili , “MIST: Fog-based data analytics scheme with
cost-efficient resource provisioning for IoT crowdsensing applications,” Journal of Network and
Computer Applications, vol. 82, pp. 152–165, 2017. 
M. Aazam , S. Zeadally , and K. A. Harras , “Fog computing architecture, evaluation, and future
research directions,” IEEE Communications Magazine, vol. 56, no. 5, pp. 46–52, 2018. 
S. Yi , C. Li , and Q. Li , “A survey of fog computing: Concepts, applications and issues,” in
Proceedings of the 2015 Workshop on Mobile Big Data, 2015, pp. 37–42. 
C. Mouradian , D. Naboulsi , S. Yangui , R. H. Glitho , M. J. Morrow , and P. A. Polakos , “A
comprehensive survey on fog computing: State-of-the-art and research challenges,” IEEE
Communications Surveys & Tutorials, vol. 20, no. 1, pp. 416–464, 2017. 
S. Yi , Z. Qin , and Q. Li , “Security and privacy issues of fog computing: A survey,” in
International Conference on Wireless Algorithms, Systems, and Applications. Springer, 2015,
pp. 685–695. 
M. Alazab and M. Tang , Deep Learning Applications for Cyber Security. Springer, 2019. 
M. Alazab , S. Khan , S. S. R. Krishnan , Q.-V. Pham , M. P. K. Reddy , and T. R. Gadekallu , “A
multidirectional LSTM model for predicting the stability of a smart grid,” IEEE Access, vol. 8, pp.
85454–85463, 2020. 
C. Benzaid , K. Lounis , A. Al-Nemrat , N. Badache , and M. Alazab , “Fast authentication in
wireless sensor networks,” Future Generation Computer Systems, vol. 55, pp. 362–375, 2016. 
M. Alazab , “Profiling and classifying the behavior of malicious codes,” Journal of Systems and
Software, vol. 100, pp. 91–102, 2015.



A. Azab , M. Alazab , and M. Aiash , “Machine learning based botnet identification traffic,” in
2016 IEEE Trustcom/BigDataSE/ISPA. IEEE, 2016, pp. 1788–1794. 
A. Azab , R. Layton , M. Alazab , and J. Oliver , “Mining malware to detect variants,” in 2014
Fifth Cybercrime and Trustworthy Computing Conference. IEEE, 2014, pp. 44–53. 
S. Bhattacharya , P. K. R. Maddikunta , R. Kaluri , S. Singh , T. R. Gadekallu , M. Alazab , and
U. Tariq , “A novel PCA-firefly based XGBoost classification model for intrusion detection in
networks using GPU,” Electronics, vol. 9, no. 2, p. 219, 2020. 
J. Wu , M. Dong , K. Ota , J. Li , W. Yang , and M. Wang , “Fog-computing-enabled cognitive
network function virtualization for an information-centric future internet,” IEEE Communications
Magazine, vol. 57, no. 7, pp. 48–54, 2019. 
A. Strunk , “Costs of virtual machine live migration: A survey,” in 2012 IEEE Eighth World
Congress on Services. IEEE, 2012, pp. 323–329. 
S. Wang , X. Zhang , Y. Zhang , L. Wang , J. Yang , and W. Wang , “A survey on mobile edge
networks: Convergence of computing, caching and communications,” IEEE Access, vol. 5, pp.
6757–6779, 2017. 
S. Zhang , P. He , K. Suto , P. Yang , L. Zhao , and X. Shen , “Cooperative edge caching in
user-centric clustered mobile networks,” IEEE Transactions on Mobile Computing, vol. 17, no.
8, pp. 1791–1805, 2017. 
T. M. Fernández-Caramés , P. Fraga-Lamas , M. Suárez-Albela , and M. Vilar-Montesinos , “A
fog computing and cloudlet based augmented reality system for the industry 4.0 shipyard,”
Sensors, vol. 18, no. 6, p. 1798, 2018. 
J. P. Martin , A. Kandasamy , and K. Chandrasekaran , “Unraveling the challenges for the
application of fog computing in different realms: A multifaceted study,” in Integrated Intelligent
Computing, Communication and Security. Springer, 2019, pp. 481–492. 
S. P. Singh , A. Nayyar , R. Kumar , and A. Sharma , “Fog computing: From architecture to
edge computing and big data processing,” The Journal of Supercomputing, vol. 75, no. 4, pp.
2070–2105, 2019. 
A. Ahmed , H. Arkian , D. Battulga , A. J. Fahs , M. Farhadi , D. Giouroukis , A. Gougeon , F. O.
Gutierrez , G. Pierre , P. R. Souza Jr , and M. A. Tamiru , “Fog computing applications:
Taxonomy and requirements,” arXiv preprint arXiv:1907.11621, 2019. 
P. H. Vilela , J. J. Rodrigues , P. Solic , K. Saleem , and V. Furtado , “Performance evaluation of
a fog-assisted iot solution for e-health applications,” Future Generation Computer Systems, vol.
97, pp. 379–386, 2019. 
N. M. A. Brahin , H. M. Nasir , A. Z. Jidin , M. F. Zulkifli , and T. Sutikno , “Development of
vocabulary learning application by using machine learning technique,” Bulletin of Electrical
Engineering and Informatics, vol. 9, no. 1, pp. 362–369, 2020. 
S. Zhao , Y. Yang , Z. Shao , X. Yang , H. Qian , and C.-X. Wang , “Femos: Fogenabled
multitier operations scheduling in dynamic wireless networks,” IEEE Internet of Things Journal,
vol. 5, no. 2, pp. 1169–1183, 2018. 
Y. Xiao and C. Zhu , “Vehicular fog computing: Vision and challenges,” in 2017 IEEE
International Conference on Pervasive Computing and Communications Workshops (PerCom
Workshops). IEEE, 2017, pp. 6–9. 
B. Tang , Z. Chen , G. Hefferman , S. Pei , T. Wei , H. He , and Q. Yang , “Incorporating
intelligence in fog computing for big data analysis in smart cities,” IEEE Transactions on
Industrial informatics, vol. 13, no. 5, pp. 2140–2150, 2017. 
F. Y. Okay and S. Ozdemir , “A fog computing based smart grid model,” in 2016 International
Symposium on Networks, Computers and Communications (ISNCC). IEEE, 2016, pp. 1–6. 
L. Cerina , S. Notargiacomo , M. G. Paccanit , and M. D. Santambrogio , “A fog-computing
architecture for preventive healthcare and assisted living in smart ambients,” in 2017 IEEE 3rd
International Forum on Research and Technologies for Society and Industry (RTSI). IEEE,
2017, pp. 1–6. 
L. Liu , Z. Chang , and X. Guo , “Socially aware dynamic computation offloading scheme for fog
computing system with energy harvesting devices,” IEEE Internet of Things Journal, vol. 5, no.
3, pp. 1869–1879, 2018. 
U. Vijay and N. Gupta , “Clustering in WSN based on minimum spanning tree using divide and
conquer approach,” in Proceedings of World Academy of Science, Engineering and
Technology, no. 79. World Academy of Science, Engineering and Technolog, 2013, p. 578. 



W. Lee , K. Nam , H.-G. Roh , and S.-H. Kim , “A gateway based fog computing architecture for
wireless sensors and actuator networks,” in 2016 18th International Conference on Advanced
Communication Technology (ICACT). IEEE, 2016, pp. 210–213. 
R. Buyya , J. Broberg , and A. M. Goscinski , Cloud Computing: Principles and Paradigms. John
Wiley & Sons, 2010, vol. 87. 
F. Bonomi , R. Milito , J. Zhu , and S. Addepalli , “Fog computing and its role in the internet of
things,” in Proceedings of the First Edition of the MCC Workshop on Mobile Cloud Computing,
2012, pp. 13–16. 
M. Asemani , F. Jabbari , F. Abdollahei , and P. Bellavista , “A comprehensive fog-enabled
architecture for IoT platforms,” in International Congress on High- Performance Computing and
Big Data Analysis. Springer, 2019, pp. 177–190. 
M. I. Pramanik , R. Y. Lau , H. Demirkan , and M. A. K. Azad , “Smart health: Big data enabled
health paradigm within smart cities,” Expert Systems with Applications, vol. 87, pp. 370–383,
2017. 
C. Avasalcai , I. Murturi , and S. Dustdar , “Edge and fog: A survey, use cases, and future
challenges,” Fog Computing: Theory and Practice, pp. 43–65, 2020. 
L. Andrade , C. Lira , B. de Mello , A. Andrade , A. Coutinho , and C. Prazeres , “Fog of things:
Fog computing in internet of things environments,” in Special Topics in Multimedia, IoT and
Web Technologies. Springer, 2020, pp. 23–50. 
E. K. Markakis , K. Karras , A. Sideris , G. Alexiou , and E. Pallis , “Computing, caching, and
communication at the edge: The cornerstone for building a versatile 5g ecosystem,” IEEE
Communications Magazine, vol. 55, no. 11, pp. 152–157, 2017. 
I. Al Ridhawi , N. Mostafa , Y. Kotb , M. Aloqaily , and I. Abualhaol , “Data caching and selection
in 5g networks using f2f communication,” in 2017 IEEE 28th Annual International Symposium
on Personal, Indoor, and Mobile Radio Communications (PIMRC). IEEE, 2017, pp. 1–6. 
P. Yang , N. Zhang , S. Zhang , L. Yu , J. Zhang , and X. S. Shen , “Content popularity
prediction towards location-aware mobile edge caching,” IEEE Transactions on Multimedia, vol.
21, no. 4, pp. 915–929, 2018. 
I. Althamary , C.-W. Huang , P. Lin , S.-R. Yang , and C.-W. Cheng , “Popularity- based cache
placement for fog networks,” in 2018 14th International Wireless Communications & Mobile
Computing Conference (IWCMC). IEEE, 2018, pp. 800–804. 
S. Wang , X. Huang , Y. Liu , and R. Yu , “Cachinmobile: An energy-efficient users caching
scheme for fog computing,” in 2016 IEEE/CIC International Conference on Communications in
China (ICCC). IEEE, 2016, pp. 1–6. 
Z. Chen and M. Kountouris , “D2d caching vs. small cell caching: Where to cache content in a
wireless network?” in IEEE 17th International Workshop on Signal Processing Advances in
Wireless Communications (SPAWC), 2016, pp. 1–6. 
Z. Chang , L. Lei , Z. Zhou , S. Mao , and T. Ristaniemi , “Learn to cache: Machine learning for
network edge caching in the big data era,” IEEE Wireless Communications, vol. 25, no. 3, pp.
28–35, 2018. 
K. He , X. Zhang , S. Ren , and J. Sun , “Deep residual learning for image recognition,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp.
770–778. 
J. Donahue , L. Anne Hendricks , S. Guadarrama , M. Rohrbach , S. Venugopalan , K. Saenko ,
and T. Darrell , “Long-term recurrent convolutional networks for visual recognition and
description,” in Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, 2015, pp. 2625–2634. 
K. Greff , R. K. Srivastava , J. Koutník , B. R. Steunebrink , and J. Schmidhuber , “LSTM: A
search space odyssey,” IEEE Transactions on Neural Networks and Learning Systems, vol. 28,
no. 10, pp. 2222–2232, 2016. 
S. Bhattacharya and N. D. Lane , “From smart to deep: Robust activity recognition on
smartwatches using deep learning,” in 2016 IEEE International Conference on Pervasive
Computing and Communication Workshops (PerCom Workshops). IEEE, 2016, pp. 1–6. 
V. Radu , N. D. Lane , S. Bhattacharya , C. Mascolo , M. K. Marina , and F. Kawsar , “Towards
multimodal deep learning for activity recognition on mobile devices,” in Proceedings of the 2016
ACM International Joint Conference on Pervasive and Ubiquitous Computing: Adjunct, 2016,
pp. 185–188. 
D. Figo , P. C. Diniz , D. R. Ferreira , and J. M. Cardoso , “Preprocessing techniques for context
recognition from accelerometer data,” Personal and Ubiquitous Computing, vol. 14, no. 7, pp.



645–662, 2010. 
C.-Y. Li , C.-H. Yen , K.-C. Wang , C.-W. You , S.-Y. Lau , C. C.-H. Chen , P. Huang , and H.-H.
Chu , “Bioscope: An extensible bandage system for facilitating data collection in nursing
assessments,” in Proceedings of the 2014 ACM International Joint Conference on Pervasive
and Ubiquitous Computing, 2014, pp. 477–480. 
E. Miluzzo , A. Varshavsky , S. Balakrishnan , and R. R. Choudhury , “Tapprints: Your finger
taps have fingerprints,” in Proceedings of the 10th International Conference on Mobile Systems,
Applications, and Services, 2012, pp. 323–336. 
H. Zhu , Y. Cao , W. Wang , T. Jiang , and S. Jin , “Deep reinforcement learning for mobile edge
caching: Review, new features, and open issues,” IEEE Network, vol. 32, no. 6, pp. 50–57,
2018. 
M. Habib Ur Rehman , P. P. Jayaraman , S. U. R. Malik , A. U. R. Khan , and M. Medhat Gaber
, “Rededge: A novel architecture for big data processing in mobile edge computing
environments,” Journal of Sensor and Actuator Networks, vol. 6, no. 3, p. 17, 2017. 
C. K.-S. Leung , R. K. MacKinnon , and F. Jiang , “Reducing the search space for big data
mining for interesting patterns from uncertain data,” in 2014 IEEE International Congress on Big
Data. IEEE, 2014, pp. 315–322. 
A. Stateczny and M. Wlodarczyk-Sielicka , “Self-organizing artificial neural networks into
hydrographic big data reduction process,” in Rough Sets and Intelligent Systems Paradigms.
Springer, 2014, pp. 335–342. 
A. Raťgyanszki , K. Z. Gerlei , A. Suraťnyi , A. Kelemen , S. J. K. Jensen , I. G. Csizmadia , and
B. Viskolcz , “Big data reduction by fitting mathematical functions: A search for appropriate
functions to fit Ramachandran surfaces,” Chemical Physics Letters, vol. 625, pp. 91–97, 2015. 
M. Chen , U. Challita , W. Saad , C. Yin , and M. Debbah , “Machine learning for wireless
networks with artificial intelligence: A tutorial on neural networks,” arXiv preprint
arXiv:1710.02913, 2017. 
K. He , X. Zhang , S. Ren , and J. Sun , “Delving deep into rectifiers: Surpassing human-level
performance on imagenet classification,” in Proceedings of the IEEE International Conference
on Computer Vision, 2015, pp. 1026–1034. 
I. Goodfellow , Y. Bengio , and A. Courville , Deep Learning. MIT Press, 2016. 
A. Krizhevsky , I. Sutskever , and G. E. Hinton , “Imagenet classification with deep convolutional
neural networks,” in Advances in Neural Information Processing Systems, 2012, pp.
1097–1105. 
K. Katevas , I. Leontiadis , M. Pielot , and J. Serrà , “Practical processing of mobile sensor data
for continual deep learning predictions,” in Proceedings of the 1st International Workshop on
Deep Learning for Mobile Systems and Applications, 2017, pp. 19–24. 
S. Yao , S. Hu , Y. Zhao , A. Zhang , and T. Abdelzaher , “Deepsense: A unified deep learning
framework for time-series mobile sensing data processing,” in Proceedings of the 26th
International Conference on World Wide Web. International World Wide Web Conferences
Steering Committee, 2017, pp. 351–360. 
A. Graves , “Generating sequences with recurrent neural networks,” arXiv preprint
arXiv:1308.0850, 2013. 
Y. Wei , F. R. Yu , M. Song , and Z. Han , “Joint optimization of caching, computing, and radio
resources for fog-enabled IoT using natural actor–critic deep reinforcement learning,” IEEE
Internet of Things Journal, vol. 6, no. 2, pp. 2061–2073, 2018. 
B. Bharath , K. G. Nagananda , and H. V. Poor , “A learning-based approach to caching in
heterogenous small cell networks,” IEEE Transactions on Communications, vol. 64, no. 4, pp.
1674–1686, 2016. 
E. Baffstuffg , M. Bennis , and M. Debbah , “A transfer learning approach for cache- enabled
wireless networks,” in 13th International Symposium on Modeling and Optimization in Mobile,
Ad Hoc, and Wireless Networks (WiOpt). IEEE, 2015, pp. 161–166. 
K. Guo , C. Yang , and T. Liu , “Caching in base station with recommendation via q-learning,” in
2017 IEEE Wireless Communications and Networking Conference (WCNC). IEEE, 2017, pp.
1–6. 
H. Zhu , Y. Cao , X. Wei , W. Wang , T. Jiang , and S. Jin , “Caching transient data for internet
of things: A deep reinforcement learning approach,” IEEE Internet of Things Journal, vol. 6, no.
2, pp. 2074–2083, 2018. 



A. Sadeghi , G. Wang , and G. B. Giannakis , “Deep reinforcement learning for adaptive caching
in hierarchical content delivery networks,” IEEE Transactions on Cognitive Communications and
Networking, vol. 5, no. 4, pp. 1024–1033, 2019. 
E. Bastug , M. Bennis , and M. Debbah , “Living on the edge: The role of proactive caching in 5g
wireless networks,” IEEE Communications Magazine, vol. 52, no. 8, pp. 82–89, 2014. 
M. Leconte , G. Paschos , L. Gkatzikis , M. Draief , S. Vassilaras , and S. Chouvardas , “Placing
dynamic content in caches with small population,” in IEEE INFOCOM 2016-The 35th Annual
IEEE International Conference on Computer Communications. IEEE, 2016, pp. 1–9. 
S. Li , J. Xu , M. van der Schaar , and W. Li , “Trend-aware video caching through online
learning,” IEEE Transactions on Multimedia, vol. 18, no. 12, pp. 2503–2516, 2016. 
X. Zhang , Y. Li , Y. Zhang , J. Zhang , H. Li , S. Wang , and D. Wang , “Information caching
strategy for cyber social computing based wireless networks,” IEEE Transactions on Emerging
Topics in Computing, vol. 5, no. 3, pp. 391–402, 2017. 
S. Niknam , H. S. Dhillon , and J. H. Reed , “Federated learning for wireless communications:
Motivation, opportunities and challenges,” arXiv preprint arXiv:1908.06847, 2019. 
M. Chen , Z. Yang , W. Saad , C. Yin , H. V. Poor , and S. Cui , “A joint learning and
communications framework for federated learning over wireless networks,” arXiv preprint
arXiv:1909.07972, 2019. 
Z. Yang , M. Chen , W. Saad , C. S. Hong , and M. Shikh-Bahaei , “Energy efficient federated
learning over wireless communication networks,” arXiv preprint arXiv:1911.02417, 2019. 
W. Y. B. Lim , N. C. Luong , D. T. Hoang , Y. Jiao , Y.-C. Liang , Q. Yang , D. Niyato , and C.
Miao , “Federated learning in mobile edge networks: A comprehensive survey,” arXiv preprint
arXiv:1909.11875, 2019. 
T. Li , A. K. Sahu , A. Talwalkar , and V. Smith , “Federated learning: Challenges, methods, and
future directions,” arXiv preprint arXiv:1908.07873, 2019. 

 
ECC-Based Privacy-Preserving Mechanisms Using Deep Learning for
Industrial IoT 
SCOOP The Industrial Internet of Things (IIoT): The Business Guide to Industrial IoT. i-SCOOP.
Available online: https://www.i-scoop.eu/internet-of-things-guide/industrial-internet-things-iiot-
savingcosts-innovation (accessed on 21 April 2018 ). 
E. Heymann , German Auto Industry: WLTP Followed by Lacklustre Demand. Talking point,
Deutche Bank. Available online:
https://www.dbresearch.com/PROD/RPS_ENPROD/PROD0000000000489273.pdf (accessed
on 19 December 2018 ). 
K. Moskvitch , Industrial Internet of Things: Data Mining for Competitive Advantage. Available
online: https://eandt.theiet.org/content/articles/2017/02 (accessed on 9 April 2018 ). 
Industrial Analytics 2016/2017. Available online: https://digital-analytics-association.de/wp-
content/uploads/2016/03/Industrial-Analytics-Report-2016-2017-vp-singlepage.pdf (accessed
on 5 January 2019 ). 
PwC 20 years inside the mind of the CEO: What’s next? 20th CEO Surv. Rep. 2017. 
J. Konen , H. B. McMahan , F. X. Yu , P. Richtrik , A. T. Suresh , and D. Bacon , “Federated
learning: Strategies for improving communication efficiency,” 2016, arXiv:1610.05492. 
R. Shokri and V. Shmatikov , “Privacy-preserving deep learning,” in Proc. 22nd
ACMSIGSACConf.Comput.Commun. Secur., 2015, pp. 1310–1321. 
R. Jayasri , R. Vidya , and J. A. D. Rex . A survey on industrial automation based on IoT with
Arduino microcontroller. International Journal of Contemporary Research in Computer Science
and Technology (IJCRCST), vol. 4, 24–27, 2018. 
L. T. Phong , Y. Aono , T. Hayashi , L. Wang , and S. Moriai , “Privacy-preserving deep learning
via additively homomorphic encryption,” IEEE Transactions on Information Forensics and
Security, vol. 13, no. 5, pp. 1333–1345, May 2018. 
P. Daugherty and B. Berthon. Winning with the Industrial Internet of Things: How to Accelerate
the Journey to Productivity and Growth. Technical Report. Dublín: Accenture, 2015. 
T. Graepel , K. Lauter , and M. Naehrig , “ML confidential: Machine learning on encrypted data,”
in Proc. Int. Con. Inf. Secur. Cryptographic, 2012, pp. 1–21.



A. P. Singh et al., “A novel patient-centric architectural framework for blockchain-enabled
healthcare applications,” in IEEE Transactions on Industrial Informatics, 2020. 
P. Mohassel and P. Rindal , “ABY3: A mixed protocol framework for machine learning,” in Proc.
ACMSIGSACConf.Comput.Commun. Secur., 2018, pp. 35–52. 
Z. Liao et al., “Distributed probabilistic offloading in edge computing for 6G-enabled massive
Internet of Things,” in IEEE Internet of Things Journal, 2020. 
P. Mohassel and Y. Zhang , “SecureML: A system for scalable privacy-preserving machine
learning,” in Proc. IEEE Symp. Secur. Privacy, San Jose, CA, USA, 2017, pp. 19–38. 
R. Gilad-Bachrach , N. Dowlin , K. Laine , M. Naehrig , and J. Wernsing , “Cryptonets: Applying
neural networks to encrypted data with hig throughput and accuracy,” in Proc. Int. Conf. Mach.
Learn., 2016, pp. 201–210. 
R. K. H. Tai , J. P. K. Ma , Y. Zhao , and S. S. M. Chow , “Privacy-preserving decision trees
evaluation via linear functions,” in Proc. Eur. Symp. Res. Comput. Secur., 2017, pp. 494–512. 
K. Bonawitz et al., “Practical secure aggregation for privacy-preserving machine learning,” in
Proc. ACMSIGSAC Conf. Comput. Commun. Secur., 2017, pp. 1175–1191. 
P. Paillier , “Public-key cryptosystems based on composite degree residuosity classes,” in Proc.
Int. Conf. Theory Appl. Cryptographic Techn., 1999, vol. 99, pp. 223–238. 
L. T. Phong and T. T. Phuong , “Privacy-preserving deep learning via weight transmission,”
IEEE Transactions on Information Forensics and Security, vol. 14, no. 11, pp. 3003–3015, Nov.
2019. 
J. M. Pollard , “Monte Carlo methods for index computation (mod p),” Mathematics of
Computation, vol. 32, no. 143, pp. 918–924, 1978. 
J. Dean et al., “Large scale distributed deep networks,” in Proceedings of the Advances in
Neural Information Processing Systems, Lake Tahoe, ND, USA, 3–6 December 2012, pp.
1223–1231. 
Y. Liang , Z. Cai , J. Yu , Q. Han , and Y. Li , “Deep Learning-based inference of private
information using embedded sensors in smart devices,” IEEE Network, vol. 32, pp. 8–14, 2018.
[CrossRef]. 
W. Wu , U. Parampalli , J. Liu , and M. Xian , “Privacy-preserving k-nearest neighbor
classification over the encrypted database in outsourced cloud environments,” World Wide
Web, vol. 22, pp. 101–123, 2019. [CrossRef]. 
R. Shokri and V. Shmatikov , “Privacy-preserving deep learning” in Proc. 22nd ACMSIGSAC
Conf.Comput.Commun. Secur., 2015, pp. 1310–1321. 
X. Zhang , X. Chen , J. K. Liu , and Y. Xiang , “DeepPAR and DeepDPA: Privacy-preserving
and asynchronous deep learning for industrial IoT,” IEEE Transactions on Industrial Informatics,
vol. 16, no. 3, pp. 2081–2090, March 2020, DOI:10.1109/TII.2019.2941244. 
M. Alazab , “Profiling and classifying the behaviour of malicious codes,” Journal of Systems and
Software, vo. 100, pp. 91–102, February 2015. 
“From zeus to zitmo: Trends in banking malware,” in 2015 IEEE Trustcom/BigDataSE/ISPA, vol.
1, pp. 1386–1391. IEEE, 2015. 
“Machine learning based botnet identification traffic,” in 2016 IEEE Trustcom/BigDataSE/ISPA,
pp. 1788–1794. IEEE, 2016. 
“Mining malware to detect variants,” in 2014 Fifth Cybercrime and Trustworthy Computing
Conference, pp. 44–53. IEEE, 2014. 
S. Bhattacharya et al., “A novel PCA-firefly based XGBoost classification model for intrusion
detection in networks using GPU,” Electronics, vol. 9, no. 2, p. 219, 2020. 
Stanford Deep Learning Tutorial. Available online: http://deeplearning.stanford.edu. 
J. Duchi , E. Hazan , and Y. Singer . “Adaptive subgradient methods for online learning and
stochastic optimization,” Journal of Machine Learning Research, vol. 12, pp. 2121–2159, July
2011. 
S. K. Dasari , K. R. Chintada , and M. Patruni , “Flue-cured tobacco leaves classification: a
generalized approach using deep convolutional neural networks,” in Cognitive Science and
Artificial Intelligence, Springer, Singapore, 2018, pp. 13–21. 
M. Alazab and M. Tang , (Eds.). Deep Learning Applications for Cyber Security. (Advanced
Sciences and Technologies for Security Applications). Cham: Springer. DOI:
10.1007/978–3–030–13057–2, 2019. 
S. More et al., “Security assured CNN-based model for reconstruction of medical images on the
internet of healthcare things,” IEEE Access, vol. 8, pp. 126333–126346, 2020.



A Makkar et al., “FedLearnSP: Preserving privacy and Security using federated learning and
edge computing,” IEEE Magazine of Consumer Electronics, 2020. 

 
Contemporary Developments and Technologies in Deep
Learning–Based IoT 
Ismaeel Al Ridhawi , Yehia Kotb , Moayad Aloqaily , Yaser Jararweh , and Thar Baker . A
profitable and energy-efficient cooperative fog solution for IoT services. IEEE Transactions on
Industrial Informatics, 16(5):3578–3586, 2019. 
Mohammad Saeid Mahdavinejad , Mohammadreza Rezvan , Mohammadamin Barekatain ,
Peyman Adibi , Payam Barnaghi , and Amit P Sheth . Machine learning for internet of things
data analysis: A survey. Digital Communications and Networks, 4(3):161–175, 2018. 
G Thippa Reddy , S Bhattacharya , S Siva Ramakrishnan , Chiranji Lal Chowdhary , Saqib
Hakak , Rajesh Kaluri , and M Praveen Kumar Reddy . An ensemble based machine learning
model for diabetic retinopathy classification. In 2020 International Conference on Emerging
Trends in Information Technology and Engineering (IC- ETITE), pages 1–6, 2020. 
Ahmad Azab , Robert Layton , Mamoun Alazab , and Jonathan Oliver . Mining malware to
detect variants. In 2014 Fifth Cybercrime and Trustworthy Computing Conference, pages
44–53. IEEE, 2014. 
Thippa Reddy , Swarna Priya R.M. , M. Parimala , Chiranji Lal Chowdhary , Saqib Hakak , and
Wazir Zada Khan . A deep neural networks based model for uninterrupted marine environment
monitoring. Computer Communications, 157:64–75, 2020. 
Ahmad Azab , Mamoun Alazab , and Mahdi Aiash . Machine learning based bot- net
identification traffic. In 2016 IEEE Trustcom/BigDataSE/ISPA, pages 1788–1794. IEEE, 2016. 
Mehdi Mohammadi , Ala Al-Fuqaha , Sameh Sorour , and Mohsen Guizani . Deep learning for
IoT big data and streaming analytics: A survey. IEEE Communications Surveys & Tutorials,
20(4):2923–2960, 2018. 
Hakima Khelifi , Senlin Luo , Boubakr Nour , Akrem Sellami , Hassine Moungla , Syed Hassan
Ahmed , and Mohsen Guizani . Bringing deep learning at the edge of information-centric
internet of things. IEEE Communications Letters, 23(1):52–55, 2018. 
Shuochao Yao , Yiran Zhao , Huajie Shao , Chao Zhang , Aston Zhang , Shaohan Hu , Dongxin
Liu , Shengzhong Liu , Lu Su , and Tarek Abdelzaher . Sensegan: Enabling deep learning for
internet of things with a semi-supervised framework. Proceedings of the ACM on Interactive,
Mobile, Wearable and Ubiquitous Technologies, 2(3):1–21, 2018. 
Mamoun Alazab and MingJian Tang . Deep Learning Applications for Cyber Security. Cham:
Springer, 2019. 
Thierry Bouwmans , Sajid Javed , Maryam Sultana , and Soon Ki Jung . Deep neural network
concepts for background subtraction: A systematic review and comparative evaluation. Neural
Networks, 117:8–66, 2019. 
A Galusha , J Dale , JM Keller , and A Zare . Deep convolutional neural network target
classification for underwater synthetic aperture sonar imagery. In Detection and Sensing of
Mines, Explosive Objects, and Obscured Targets XXIV, volume 11012, page 1101205.
International Society for Optics and Photonics, 2019. 
Najla Etaher , George RS Weir , and Mamoun Alazab . From zeus to zitmo: Trends in banking
malware. In 2015 IEEE Trustcom/BigDataSE/ISPA, volume 1, pages 1386–1391. IEEE, 2015. 
He Li , Kaoru Ota , and Mianxiong Dong . Learning IoT in edge: Deep learning for the internet of
things with edge computing. IEEE Network, 32(1):96–101, 2018. 
Mamoun Alazab , Suleman Khan , Somayaji Siva Rama Krishnan , Quoc-Viet Pham , M
Praveen Kumar Reddy , and Thippa Reddy Gadekallu . A multidirectional LSTM model for
predicting the stability of a smart grid. IEEE Access, 8:85454–85463, 2020. 
Jie Tang , Dawei Sun , Shaoshan Liu , and Jean-Luc Gaudiot . Enabling deep learning on IoT
devices. Computer, 50(10):92–96, 2017. 
G Glenn Henry , Terry Parks , and Kyle T O’Brien . Neural network unit with output buffer
feedback for performing recurrent neural network computations, February 4 2020 . US Patent
10,552,370.



Celestine Iwendi , Mohammed A Alqarni , Joseph Henry Anajemba , Ahmed S Alfakeeh ,
Zhiyong Zhang , and Ali Kashif Bashir . Robust navigational control of a two-wheeled self-
balancing robot in a sensed environment. IEEE Access, 7:82337–82348, 2019. 
Celestine Iwendi , Zunera Jalil , Abdul Rehman Javed , Thippa Reddy , Rajesh Kaluri , Gautam
Srivastava , and Ohyun Jo . Keysplitwatermark: Zero water- marking algorithm for software
protection against cyber-attacks. IEEE Access, 8:72650–72660, 2020. 
Celestine Iwendi , Mueen Uddin , James A Ansere , Pascal Nkurunziza , Joseph Henry
Anajemba , and Ali Kashif Bashir . On detection of sybil attack in large-scale vanets using
spider-monkey technique. IEEE Access, 6:47258–47267, 2018. 
Chafika Benzaid , Karim Lounis , Ameer Al-Nemrat , Nadjib Badache , and Mamoun Alazab .
Fast authentication in wireless sensor networks. Future Generation Computer Systems,
55:362–375, 2016. 
Ahmed Dawoud , Seyed Shahristani , and Chun Raun . Deep learning and software-defined
networks: Towards secure IoT architecture. Internet of Things, 3:82–89, 2018. 
Xuyu Wang , Xiangyu Wang , and Shiwen Mao . Rf sensing in the internet of things: A general
deep learning framework. IEEE Communications Magazine, 56(9):62–67, 2018. 
Xiang Zhang , Lina Yao , Shuai Zhang , Salil Kanhere , Michael Sheng , and Yunhao Liu .
Internet of things meets brain–computer interface: A unified deep learning framework for
enabling human-thing cognitive interactivity. IEEE Internet of Things Journal, 6(2):2084–2092,
2018. 
Swarna Priya RM , Sweta Bhattacharya , Praveen Kumar Reddy Maddikunta , Siva Rama
Krishnan Somayaji , Kuruva Lakshmanna , Rajesh Kaluri , Aseel Hussien , and Thippa Reddy
Gadekallu . Load balancing of energy cloud using wind driven and firefly algorithms in internet
of everything. Journal of Parallel and Distributed Computing, 142:16–26, 2020. 
Nicholas D Lane , Sourav Bhattacharya , Petko Georgiev , Claudio Forlivesi , and Fahim
Kawsar . An early resource characterization of deep learning on wearables, smartphones and
internet-of-things devices. In Proceedings of the 2015 International Workshop on Internet of
Things Towards Applications, pages 7–12, 2015. 
Sweta Bhattacharya , Praveen Kumar Reddy Maddikunta , Rajesh Kaluri , Saurabh Singh ,
Thippa Reddy Gadekallu , Mamoun Alazab , and Usman Tariq . A novel PCA-firefly based
XGBoost classification model for intrusion detection in networks using GPU. Electronics,
9(2):219, 2020. 
Dinesh Valluru and I Jasmine Selvakumari Jeya . IoT with cloud based lung cancer diagnosis
model using optimal support vector machine. Health Care Management Science, pages 1–10,
2019. 
Thippa Reddy Gadekallu , Neelu Khare , Sweta Bhattacharya , Saurabh Singh , Praveen Kumar
Reddy Maddikunta , In-Ho Ra , and Mamoun Alazab . Early detection of diabetic retinopathy
using PCA-firefly based deep learning model. Electronics, 9(2):274, 2020. 
Shreshth Tuli , Nipam Basumatary , Sukhpal Singh Gill , Mohsen Kahani , Rajesh Chand Arya ,
Gurpreet Singh Wander , and Rajkumar Buyya . Healthfog: An ensemble deep learning based
smart healthcare system for automatic diagnosis of heart diseases in integrated IoT and fog
computing environments. Future Generation Computer Systems, 104:187–200, 2020. 
Han Zou , Yuxun Zhou , Jianfei Yang , and Costas J Spanos . Towards occupant activity driven
smart buildings via WiFi-enabled IoT devices and deep learning. Energy and Buildings,
177:12–22, 2018. 
Muhammad Shafique , Theocharis Theocharides , Christos-Savvas Bouganis , Muhammad
Abdullah Hanif , Faiq Khalid , Rehan Hafız , and Semeen Rehman . An overview of next-
generation architectures for machine learning: Roadmap, opportunities and challenges in the
IoT era. In 2018 Design, Automation & Test in Europe Conference & Exhibition (DATE), pages
827–832. IEEE, 2018. 
Zahoor Uddin , Muhammad Altaf , Muhammad Bilal , Lewis Nkenyereye , and Ali Kashif Bashir .
Amateur drones detection: A machine learning approach utilizing the acoustic signals in the
presence of strong interference. Computer Communications, 154:236–245, 2020. 
Rajesh Kaluri and Ch Pradeep Reddy . Optimized feature extraction for precise sign gesture
recognition using self-improved genetic algorithm. International Journal of Engineering and
Technology, 8(1):25–37, 2018. 
Rajesh Kaluri and Ch Pradeep Reddy . An overview on human gesture recognition.
International Journal of Pharmacy and Technology, 8(04):12037–12045, 2016.



Rajesh Kaluri and Ch Pradeep Reddy . A framework for sign gesture recognition using
improved genetic algorithm and adaptive filter. Cogent Engineering, 3(1):1251730, 2016. 
Muhammad Numan , Fazli Subhan , Wazir Zada Khan , Saqib Hakak , Sajjad Haider , G Thippa
Reddy , Alireza Jolfaei , and Mamoun Alazab . A systematic review on clone node detection in
static wireless sensor networks. IEEE Access, 8:65450–65461, 2020. 
Quoc-Viet Pham , Seyedali Mirjalili , Neeraj Kumar , Mamoun Alazab , and Won-Joo Hwang .
Whale optimization algorithm with applications to resource allocation in wireless networks. IEEE
Transactions on Vehicular Technology, 69(4):4285–4297, 2020. 
Xiaoying Jia , Debiao He , Neeraj Kumar , and Kim-Kwang Raymond Choo . Authenticated key
agreement scheme for fog-driven IoT healthcare system. Wireless Networks, 25(8):4737–4750,
2019. 
Noshina Tariq , Muhammad Asim , Feras Al-Obeidat , Muhammad Zubair Farooqi , Thar Baker ,
Mohammad Hammoudeh , and Ibrahim Ghafir . The security of big data in fog-enabled IoT
applications including blockchain: A survey. Sensors, 19(8):1788, 2019. 
Dharmendra Singh Rajput , Rajesh Kaluri , and Harshita Patel . Security threat assessment of
aircraft system using FSS. In Proceedings of the 2019 7th International Conference on
Information Technology: IoT and Smart City, pages 453–457, 2019. 
R Vinayakumar , Mamoun Alazab , Sriram Srinivasan , Quoc-Viet Pham , Soman Kotti
Padannayil , and K Simran . A visualized botnet detection system based deep learning for the
internet of things networks of smart cities. IEEE Transactions on Industry Applications,
56:4436–4456, 2020. 
Kai Lin , Min Chen , Jing Deng , Mohammad Mehedi Hassan , and Giancarlo Fortino .
Enhanced fingerprinting and trajectory prediction for IoT localization in smart buildings. IEEE
Transactions on Automation Science and Engineering, 13(3):1294–1307, 2016. 
G Thippa Reddy , Rajesh Kaluri , Praveen Kumar Reddy , Kuruva Lakshmanna , Srinivas
Koppu , and Dharmendra Singh Rajput . A novel approach for home surveillance system using
IoT adaptive security. Available at SSRN 3356525, 2019. 
A Priyanka , M Parimala , K Sudheer , Rajesh Kaluri , Kuruva Lakshmanna , and M Reddy . Big
data based on healthcare analysis using IoT devices. In Materials Science and Engineering
Conference Series, volume 263, page 042059, 2017. 
J Archenaa and EA Mary Anita . A survey of big data analytics in healthcare and government.
Procedia Computer Science, 50:408–413, 2015. 
G Thippa Reddy , M Praveen Kumar Reddy , Kuruva Lakshmanna , Rajesh Kaluri ,
Dharmendra Singh Rajput , Gautam Srivastava , and Thar Baker . Analysis of dimensionality
reduction techniques on big data. IEEE Access, 8:54776–54788, 2020. 
M Eswar Kumar , G Thippa Reddy , K Sudheer , M Reddy , Rajesh Kaluri , Dharmendra Singh
Rajput , and Kuruva Lakshmanna . Vehicle theft identification and intimation using GSM & IoT.
In Materials Science and Engineering Conference Series, volume 263, page 042062, 2017. 
Heng Fan , Liting Lin , Fan Yang , Peng Chu , Ge Deng , Sijia Yu , Hexin Bai , Yong Xu ,
Chunyuan Liao , and Haibin Ling . Lasot: A high-quality benchmark for large-scale single object
tracking. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 5374–5383, 2019. 
Seong-Wook Joo and Rama Chellappa . A multiple-hypothesis approach for multiobject visual
tracking. IEEE Transactions on Image Processing, 16(11):2849–2854, 2007. 

 
Deep Learning–Assisted Vehicle Counting for Intersection and Traffic
Management in Smart Cities 
Danda B. Rawat and Kayhan Zrar Ghafoor . Smart Cities Cybersecurity and Privacy. Elsevier,
2018. 
Stephan Olariu and Michele C. Weigle . Vehicular Networks: From Theory to Practice.
Chapman and Hall/CRC, 2009. 
Herbert Hoover . First National Conference on Street and Highway Safety. Hon. Herbert
Hoover, Secretary of Commerce, Chairman. Washington, DC, December 15–16, 1924 . 51 p.
Washington, DC: National Capital Press, 1924. 51 p. URL:
//catalog.hathitrust.org/Record/102186880.



Fei Liu et al. “A video-based real-time adaptive vehicle-counting system for urban roads”. PLoS
One 12.11 (2017), p. e0186098. 
Zhe Dai et al. “Video-based vehicle counting framework”. IEEE Access 7 (2019), pp.
64460–64470. 
Jie Zhou , Dashan Gao , and David Zhang . “Moving vehicle detection for automatic traffic
monitoring”. IEEE Transactions on Vehicular Technology 56.1 (2007), pp. 51–59. 
Stephen Arhin . Exploring Strategies to Improve Mobility and Safety on Roadway Segments in
Urban Areas, 2018. 
Minda Zetlin . For the Most Productive Workday, Science Says Make Sure to Do This. Inc.com.
Mar. 21, 2019 . URL: https://www.inc.com/minda-zetlin/productivity-workday-52-minutes-work-
17-minutes-break-travis-bradberry-pomodoro-technique.html (visited on 12/01/2019 ). 
Huansheng Song et al. “Vision-based vehicle detection and counting system using deep
learning in highway scenes”. European Transport Research Review 11.1 (2019), p. 51. 
Joseph Redmon et al. “You only look once: Unified, real-time object detection”. en. In: 2016
IEEE Conference on Computer Vision and Pattern Recognition (CVPR). Las Vegas, NV, USA:
IEEE, June 2016, pp. 779–788. ISBN: 978-1-4673–8851-1. DOI:10.1109/CVPR.2016.91 . URL:
http://ieeexplore.ieee.org/document/7780460/ (visited on 08/16/2020 ). 
Qolamreza R. Razlighi and Yaakov Stern . “Blob-like feature extraction and matching for brain
MR images”. In: 2011 Annual International Conference of the IEEE Engineering in Medicine and
Biology Society, 2011, pp. 7799–7802. 
Guy M. Lingani , Danda B. Rawat , and Moses Garuba . “Smart traffic management system
using deep learning for smart city applications”. In: 2019 IEEE 9th Annual Computing and
Communication Workshop and Conference (CCWC). Las Vegas, NV, 2019, pp. 101–106. 

 
Toward Rapid Development and Deployment of Machine Learning
Pipelines across Cloud-Edge 
F. Pedregosa , G. Varoquaux , A. Gramfort , V. Michel , B. Thirion , O. Grisel , M. Blondel , P.
Prettenhofer , R. Weiss , V. Dubourg et al., “Scikit-learn: Machine learning in python,” Journal of
Machine Learning Research, vol. 12, no. Oct, pp. 2825–2830, 2011. 
G. Holmes , A. Donkin , and I. H. Witten , “Weka: A machine learning workbench,” in
Proceedings of ANZIIS’94-Australian New Zealand Intelligent Information Systems Conference.
IEEE, 1994, pp. 357–361. 
M. Zaharia , R. S. Xin , P. Wendell , T. Das , M. Armbrust , A. Dave , X. Meng , J. Rosen , S.
Venkataraman , M. J. Franklin et al., “Apache spark: A unified engine for big data processing,”
Communications of the ACM, vol. 59, no. 11, pp. 56–65, 2016. 
J. Nandimath , E. Banerjee , A. Patil , P. Kakade , S. Vaidya , and D. Chaturvedi , “Big data
analysis using apache hadoop,” in 2013 IEEE 14th International Conference on Information
Reuse & Integration (IRI). IEEE, 2013, pp. 700–703. 
M. Abadi , A. Agarwal , P. Barham , E. Brevdo , Z. Chen , C. Citro , G. S. Corrado , A. Davis , J.
Dean , M. Devin et al., “Tensorflow: Large-scale machine learning on heterogeneous distributed
systems,” arXiv preprint arXiv:1603.04467, 2016. 
T. Chen , M. Li , Y. Li , M. Lin , N. Wang , M. Wang , T. Xiao , B. Xu , C. Zhang , and Z. Zhang ,
“Mxnet: A flexible and efficient machine learning library for heterogeneous distributed systems,”
arXiv preprint arXiv:1512.01274, 2015. 
D. Hall , Ansible Configuration Management. Birmingham: Packt Publishing Ltd, 2013. 
K. Shirinkin , Getting Started with Terraform. Birmingham: Packt Publishing Ltd, 2017. 
M. Satyanarayanan , “The emergence of edge computing,” Computer, vol. 50, no. 1, pp. 30–39,
2017. 
P. Ravindra , A. Khochare , S. P. Reddy , S. Sharma , P. Varshney , and Y. Simmhan , “ echo:
An adaptive orchestration platform for hybrid dataflows across cloud and edge,” in International
Conference on Service-Oriented Computing. Springer, 2017, pp. 395–410. 
S. Shekhar , A. D. Chhokra , A. Bhattacharjee , G. Aupy , and A. Gokhale , “Indices: Exploiting
edge resources for performance-aware cloud-hosted services,” in 2017 IEEE 1st International
Conference on Fog and Edge Computing (ICFEC). IEEE, 2017, pp. 75–80.



E. Al-Masri , “Enhancing the microservices architecture for the internet of things,” in 2018 IEEE
International Conference on Big Data (Big Data). IEEE, 2018, pp. 5119–5125. 
A. Bhattacharjee , Y. Barve , S. Khare , S. Bao , Z. Kang , A. Gokhale , and T. Damiano ,
“Stratum: A bigdata-as-a-service for lifecycle management of IoT analytics applications,” in
2019 IEEE International Conference on Big Data (Big Data). IEEE, 2019, pp. 1607–1612. 
T. Li , J. Zhong , J. Liu , W. Wu , and C. Zhang , “Ease. ml: Towards multi-tenant resource
sharing for machine learning workloads,” Proceedings of the VLDB Endowment, vol. 11, no. 5,
pp. 607–620, 2018. 
D. Golovin , B. Solnik , S. Moitra , G. Kochanski , J. Karro , and D. Sculley , “Google vizier: A
service for black-box optimization,” in Proceedings of the 23rd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining. ACM, 2017, pp. 1487–1495. 
D. Baylor , E. Breck , H. T. Cheng , N. Fiedel , C. Y. Foo , Z. Haque , S. Haykal , M. Ispir , V.
Jain , L. Koc et al., “Tfx: A tensorflow-based production-scale machine learning platform,” in
Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining. ACM, 2017, pp. 1387–1395. 
Uber , Meet Michelangelo: Uber’s machine learning platform, 2017. [Online]. Available:
https://eng.uber.com/michelangelo/. 
M. Ma , H. P. Ansari , D. Chao , S. Adya , S. Akle , Y. Qin , D. Gimnicher , and D. Walsh ,
“Democratizing production-scale distributed deep learning,” arXiv preprint arXiv:1811.00143,
2018. 
D. Crankshaw , X. Wang , G. Zhou , M. J. Franklin , J. E. Gonzalez , and I. Stoica , “Clipper: A
low-latency online prediction serving system,” in 14th {USENIX} Symposium on Networked
Systems Design and Implementation ({NSDI} 17), 2017, pp. 613–627. 
W. Wang , J. Gao , M. Zhang , S. Wang , G. Chen , T. K. Ng , B. C. Ooi , J. Shao , and M.
Reyad , “Rafiki: Machine learning as an analytics service system,” Proceedings of the VLDB
Endowment, vol. 12, no. 2, pp. 128–140, 2018. 
M. Zaharia , A. Chen , A. Davidson , A. Ghodsi , S. A. Hong , A. Konwinski , S. Murching , T.
Nykodym , P. Ogilvie , M. Parkhe et al., “Accelerating the machine learning lifecycle with
MLflow,” Data Engineering, vol. 41, 2018, p. 39. 
M. Copeland , J. Soh , A. Puca , M. Manning , and D. Gollob , Microsoft Azure, New York, NY:
Apress, 2015. 
K. Venkateswar , “Using amazon sagemaker to operationalize machine learning,” 2019. 
X. Meng , J. Bradley , B. Yavuz , E. Sparks , S. Venkataraman , D. Liu , J. Freeman , D. Tsai ,
M. Amde , S. Owen et al., “Mllib: Machine learning in apache spark,” The Journal of Machine
Learning Research, vol. 17, no. 1, pp. 1235–1241, 2016. 
D. Crankshaw , G. E. Sela , C. Zumar , X. Mo , J. E. Gonzalez , I. Stoica , and A. Tumanov ,
“Inferline: Ml inference pipeline composition framework,” arXiv preprint arXiv:1812.01776, 2018. 
Y. Lee , A. Scolari , B. G. Chun , M. Weimer , and M. Interlandi , “From the edge to the cloud:
Model serving in ml.net,” Data Engineering, vol. 41, p. 46, 2018. 
R. Chard , Z. Li , K. Chard , L. Ward , Y. Babuji , A. Woodard , S. Tuecke , B. Blaiszik , M. J.
Franklin , and I. Foster , “Dlhub: Model and data serving for science,” arXiv preprint
arXiv:1811.11213, 2018. 
S. Zhao , M. Talasila , G. Jacobson , C. Borcea , S. A. Aftab , and J. F. Murray , “Packaging and
sharing machine learning models via the acumos ai open platform,” in 2018 17th IEEE
International Conference on Machine Learning and Applications (ICMLA). IEEE, 2018, pp.
841–846. 
V. R. Eluri , M. Ramesh , A. S. M. Al-Jabri , and M. Jane , “A comparative study of various
clustering techniques on big data sets using apache mahout,” in 2016 3rd MEC International
Conference on Big Data and Smart City (ICBDSC). IEEE, 2016, pp. 1–4. 
A. Bhattacharjee , Y. Barve , A. Gokhale , and T. Kuroda , “A model-driven approach to
automate the deployment and management of cloud services,” in 2018 IEEE/ACM International
Conference on Utility and Cloud Computing Companion (UCC Companion). IEEE, 2018, pp.
109–114. 
R. Di Cosmo , A. Eiche , J. Mauro , S. Zacchiroli , G. Zavattaro , and J. Zwolakowski ,
“Automatic deployment of services in the cloud with aeolus blender,” in Service-Oriented
Computing. Springer, 2015, pp. 397–411. 
N. Huber , F. Brosig , S. Spinner , S. Kounev , and M. Bahr , “Model-based self-aware
performance and resource management using the descartes modeling language,” IEEE



Transactions on Software Engineering, vol. 43, pp. 432–452, 2016. 
A. Bhattacharjee , A. D. Chhokra , Z. Kang , H. Sun , A. Gokhale , and G. Karsai , “Barista:
Efficient and scalable serverless serving system for deep learning prediction services,” in 2019
IEEE International Conference on Cloud Engineering (IC2E). IEEE, 2019, pp. 23–33. 
W. Lloyd , S. Ramesh , S. Chinthalapati , L. Ly , and S. Pallickara , “Serverless computing: An
investigation of factors influencing microservice performance,” in 2018 IEEE International
Conference on Cloud Engineering (IC2E), 17-20 April 2018, Orlando, FL, USA. DOI:
10.1109/IC2E.2018.00039. https://ieeexplore.ieee.org/document/8360324 
G. Granchelli , M. Cardarelli , P. Di Francesco , I. Malavolta , L. Iovino , and A. Di Salle ,
“Towards recovering the software architecture of microservice-based systems,” in Software
Architecture Workshops (ICSAW), 2017 IEEE International Conference on. IEEE, 2017, pp.
46–53. 
L. Figueiredo , I. Jesus , J. T. Machado , J. R. Ferreira , and J. M. De Carvalho , “Towards the
development of intelligent transportation systems,” in ITSC 2001. 2001 IEEE Intelligent
Transportation Systems. Proceedings (Cat. No. 01TH8585). IEEE, 2001, pp. 1206–1211. 
A. L’heureux , K. Grolinger , H. F. Elyamany , and M. A. Capretz , “Machine learning with big
data: Challenges and approaches,” IEEE Access, vol. 5, pp. 7776–7797, 2017. 
A. Bhattacharjee , A. D. Chhokra , H. Sun , S. Shekhar , A. Gokhale , G. Karsai , and A. Dubey ,
“Deep-edge: An efficient framework for deep learning model update on heterogeneous edge,” in
2020 IEEE 4th International Conference on Fog and Edge Computing (ICFEC), 2020, pp.
75–84. 
M. Zimmermann , U. Breitenbücher , and F. Leymann , “A tosca-based programming model for
interacting components of automatically deployed cloud and IoT applications.” in ICEIS (2),
2017, pp. 121–131. 
H. Gupta , A. Vahid Dastjerdi , S. K. Ghosh , and R. Buyya , “ifogsim: A toolkit for modeling and
simulation of resource management techniques in the internet of things, edge and fog
computing environments,” Software: Practice and Experience, vol. 47, no. 9, pp. 1275–1296,
2017. 
S. Yi , C. Li , and Q. Li , “A survey of fog computing: Concepts, applications and issues,” in
Proceedings of the 2015 workshop on mobile big data. ACM, 2015, pp. 37–42. 
M. Maróti , R. Kereskényi , T. Kecskés , P. Völgyesi , and A. Lédeczi , “Online collaborative
environment for designing complex computational systems,” Procedia Computer Science, vol.
29, pp. 2432–2441, 2014. 
Collectd , Collectd - the system statistics collection daemon, 2018. [Online]. Available:
https://collectd.org/. 
Nvidia , Nvidia system management interface, 2018. [Online]. Available:
https://developer.nvidia.com/nvidia-system-management-interface/. 
Rabbitmq , Messaging that just works — rabbitmq, 2018. [Online]. Available:
https://www.rabbitmq.com/. 
Influxdb , Influxdb – time series database, 2018. [Online]. Available:
https://www.influxdata.com/time-series-platform/influxdb/. 
DATA.GOV , Data catalog. [Online]. Available: https://catalog.data.gov/dataset/nys-thruway-
origin-and-destination-points-for-all-vehicles-15-minute-\intervals-2017-q4-46887. 

 
Category Identification Technique by a Semantic Feature Generation
Algorithm 
S. Dasiopoulou , E. Spyrou , Y. Avrithis , Y. Kompatsiaris , and M.G. Strintzis , “Semantic
processing of color images,” in Color Image Processing: Methods and Applications, R. Lukac
and K. N. Plataniotis , ISBN 9780849397745 Published October 20, 2006 by CRC Press 
S. M. Hanif and L. Prevost , “Text detection and localization in complex scene images using
constrained AdaBoost algorithm,” 10th International Conference on Document Analysis and
Recognition, 2009. DOI:10.1109/ICDAR.2009.172. 
P. Felzenszwalb , R. Girshick , D. McAllester , and D. Ramanan , “Object detection with
discriminatively trained part-based models,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, 32(9): 1627–1645, Sept. 2010, DOI:10.1109/TPAMI.2009.167.



P. Felzenszwalb , R. Girshick , and D. McAllester , “Cascade object detection with deformable
part models,” in CVPR. IEEE, 2010. 
P. F. Felzenszwalb , R. B. Girshick , and D. McAllester , “Discriminatively trained deformable
part models, release 4.” http://people.cs.uchicago.edu/pff/latent-release4/. 
N. Dalal and B. Triggs , “Histograms of oriented gradients for human detection,” in CVPR, 2005. 
M. A. Fischler and R. A. Elschlager , “The representation and matching of pictorial structures,”
IEEE Transactions on Computer, 22(1):67–92, January 1973. 
D. Lowe , “Distinctive Image Features from Scale-Invariant Keypoints,” IJCV, 60(2): 91–110,
2004. 
Y. Ke and R. Sukthankar , PCA-SIFT: “A more distinctive representation for local image
descriptors,” Proc. Conf. Computer Vision and Pattern Recognition, pp. 511–517, 2004. 
E.N. Mortensen , H. Deng , and L. Shapiro , “A SIFT descriptor with global context,” in
Computer Vision and Pattern Recognition (CVPR 2005), 20–25 June 2005. IEEE, Vol. 1,
184–190, 2005. 
A.E. Abdel-Hakim and A.A. Farag , “CSIFT: A SIFT descriptor with color invariant
characteristics,” in Computer Vision and Pattern Recognition (CVPR 2006), 17–22 June 2006.
IEEE, Vol. 2, 1978–1983, 2006. 
H. Bay , T. Tuytelaars , and L.V. Gool , “SURF: Speeded up robust features,” in Computer
Vision – ECCV 2006 9th European Conference on Computer Vision, 7–13 May 2006. Springer,
Part II, 404–417, 2006. 
J.M. Morel and G. Yu , “ASIFT: A new framework for fully affine invariant image comparison,”
SIAM Journal on Imaging Sciences, 2(2):438–469, 2009. 
S. Chakraborty and S. K. Bandyopadhyay . “Scene text detection using modified histogram of
oriented gradient approach,” International Journal of Applied Research, 2(7):795–798, 2016. 
G. Litjens , T. Kooi , B. E. Bejnordi , A. A. A. Setio , F. Ciompi , M. Ghafoorian , J. A.W.M. van
der Laak , B. van Ginneken , and C. I. Sánchez , “A survey on deep learning in medical image
analysis,” Medical Image Analysis, 42:60–88, 2017, ISSN 1361-8415,
DOI:10.1016/j.media.2017.07.005. 
K. He , X. Zhang , S. Ren , and J. Sun , “Deep residual learning for image recognition,” in 2016
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, 2016,
pp. 770–778. DOI:10.1109/CVPR.2016.90. 
J. Deng , W. Dong , and R. Socher , “Imagenet: A large-scale hierarchical image database,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp.
248–255, Miami, FL, USA, June 2009. 
http://www.image-net.org/. 
K. He , G. Gkioxari , P. Dollár , and R. Girshick , “Mask R-CNN,” in 2017 IEEE International
Conference on Computer Vision (ICCV), Venice, 2017, pp. 2980–2988.
DOI:10.1109/ICCV.2017.322. 
X. Chen , R. Girshick , K. He , and P. Dollar , “TensorMask: A foundation for dense object
segmentation,” in 2019 IEEE/CVF International Conference on Computer Vision (ICCV), Seoul,
Korea (South), 2019, pp. 2061–2069. DOI:10.1109/ICCV.2019.00215. 
S. Ren , K. He , R. Girshick , and J. Sun , “Faster R-CNN: Towards real-time object detection
with region proposal networks,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, 39(6):1137–1149, 1 June 2017. DOI:10.1109/TPAMI.2016.2577031. 
Y. Wei , W. Xia , M. Lin , J. Huang , B. Bi , J. Dong , Y. Zhao , and S. Yan , “HCP: A flexible
CNN framework for multi-label image classification,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, 38(9):1901–1907, 2016. 
F. Schroff , D. Kalenichenko , and J. Philbin , “Facenet: A unified embedding for face
recognition and clustering,” in Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 815–823, Boston, MA, USA, June 2015. 
A. Esteva , B. Kuprel , R. A. Novoa , J. Ko , S. M. Swetter , H. M. Blau , and S. Thrun ,
“Dermatologist-level classification of skin cancer with deep neural networks,” Nature,
542(7639):115–118, 2017. 
S. F. Chang , T. Sikora , and A. Puri , “Overview of the mpeg-7 standard,” IEEE Transactions on
Circuits and Systems for Video Technology, 11(6):688–695, 2001. 
B. Manjunath , J. Ohm , V. Vasudevan , and A. Yamada , “Color and texture descriptors,” IEEE
Transactions on Circuits and Systems for Video Technology, 11(6):703–715, 2001.



M. Bober , “Mpeg-7 visual shape descriptors,” IEEE Transactions on Circuits and Systems for
Video Technology, 11(6):716–719, 2001. 
MPEG-7, “Visual experimentation model (xm) version 10.0.” ISO/IEC/JTC1/SC29/WG11, Doc.
N4062, 2001. 
K. Crammer and Y. Singer . “On the algorithmic implementation of multi-class SVMs,” JMLR,
2001. 
M. Everingham , L. Van Gool , C. K. I. Williams , J. Winn , and A. Zisserman . “The PASCAL
visual object classes (VOC) challenge,” IJCV, 88:303–338, 2010. 
P. Arbel’aez , B. Hariharan , C. Gu , S. Gupta , L. Bourdev , and J. Malik . “Semantic
segmentation using regions and parts,” in CVPR, 2012. 
J. Carreira and C. Sminchisescu , “CPMC: Automatic object segmentation using constrained
parametric mincuts,” TPAMI, 34:1312–1328, 2012. 
S. A. Winder and M. Brown , “Learning local image descriptors,” in Computer Vision and Pattern
Recognition, 2007. CVPR’07. IEEE Conference on, 2007, pp. 1–8. 

 
Role of Deep Learning Algorithms in Securing Internet of Things
Applications 
Alaba, F.A. , M. Othman , I.A.T. Hashem , and F. Alotaibi . “Internet of Things security: A
survey.” Journal of Network and Computer Applications 88 (2017): 10–28. 
Khan, M.A. , and K. Salah . “IoT security: Review, blockchain solutions, and open challenges.”
Future Generation Computer Systems 82 (2018): 395–411. 
Rahman, A.F.A. , M. Daud , and M.Z. Mohamad . “Securing sensor to cloud ecosystem using
internet of things (IoT) security framework.” In Proceedings of the International Conference on
Internet of things and Cloud Computing, pp. 1–5. 2016. 
Zhang, Z.-K. , M.C.Y. Cho , and S. Shieh . “Emerging security threats and countermeasures in
IoT.” In Proceedings of the 10th ACM Symposium on Information, Computer and
Communications Security, pp. 1–6. 2015. 
N. Namvar , W. Saad , N. Bahadori and B. Kelley . “Jamming in the Internet of Things: A game-
theoretic perspective.” In 2016 IEEE Global Communications Conference (GLOBECOM),
Washington, DC, 2016, pp. 1–6. DOI:10.1109/GLOCOM.2016.7841922. 
Arafin, M.T. , D. Anand , and G. Qu . “A low-cost GPS spoofing detector design for internet of
things (IoT) applications.” In Proceedings of the on Great Lakes Symposium on VLSI, 2017, pp.
161–166. 
Koh, J.Y. , I. Nevat , D. Leong , and W.C. Wong . “Geo-spatial location spoofing detection for
Internet of Things.” IEEE Internet of Things Journal 3, no. 6 (2016): 971–978. 
Rughoobur, P. , and L. Nagowah . “A lightweight replay attack detection framework for battery
depended IoT devices designed for healthcare.” In 2017 International Conference on Infocom
Technologies and Unmanned Systems (Trends and Future Directions) (ICTUS), pp. 811–817.
IEEE, 2017. 
Bashir, A.K. , R. Arul , S. Basheer , G. Raja , R. Jayaraman , and N.M.F. Qureshi . “An optimal
multitier resource allocation of cloud RAN in 5G using machine learning.” Transactions on
Emerging Telecommunications Technologies 30, no. 8 (2019): e3627. 
Shafiq, M. , Z. Tian , A.K. Bashir , X. Du , and M. Guizani . “CorrAUC: A malicious Bot-IoT traffic
detection method in IoT network using machine learning techniques.” IEEE Internet of Things
Journal (2020). 
Basu, D. , A. Jain , R. Datta , and U. Ghosh , “Optimized Controller Placement for Soft
Handover in Virtualized 5G Network.” In 2020 IEEE Wireless Communications and Networking
Conference Workshops (WCNCW), Seoul, Korea (South), 2020, pp. 1–8.
DOI:10.1109/WCNCW48565.2020.9124902. 
Basu, D. , R. Datta , U. Ghosh , and A.S. Rao . “Load and latency aware cost optimal controller
placement in 5G network using sNFV.” In Proceedings of the 21st International Workshop on
Mobile Computing Systems and Applications (HotMobile ‘20). Association for Computing
Machinery, New York, NY, USA, 106, 2020. 
Basu, D. , U. Ghosh , and R. Datta . “Adaptive Control Plane Load Balancing in vSDN Enabled
5G Network.” arXiv (2020).



El-Latif, A.A. , B.A. El-Atta , S.E.V. Andraca , H. Elwahsh , M.J. Piran , A.K. Bashir , O.Y. Song ,
and W. Mazurczyk . “Providing end-to-end security using quantum walks in IoT networks.” IEEE
Access 8 (2020): 92687–92696. 
Shafiq, M. , Z. Tian , A.K. Bashir , X. Du , and M. Guizani . “IoT malicious traffic identification
using wrapper-based feature selection mechanisms.” Computers & Security 94 (2020): 101863. 
Shafiq, M. , Z. Tian , A.K. Bashir , A. Jolfaei , and X. Yu . “Data mining and machine learning
methods for anomaly and intrusion traffic classification: A survey.” Sustainable Cities and
Society 60 (2020): 102177. 
Zheng, Z. , T. Wang , J. Weng , S. Mumtaz , A.K. Bashir , and C.S. Hussain . “Differentially
private high-dimensional data publication in internet of things.” IEEE Internet of Things Journal 7
(2020): 2640–2650. 
Arul, R.K. , G. Raja , A.O. Almagrabi , M.S. Alkatheiri , C.S. Hussain , and A.K. Bashir . “A
quantum safe key hierarchy and dynamic security association for LTE/SAE in 5G scenario.”
IEEE Transactions on Industrial Informatics 16 (2019): 681–690. 
Zhang, D. , Y. Liu , L. Dai , A.K. Bashir , A. Nallanathan , and B. Shim . “Performance analysis
of FD-NOMA based decentralized V2X systems.” IEEE Transactions on Communications 67
(2019): 5024–5036. 
Alaba, F.A. , M. Othman , I.A.T. Hashem , and F. Alotaibi . “Internet of Things security: A
survey.” Journal of Network and Computer Applications 88 (2017): 10–28. 
Hwang, Y.H. “IoT security & privacy: Threats and challenges.” In Proceedings of the 1st ACM
Workshop on IoT Privacy, Trust, and Security, pp. 1–1. 2015. 
Tang, X. , P. Ren , and Z. Han . “Jamming mitigation via hierarchical security game for IoT
communications.” IEEE Access 6(2018): 5766–5779. 
Hoang, D.H. , and H.D. Nguyen . “A PCA-based method for IoT network traffic anomaly
detection.” In 2018 20th International Conference on Advanced Communication Technology,
2018. 
Arış, A. , S.F. Oktuğ , and S.B.Ö. Yalçın . “Internet-of-things security: Denial of service attacks.”
In 2015 23nd Signal Processing and Communications Applications Conference (SIU), pp.
903–906. IEEE, 2015. 
Alladi, T. , V. Chamola , B. Sikdar , and K.-K. Raymond Choo . “Consumer IoT: Security
vulnerability case studies and solutions.” IEEE Consumer Electronics Magazine 9, no. 2 (2020):
17–25. 
Frustaci, M. , P. Pace , G. Aloi , and G. Fortino . “Evaluating critical security issues of the IoT
world: Present and future challenges.” IEEE Internet of things journal 5, no. 4 (2017):
2483–2495. 
Hosen, S.M.S. , S. Singh , P.K. Sharma , U. Ghosh , J. Wang , I.-H. Ra , and G.H. Cho .
“Blockchain-based transaction validation protocol for a secure distributed IoT network.” IEEE
Access, 8 (2020): 117266–117277. 
Malik, A. , D.K. Tosh , and U. Ghosh . “Non-intrusive deployment of blockchain in establishing
cyber-infrastructure for smart city.” In 2019 16th Annual IEEE International Conference on
Sensing, Communication, and Networking (SECON), Boston, MA, USA, 2019. 
Singh, A.P. , N.R. Pradhan , S. Agnihotri , N. Jhanjhi , S. Verma , U. Ghosh , and D. Roy . “A
novel patient-centric architectural framework for blockchain-enabled healthcare applications.”
IEEE Transactions on Industrial Informatics (2020). 
Román-Castro, R. , J. López , and S. Gritzalis . “Evolution and trends in IoT security.” Computer
51, no. 7 (2018): 16–25. 
Oracevic, A. , S. Dilek , and S. Ozdemir . “Security in internet of things: A survey.” In 2017
International Symposium on Networks, Computers and Communications (ISNCC), pp. 1–6.
IEEE, 2017. 
Joshitta, R.S.M. , and L. Arockiam . “Security in IoT environment: A survey.” International
Journal of Information Technology and Mechanical Engineering 2, no. 7 (2016): 1–8. 
Farris, I. , T. Taleb , Y. Khettab , and J. Song . “A survey on emerging SDN and NFV security
mechanisms for IoT systems.” IEEE Communications Surveys & Tutorials 21, no. 1 (2018):
812–837. 
Alkurdi, F. , I. Elgendi , K.S. Munasinghe , D. Sharma , and A. Jamalipour . “Blockchain in IoT
security: A survey.” In 2018 28th International Telecommunication Networks and Applications
Conference (ITNAC), pp. 1–4. IEEE, 2018.



Guo, Z. , Y. Shen , A.K. Bashir , M. Imran , N. Kumar , D. Zhang , and K. Yu . “Robust spammer
detection using collaborative neural network in internet of thing applications.” IEEE Internet of
Things Journal (2020). 
Qiao, F. , J. Wu , J. Li , A.K. Bashir , S. Mumtaz , and U. Tariq . “Trustworthy edge storage
orchestration in intelligent transportation systems using reinforcement learning.” IEEE
Transactions on Intelligent Transportation Systems (2020). 
Chen, E.Y. “Detecting TCP-based DDoS attacks by linear regression analysis.” In Proceedings
of the Fifth IEEE International Symposium on Signal Processing and Information Technology,
2005. 
Arul, R. , R.S. Moorthy , and A.K. Bashir . “Ensemble learning mechanisms for threat detection:
A survey.” In Machine Learning and Cognitive Science Applications in Cyber Security, pp.
240–281. IGI Global, 2019. 
Iwendi, C. , P.K.R. Maddikunta , T.R. Gadekallu , K. Lakshmanna , A.K. Bashir , and M.J. Piran
. “A metaheuristic optimization approach for energy efficiency in the IoT networks.” Software:
Practice and Experience (2020). 
Gardner, M.W. and S.R. Dorling . “Artificial neural networks (the multilayer perceptron)—A
review of applications in the atmospheric sciences.” Atmospheric Environment 32, no. 14–15
(1998): 2627–2636. 
Lawrence, S. , C.L. Giles , A.C. Tsoi , and A.D. Back . “Face recognition: A convolutional
neural-network approach.” IEEE Transactions on Neural Networks 8, no. 1 (1997): 98–113. 
Shakil, M. , A. Fuad Yousif Mohammed , R. Arul , A.K. Bashir , and J.K. Choi . “A novel dynamic
framework to detect DDoS in SDN using metaheuristic clustering.” Transactions on Emerging
Telecommunications Technologies (2019): e3622. 
Kalchbrenner, N. , E. Grefenstette , and P. Blunsom . “A convolutional neural network for
modelling sentences.” arXiv preprint arXiv:1404.2188 (2014). 
Sutskever, I. , G.E. Hinton , and G.W. Taylor . “The recurrent temporal restricted boltzmann
machine.” In Advances in Neural Information Processing Systems, pp. 1601–1608. 2009. 
Mohamed, A.-R. , G.E. Dahl , and G. Hinton . “Acoustic modeling using deep belief networks.”
IEEE Transactions on Audio, Speech, and Language Processing 20, no. 1 (2011): 14–22. 
Lee, H. , R. Grosse , R. Ranganath , and A.Y. Ng . “Convolutional deep belief networks for
scalable unsupervised learning of hierarchical representations.” In Proceedings of the 26th
Annual International Conference on Machine Learning, pp. 609–616. 2009. 

 
Deep Learning and IoT in Ophthalmology 
Omar Hamdan , Hassan Shanableh , Inas Zaki , AR Al-Ali , and Tamer Shanableh . IoT-based
interactive dual mode smart home automation. In 2019 IEEE International Conference on
Consumer Electronics (ICCE), pages 1–2. IEEE, 2019. 
Rodolfo WL Coutinho and Azzedine Boukerche . Modeling and analysis of a shared edge
caching system for connected cars and industrial IoT-based applications. IEEE Transactions on
Industrial Informatics, 16(3): 2003–2012, 2019. 
Abhishek Khanna and Sanmeet Kaur . Evolution of internet of things (IoT) and its significant
impact in the field of precision agriculture. Computers and Electronics in Agriculture, 157:
218–231, 2019. 
Luca Catarinucci , Danilo De Donno , Luca Mainetti , Luca Palano , Luigi Patrono , Maria Laura
Stefanizzi , and Luciano Tarricone . An IoT-aware architecture for smart healthcare systems.
IEEE Internet of Things Journal, 2(6): 515–526, 2015. 
Fawzi Behmann and Kwok Wu . Collaborative Internet of Things (C-IoT): For Future Smart
Connected Life and Business. John Wiley & Sons: Hoboken, New Jersey, 2015. 
Yann LeCun , Yoshua Bengio , and Geoffrey Hinton . Deep learning. Nature, 521(7553):
436–444, 2015. 
Kim Thuat Nguyen , Maryline Laurent , and Nouha Oualha . Survey on secure communication
protocols for the internet of things. Ad Hoc Networks, 32: 17–31, 2015. 
Dave Evans . The internet of things how the next evolution of the internet is changing everything
(April 2011). White Paper by Cisco Internet Business Solutions Group (IBSG), 2012.



Mohammed Ali Al-Garadi , Amr Mohamed , Abdulla Al-Ali , Xiao-Jiang Du , Ihsan Ali , and
Mohsen Guizani . A survey of machine and deep learning methods for internet of things (IoT)
security. IEEE Communications Surveys & Tutorials, 22: 1646–1685, 2020. 
Ala Al-Fuqaha , Mohsen Guizani , Mehdi Mohammadi , Mohammed Aledhari , and Moussa
Ayyash . Internet of things: A survey on enabling technologies, protocols, and applications.
IEEE Communications Surveys & Tutorials, 17(4): 2347–2376, 2015. 
Arthur Gatouillat , Youakim Badr , Bertrand Massot , and Ervin Sejdic . Internet of medical
things: A review of recent contributions dealing with cyber-physical systems in medicine. IEEE
Internet of Things Journal, 5(5): 3810–3822, 2018. 
Priyanka Kakria , NK Tripathi , and Peerapong Kitipawang . A real-time health monitoring
system for remote cardiac patients using smartphone and wearable sensors. International
Journal of Telemedicine and Applications, 2015, 2015. 
Wyss Institute . Human organs-on-chips: Microfluidic devices lined with living human cells for
drug development, disease modeling, and personalized medicine.
https://wyss.harvard.edu/technology/human-organs-on-chips/, 2020. Online. 
N Shabana and G Velmathi . Advanced telesurgery with IoT approach. In Intelligent Embedded
Systems, pages 17–24. Springer, 2018. 
Rajesh Gupta , Sudeep Tanwar , Sudhanshu Tyagi , and Neeraj Kumar . Tactile-internet-based
telesurgery system for healthcare 4.0: An architecture, research challenges, and future
directions. IEEE Network, 33(6): 22–29, 2019. 
Sohail Iqbal , Shahzad Farooq , Khuram Shahzad , Asad Waqar Malik , Mian M Hamayun , and
Osman Hasan . Securesurginet: A framework for ensuring security in telesurgery. International
Journal of Distributed Sensor Networks, 15: 1550147719873811, 2019. 
Mohammad Wazid , Ashok Kumar Das , and Jong-Hyouk Lee . User authentication in a tactile
internet based remote surgery environment: Security issues, challenges, and future research
directions. Pervasive and Mobile Computing, 54: 71–85, 2019. 
Najmul Hassan , Saira Gillani , Ejaz Ahmed , Ibrar Yaqoob , and Muhammad Imran . The role of
edge computing in internet of things. IEEE Communications Magazine, 56(11): 110–115, 2018. 
Babatunji Omoniwa , Riaz Hussain , Muhammad Awais Javed , Safdar Hussain Bouk , and
Shahzad A Malik . Fog/edge computing- based IoT (feciot): Architecture, applications, and
research issues. IEEE Internet of Things Journal, 6(3): 4118–4149, 2018. 
Sapna Tyagi , Amit Agarwal , and Piyush Maheshwari . A conceptual framework for IoT-based
healthcare system using cloud computing. In 2016 6th International Conference-Cloud System
and Big Data Engineering (Confluence), pages 503–507. IEEE, 2016. 
Felipe Fernandez and George C Pallis . Opportunities and challenges of the internet of things
for healthcare: Systems engineering perspective. In 2014 4th International Conference on
Wireless Mobile Communication and Healthcare-Transforming Healthcare Through Innovations
in Mobile and Wireless Technologies (MO- BIHEALTH), pages 263–266. IEEE, 2014. 
Tuan Nguyen Gia , Mingzhe Jiang , Amir-Mohammad Rahmani , Tomi Westerlund , Pasi
Liljeberg , and Hannu Tenhunen . Fog computing in healthcare internet of things: A case study
on ECG feature extraction. In 2015 IEEE International Conference on Computer and
Information Technology; Ubiquitous Computing and Communications; Dependable, Autonomic
and Secure Computing; Pervasive Intelligence and Computing, pages 356–363. IEEE, 2015. 
David C Klonoff . Fog computing and edge computing architectures for processing data from
diabetes devices connected to the medical internet of things. Journal of Diabetes Science and
Technology, 11: 647–652, 2017. 
Ian Goodfellow , Yoshua Bengio , and Aaron Courville . Deep Learning. MIT Press: Cambridge,
MA, 2016. 
Trang Pham , Truyen Tran , Dinh Phung , and Svetha Venkatesh . Predicting healthcare
trajectories from medical records: A deep learning approach. Journal of Biomedical Informatics,
69: 218–229, 2017. 
Andreas S Panayides , Marios S Pattichis , Stephanos Leandrou , Costas Pitris , Anastasia
Constantinidou , and Constantinos S Pattichis . Radiogenomics for precision medicine with a
big data analytics perspective. IEEE Journal of Biomedical and Health Informatics, 23(5):
2063–2079, 2018. 
Xiao Xu , Ying Wang , Tao Jin , and Jianmin Wang . A deep predictive model in healthcare for
inpatients. In 2018 IEEE International Conference on Bioinformatics and Biomedicine (BIBM),
pages 1091–1098. IEEE, 2018.



Anirban Mitra , Priya Shankar Banerjee , Sudipta Roy , Somasis Roy , and Sanjit Kumar Setua .
The region of interest localization for glaucoma analysis from retinal fundus image using deep
learning. Computer Methods and Programs in Biomedicine, 165: 25–35, 2018. 
Jen Hong Tan , Sulatha V Bhandary , Sobha Sivaprasad , Yuki Hagiwara , Akanksha Bagchi ,
U. Raghavendra , A Krishna Rao , Biju Raju , Nitin Shridhara Shetty , Arkadiusz Gertych , et al.
Age- related macular degeneration detection using deep convolutional neural network. Future
Generation Computer Systems, 87: 127–135, 2018. 
Daniel SW Ting , Lily Peng , Avinash V Varadarajan , Pearse A Keane , Philippe M Burlina ,
Michael F Chiang , Leopold Schmetterer , Louis R Pasquale , Neil M Bressler , Dale R Webster
, et al. Deep learning in ophthalmology: The technical and clinical considerations. Progress in
Retinal and Eye Research, 72: 100759, 2019. 
Ryo Asaoka , Hiroshi Murata , Aiko Iwase , and Makoto Araie . Detecting preperimetric
glaucoma with standard automated perimetry using a deep learning classifier. Ophthalmology,
123(9): 1974–1980, 2016. 
Atalie C Thompson , Alessandro A Jammal , Samuel I Berchuck , Eduardo B Mariottoni , and
Felipe A Medeiros . Assessment of a segmentation-free deep learning algorithm for diagnosing
glaucoma from optical coherence tomography scans. JAMA Ophthalmology, 138(4): 333–339,
2020. 
Felix Grassmann , Judith Mengelkamp , Caroline Brandl , Sebastian Harsch , Martina E
Zimmermann , Birgit Linkohr , Annette Peters , Iris M Heid , Christoph Palm , and Bernhard HF
Weber . A deep learning algorithm for prediction of age-related eye disease study severity scale
for age-related macular degeneration from color fundus photography. Ophthalmology, 125(9):
1410–1420, 2018. 
Maximilian Treder , Jost Lennart Lauermann , and Nicole Eter . Automated detection of
exudative age-related macular degeneration in spectral domain optical coherence tomography
using deep learning. Graefe’s Archive for Clinical and Experimental Ophthalmology, 256(2):
259–265, 2018. 
Shuqiang Wang , Xiangyu Wang , Yong Hu , Yanyan Shen , Zhile Yang , Min Gan , and Baiying
Lei . Diabetic retinopathy diagnosis using multichannel generative adversarial network with
semisupervision. IEEE Transactions on Automation Science and Engineering, 18(2): 574–585,
2020. 
Kelvin H Wan , Suber S Huang , Alvin L Young , and Dennis Shun Chiu Lam . Precautionary
measures needed for ophthalmologists during pandemic of the coronavirus disease 2019
(covid-19). Acta Ophthalmologica, 98(3): 221–222, 2020. 
Dariusz Wroblewski , Brian A Francis , Alfredo Sadun , Ghazal Vakili , and Vikas Chopra .
Testing of visual field with virtual reality goggles in manual and visual grasp modes. BioMed
Research International, 2014, 2014. 
Justus Thies , Michael Zollhofer , Marc Stamminger , Christian Theobalt , and Matthias Niener .
Demo of FaceVR: Real-time facial reenactment and eye gaze control in virtual reality. In ACM
SIGGRAPH 2017 Emerging Technologies, pages 1–2, 2017. 
Xi Wang , Hao Chen , An-Ran Ran , Luyang Luo , Poemen P Chan , Clement C Tham , Robert
T Chang , Suria S Mannil , Carol Y Cheung , and Pheng-Ann Heng . Towards multi-center
glaucoma OCT image screening with semi-supervised joint structure and function multi-task
learning. Medical Image Analysis, 63: 101695, 2020. 
Ahmed M Sayed , Mostafa Abdel-Mottaleb , Rashed Kashem , Vatookarn Roongpoovapatr ,
Amr Elsawy , Mohamed Abdel-Mottaleb , Richard K Parrish II, and Mohamed Abou Shousha .
Expansion of peripheral visual field with novel virtual reality digital spectacles. American Journal
of Ophthalmology, 210: 125–135, 2020. 
Jason Kugelman , David Alonso-Caneiro , Scott A Read , Jared Hamwood , Stephen J Vincent ,
Fred K Chen , and Michael J Collins . Automatic choroidal segmentation in OCT images using
supervised deep learning methods. Scientific Reports, 9(1): 1–13, 2019. 
Migel D Tissera and Mark D McDonnell . Deep extreme learning machines: Supervised
autoencoding architecture for classification. Neurocomputing, 174: 42–49, 2016. 
Bernhard M Ege , Ole K Hejlesen , Ole V Larsen , Karina Mller , Barry Jennings , David Kerr ,
and David A Cavan . Screening for diabetic retinopathy using computer based image analysis
and statistical classification. Computer Methods and Programs in Biomedicine, 62(3): 165–175,
2000. 
Zhiyong Xiao , Mouloud Adel , and Salah Bourennane . Bayesian method with spatial constraint
for retinal vessel segmentation. Computational and Mathematical Methods in Medicine, 2013,



2013. 
M Victoria Ibanez and Amelia Simo . Bayesian detection of the fovea in eye fundus
angiographies. Pattern Recognition Letters, 20(2): 229–240, 1999. 
Simon P Kelly , Judith Thornton , Richard Edwards , Anjana Sahu , and Roger Harrison .
Smoking and cataract: Review of causal association. Journal of Cataract & Refractive Surgery,
31(12): 2395–2404, 2005. 
Daphne Koller and Nir Friedman . Probabilistic Graphical Models: Principles and Techniques.
MIT Press: Cambridge, MA, 2009. 
Jessica Loo , Matthias F Kriegel , Megan M Tuohy , Kyeong Hwan Kim , Venkatesh Prajna ,
Maria A Woodward , and Sina Farsiu . Open-source automatic segmentation of ocular
structures and biomarkers of microbial keratitis on slit-lamp photography images using deep
learning. IEEE Journal of Biomedical and Health Informatics, 25: 88–99, 2020. 
Md Haque , Abdullah Al Kaisan , Mahmudur R Saniat , and Aminur Rahman . GPU accelerated
fractal image compression for medical imaging in parallel computing platform. arXiv preprint
arXiv:1404.0774, 2014. 
Md Enamul Haque , KM Imtiaz-Ud-Din , Md Muntasir Rahman , and Aminur Rahman .
Connected component based ROI selection to improve identification of microcalcification from
mammogram images. 8th International Conference on Electrical and Computer Engineering.
Dhaka, Bangladesh, 2014. 
Thomas Martin Lehmann , Claudia Gonner , and Klaus Spitzer . Survey: Interpolation methods
in medical image processing. IEEE Transactions on Medical Imaging, 18(11): 1049–1075, 1999. 
Anders Eklund , Paul Dufort , Daniel Forsberg , and Stephen M LaConte . Medical image
processing on the GPU–past, present and future. Medical Image Analysis, 17(8): 1073–1094,
2013. 
Parampal S Grewal , Faraz Oloumi , Uriel Rubin , and Matthew TS Tennant . Deep learning in
ophthalmology: A review. Canadian Journal of Ophthalmology, 53(4): 309–313, 2018. 
Avinash V Varadarajan , Pinal Bavishi , Paisan Ruamviboonsuk , Peranut Chotcomwongse ,
Subhashini Venugopalan , Arunachalam Narayanaswamy , Jorge Cuadros , Kuniyoshi Kanai ,
George Bresnick , Mongkol Tadarati , et al. Predicting optical coherence tomography-derived
diabetic macular edema grades from fundus photographs using deep learning. Nature
Communications, 11(1): 1–8, 2020. 
Yifan Peng , Shazia Dharssi , Qingyu Chen , Tiarnan D Keenan , Elvira Agron , Wai T Wong ,
Emily Y Chew , and Zhiyong Lu . Deepseenet: A deep learning model for automated
classification of patient-based age-related macular degeneration severity from color fundus
photographs. Ophthalmology, 126(4): 565–575, 2019. 
Xinting Gao , Stephen Lin , and Tien Yin Wong . Automatic feature learning to grade nuclear
cataracts based on deep learning. IEEE Transactions on Biomedical Engineering, 62(11):
2693–2701, 2015. 
Nathan Congdon , Johannes R Vingerling , BE Klein , Sheila West , David S Friedman , John
Kempen , Benita O’Colmain , Suh-Yuh Wu , and Hugh R Taylor . Prevalence of cataract and
pseudophakia/aphakia among adults in the United States. Archives of ophthalmology (Chicago,
Ill.: 1960), 122(4): 487–494, 2004. 
Sonia Phene , R Carter Dunn , Naama Hammel , Yun Liu , Jonathan Krause , Naho Kitade ,
Mike Schaekermann , Rory Sayres , Derek J Wu , Ashish Bora , et al. Deep learning and
glaucoma specialists: The relative importance of optic disc features to predict glaucoma referral
in fundus photographs. Ophthalmology, 126(12): 1627–1639, 2019. 
Ryo Asaoka , Hiroshi Murata , Kazunori Hirasawa , Yuri Fujino , Masato Matsuura , Atsuya Miki
, Takashi Kanamoto , Yoko Ikeda , Kazuhiko Mori , Aiko Iwase , et al. Using deep learning and
transfer learning to accurately diagnose early-onset glaucoma from macular optical coherence
tomography images. American Journal of Ophthalmology, 198: 136–145, 2019. 
Mahdi H Miraz , Maaruf Ali , Peter S Excell , and Rich Picking . A review on internet of things
(IoT), internet of everything (IoE) and internet of nano things (IoNT). In 2015 Internet
Technologies and Applications (ITA), pages 219–224. IEEE, 2015. 

 



Deep Learning in IoT-Based Healthcare Applications 
AKMI Iqtidar Newaz , Amit Kumar Sikder , Mohammad Ashiqur Rahman , and A Selcuk
Uluagac . Healthguard: A machine learning-based security framework for smart healthcare
systems. In 2019 Sixth International Conference on Social Networks Analysis, Management and
Security (SNAMS), pages 389–396, 2019. 
Valentina Bianchi , Marco Bassoli , Gianfranco Lombardo , Paolo Fornacciari , Monica
Mordonini , and Ilaria De Munari . IoT wearable sensor and deep learning: An integrated
approach for personalized human activity recognition in a smart home environment. IEEE
Internet of Things Journal, 6(5):8553–8562, 2019. 
Syed Umar Amin , M Shamim Hossain , Ghulam Muhammad , Musaed Alhussein , and Md
Abdur Rahman . Cognitive smart healthcare for pathology detection and monitoring. IEEE
Access, 7:10745–10753, 2019. 
Zubair Md Fadlullah , Al-Sakib Khan Pathan , and Haris Gacanin . On delay-sensitive
healthcare data analytics at the network edge based on deep learning. In 2018 14th
International Wireless Communications & Mobile Computing Conference (IWCMC), pages
388–393, 2018. 
Shanto Roy , Abdur Rahman , Masuk Helal , M Shamim Kaiser , and Zamshed Iqbal
Chowdhury . Low cost rf based online patient monitoring using web and mobile applications. In
2016 5th International Conference on Informatics, Electronics and Vision (ICIEV), pages
869–874, 2016. 
Alireza Keshavarzian , Saeed Sharifian , and Sanaz Seyedin . Modified deep residual network
architecture deployed on serverless framework of iot platform based on human activity
recognition application. Future Generation Computer Systems, 101:14–28, 2019. 
Adria Romero Lopez , Xavier Giro-I Nieto , Jack Burdick , and Oge Marques . Skin lesion
classification from dermoscopic images using deep learning techniques. In 2017 13th IASTED
International Conference on Biomedical Engineering (BioMed), pages 49–54, 2017. 
Varun Gulshan , Lily Peng , Marc Coram , Martin C Stumpe , Derek Wu , Arunachalam
Narayanaswamy , Subhashini Venugopalan , Kasumi Widner , Tom Madams , Jorge Cuadros ,
et al. Development and validation of a deep learning algorithm for detection of diabetic
retinopathy in retinal fundus photographs. JAMA, 316(22):2402–2410, 2016. 
What is deep learning and Why is it more relevant than ever?
https://interestingengineering.com/what-is-deep-learning-and-why-is-it-more-relevant-than-ever,
Accessed February 28, 2020 . 
The major advancements in Deep Learning in 2018.
https://tryolabs.com/blog/2018/12/19/major-advancements-deep-learning-2018/, Accessed July
2, 2020 . 
Global Internet of Medical Things (IoMT) market- segment analysis, opportunity assessment,
competitive intelligence, industry outlook 2016–2026.
https://www.alltheresearch.com/report/166/internet-of-medical-things-market, Accessed April
30, 2020 . 
S Balachandar and R Chinnaiyan . Reliable pharma cold chain monitoring and analytics through
internet of things edge. In Emergence of Pharmaceutical Industry Growth with Industrial IoT
Approach, pages 133–161. 2020. 
Emmanuel Andre , Chris Isaacs , Dissou Affolabi , Riccardo Alagna , Dirk Brockmann , Bouke
Catherine de Jong , Emmanuelle Cambau , Gavin Churchyard , Ted Cohen , Michel Delmée , et
al. Connectivity of diagnostic technologies: Improving surveillance and accelerating tuberculosis
elimination. The International Journal of Tuberculosis and Lung Disease, 20(8):999–1003, 2016. 
Joshua S Apte , Kyle P Messier , Shahzad Gani , Michael Brauer , Thomas W Kirchstetter ,
Melissa M Lunden , Julian D Marshall , Christopher J Portier , Roel CH Vermeulen , and Steven
P Hamburg . High-resolution air pollution mapping with google street view cars: Exploiting big
data. Environmental Science & Technology, 51(12):6999–7008, 2017. 
Joy Dutta , Chandreyee Chowdhury , Sarbani Roy , Asif Iqbal Middya , and Firoj Gazi . Towards
smart city: Sensing air quality in city based on opportunistic crowd-sensing. In Proceedings of
the 18th International Conference on Distributed Computing and Networking, pages 1–6, 2017. 
Pasquale Pace , Gianluca Aloi , Raffaele Gravina , Giuseppe Caliciuri , Giancarlo Fortino , and
Antonio Liotta . An edge-based architecture to support efficient applications for healthcare
industry 4.0. IEEE Transactions on Industrial Informatics, 15(1):481–489, 2018.



Kathleen G Fan , Jess Mandel , Parag Agnihotri , and Ming Tai-Seale . Remote patient
monitoring technologies for predicting chronic obstructive pulmonary disease exacerbations:
Review and comparison. JMIR mHealth and uHealth, 8(5):e16147, 2020. 
Rajiv B Kumar , Nira D Goren , David E Stark , Dennis P Wall , and Christopher A Longhurst .
Automated integration of continuous glucose monitor data in the electronic health record using
consumer technology. Journal of the American Medical Informatics Association, 23(3):532–537,
2016. 
Michelle Crouthamel , Emilia Quattrocchi , Sarah Watts , Sherry Wang , Pamela Berry , Luis
Garcia-Gancedo , Valentin Hamy , and Rachel E Williams . Using a researchkit smartphone app
to collect rheumatoid arthritis symptoms from real-world participants: Feasibility study. JMIR
mHealth and uHealth, 6(9):e177, 2018. 
Philippe Lachance , Pierre-Marc Villeneuve , Francis P Wilson , Nicholas M Selby , Robin
Featherstone , Oleksa Rewa , and Sean M Bagshaw . Impact of e-alert for detection of acute
kidney injury on processes of care and outcomes: Protocol for a systematic review and meta-
analysis. BMJ Open, 6(5):e011152, 2016. 
Rinaldo Bellomo , John A Kellum , Claudio Ronco , Ron Wald , Johan Martensson , Matthew
Maiden , Sean M Bagshaw , Neil J Glassford , Yugeesh Lankadeva , Suvi T Vaara , et al. Acute
kidney injury in sepsis. Intensive Care Medicine, 43(6):816–828, 2017. 
J Michael Ellis and Matthew J Fell . Current approaches to the treatment of Parkinson’s
disease. Bioorganic & Medicinal Chemistry Letters, 27(18):4247–4255, 2017. 
Peter P Reese , Roy D Bloom , Jennifer Trofe-Clark , Adam Mussell , Daniel Leidy , Simona
Levsky , Jingsan Zhu , Lin Yang , Wenli Wang , Andrea Troxel , et al. Automated reminders and
physician notification to promote immunosuppression adherence among kidney transplant
recipients: A randomized trial. American Journal of Kidney Diseases, 69(3):400–409, 2017. 
Cornel Turcu and Cristina Turcu . Improving the quality of healthcare through internet of things.
arXiv preprint arXiv:1903.05221, 2019. 
Anita Valanju Shelgikar , Patricia F Anderson , and Marc R Stephens . Sleep tracking, wearable
technology, and opportunities for research and clinical care. Chest, 150(3):732–743, 2016. 
Jarno Tuominen , Karoliina Peltola , Tarja Saaresranta , and Katja Valli . Sleep parameter
assessment accuracy of a consumer home sleep monitoring ballistocardiograph beddit sleep
tracker: A validation study. Journal of Clinical Sleep Medicine, 15(03):483–487, 2019. 
Anna Vest . Development of early social interactions in infants exposed to artificial intelligence
from birth. Human Resources and Communication Disorders Undergraduate Honors Theses.
https://scholarworks.uark.edu/rhrcuht/6, April 2020. 
Timothy Bickmore , Ha Trinh , Reza Asadi , and Stefan Olafsson . Safety first: Conversational
agents for health care. In Studies in Conversational UX Design, pages 33–57. 2018. 
Veton Kepuska and Gamal Bohouta . Next-generation of virtual personal assistants (Microsoft
Cortana, Apple Siri, Amazon Alexa and Google home). In 2018 IEEE 8th Annual Computing
and Communication Workshop and Conference (CCWC), pages 99–103. IEEE, 2018. 
D Papola , C Gastaldon , and G Ostuzzi . Can a digital medicine system improve adherence to
antipsychotic treatment? Epidemiology and Psychiatric Sciences, 27(3):227–229, 2018. 
Zuraida Abal Abas , Zaheera Zainal Abidin , A.F.N.A. Rahman , Hidayah Rahmalan , Gede
Pramudya , and Mohd Hakim Abdul Hamid . Internet of things and healthcare analytics for
better healthcare solution: Applications and challenges. International Journal of Advanced
Computer Science and Applications, 9(9):446–450, 2018. 
M Alper Akkaş , Radosveta Sokullu , and Hüseyin Ertürk Çetin . Healthcare and patient
monitoring using IoT. Internet of Things, 11:100173, 2020. 
Toni Adame , Albert Bel , Anna Carreras , Joan Melia-Segui , Miquel Oliver , and Rafael Pous .
CUIDATS: An RFID–WSN hybrid monitoring system for smart health care environments. Future
Generation Computer Systems, 78:602–615, 2018. 
Kara K Hoppe , Makeba Williams , Nicole Thomas , Julia B Zella , Anna Drewry , KyungMann
Kim , Thomas Havighurst , and Heather M Johnson . Telehealth with remote blood pressure
monitoring for postpartum hypertension: A prospective single-cohort feasibility study. Pregnancy
Hypertension, 15:171–176, 2019. 
Ah-Lian Kor , Max Yanovsky , Colin Pattinson , and Vyacheslav Kharchenko . Smart-item: IoT-
enabled smart living. In 2016 Future Technologies Conference (FTC), pages 739–749. IEEE,
2016. 
Vlad Gapchinsky . Smart healthcare solutions - IoT medical software developer: R-style lab.
https://www.slideshare.net/R-StyleLab/rstyle-lab-smart-solutions-for-healthcare-providers.



Accessed May 30, 2021 . 
Ensa: Ensa app. Ensa - continuous, connected health - ensa connects its users’ medical
records and health and fitness apps to give personalized wellness recommendations on their
mobile devices. https://www.welcome.ai/tech/healthcare/ensa-continuous-connected-health.
Accessed March 15, 2020 . 
Rabab Jafri , Courtney Balliro , Firas El-Khatib , Michele Sullivan , Mallory Hillard , Alexander
O’Donovan , Rajendranath Selagamsetty , Hui Zheng , Edward R Damiano , and Steven J
Russell . A three-way accuracy comparison of the Dexcom G5, Abbott freestyle libre pro, and
senseonics eversense CGM devices in an home-use study of subjects with type 1 diabetes.
Diabetes Technology and Therapeutics, 22:846–852, 2020. 
Carrie Lorenz , Wendolyn Sandoval , and Mark Mortellaro . Interference assessment of various
endogenous and exogenous substances on the performance of the eversense long-term
implantable continuous glucose monitoring system. Diabetes Technology and Therapeutics,
20(5):344–352, 2018. 
Rajan Merchant , Rubina Inamdar , Kelly Henderson , Meredith Barrett , Jason G Su , Jesika
Riley , David Van Sickle , and David Stempel . Digital health intervention for asthma: Patient-
reported value and usability. JMIR mHealth and uHealth, 6(6):e133, 2018. 
Rajan K Merchant , Rubina Inamdar , and Robert C Quade . Effectiveness of population health
management using the propeller health asthma platform: A randomized clinical trial. The
Journal of Allergy and Clinical Immunology: In Practice, 4(3):455–463, 2016. 
Fatih Ertam and Galip Aydın . Data classification with deep learning using tensorflow. In
Proceedings of Computer Science and Engineering (UBMK), pages 755–758, 2017. 
Zhi-Hua Zhou and Ji Feng . Deep forest: Towards an alternative to deep neural networks. In
Proceedings of the 26th International Joint Conference on Artificial Intelligence, (AAAI), pages
3553–3559, 2017. 
Nagaraj Balakrishnan , Arunkumar Rajendran , Danilo Pelusi , and Vijayakumar Ponnusamy .
Deep belief network enhanced intrusion detection system to prevent security breach in the
internet of things. Internet of Things, 100112, 2019. 
Yongbin Gao , Xuehao Xiang , Naixue Xiong , Bo Huang , Hyo Jong Lee , Rad Alrifai , Xiaoyan
Jiang , and Zhijun Fang . Human action monitoring for healthcare based on deep learning. IEEE
Access, 6:52277–52285, 2018. 
Hai Wang and Hoifung Poon . Deep probabilistic logic: A unifying framework for indirect
supervision. arXiv preprint arXiv:1808.08485, 2018. 
Muhammad Imran Razzak , Saeeda Naz , and Ahmad Zaib . Deep learning for medical image
processing: Overview, challenges and the future. In Classification in BioApps, pages 323–350.
2018. 
Xiaokang Zhou , Wei Liang , I Kevin , Kai Wang , Hao Wang , Laurence T Yang , and Qun Jin .
Deep learning enhanced human activity recognition for internet of healthcare things. IEEE
Internet of Things Journal, 7:6429–6438, 2020. 
Adhish Prasoon , Kersten Petersen , Christian Igel , François Lauze , Erik Dam , and Mads
Nielsen . Deep feature learning for knee cartilage segmentation using a triplanar convolutional
neural network. In International Conference on Medical Image Computing and Computer-
Assisted Intervention, pages 246–253, 2013. 
SM Zobaed and Mohsen Amini Salehi . Big data in the cloud. In Laurie A. Schintler and Connie
L. McNeely , editors, Encyclopedia of Big Data. Cham: Springer, 2019, 308–315. 
SM Zobaed , Sahan Ahmad , Raju Gottumukkala , and Mohsen Amini Salehi . Clustcrypt:
Privacy-preserving clustering of unstructured big data in the cloud. In 2019 IEEE 21st
International Conference on High Performance Computing and Communications; IEEE 17th
International Conference on Smart City; IEEE 5th International Conference on Data Science
and Systems (HPCC/SmartCity/DSS), pages 609–616. IEEE, 2019. 
Chao Liang , Bharanidharan Shanmugam , Sami Azam , Asif Karim , Ashraful Islam , Mazdak
Zamani , Sanaz Kavianpour , and Norbik Bashah Idris . Intrusion detection system for the
internet of things based on blockchain and multi-agent systems. Electronics, 9(7):1120, 2020. 
Gomotsegang Ntehelang , Bassey Isong , Francis Lugayizi , and Nosipho Dladlu . IoT-based
big data analytics issues in healthcare. In Proceedings of the 3rd International Conference on
Telecommunications and Communication Engineering, pages 16–21, 2019. 
Cloud leak: How a Verizon partner exposed millions of customer accounts.
https://www.upguard.com/breaches/verizon-cloud-leak, Accessed June 2, 2020 .



Every single Yahoo account was hacked -3 billion in all.
https://money.cnn.com/2017/10/03/technology/business/yahoo-breach-3-billion-
accounts/index.html, Accessed June 2, 2020 . 
The 15 biggest data breaches of the 21st century.
https://www.csoonline.com/article/2130877/the-biggest-data-breaches-of-the-21st-century.html,
Accessed June 2, 2020 . 
Haneul Ko , Jaewook Lee , and Sangheon Pack . Cg-e2s2: Consistency- guaranteed and
energy-efficient sleep scheduling algorithm with data aggregation for IoT. Future Generation
Computer Systems, 92:1093–1102, 2019. 
Iman Azimi , Janne Takalo-Mattila , Arman Anzanpour , Amir M Rahmani , Juha-Pekka
Soininen , and Pasi Liljeberg . Empowering healthcare IoT systems with hierarchical edge-
based deep learning. In 2018 IEEE/ACM International Conference on Connected Health:
Applications, Systems and Engineering Technologies (CHASE), pages 63–68. IEEE, 2018. 
Shreshth Tuli , Nipam Basumatary , Sukhpal Singh Gill , Mohsen Kahani , Rajesh Chand Arya ,
Gurpreet Singh Wander , and Rajkumar Buyya . Healthfog: An ensemble deep learning based
smart healthcare system for automatic diagnosis of heart diseases in integrated IoT and fog
computing environments. Journal of Future Generation Computer Systems, 104:187–200, 2020. 
Shreshth Tuli , Redowan Mahmud , Shikhar Tuli , and Rajkumar Buyya . Fogbus: A blockchain-
based lightweight framework for edge and fog computing. Journal of Systems and Software,
154:22–36, 2019. 
Musaed Alhussein , Ghulam Muhammad , M Shamim Hossain , and Syed Umar Amin .
Cognitive IoT-cloud integration for smart healthcare: Case study for epileptic seizure detection
and monitoring. Mobile Networks and Applications, 23(6):1624–1635, 2018. 
Jian Yu , Bin Fu , Ao Cao , Zhenqian He , and Di Wu . Edgecnn: A hybrid architecture for agile
learning of healthcare data from IoT devices. In Proceedings of 24th International Conference
on Parallel and Distributed Systems (ICPADS), 2018. 
Daniele Ravi , Charence Wong , Benny Lo , and Guang-Zhong Yang . Deep learning for human
activity recognition: A resource efficient implementation on low-power devices. In Proceedings
of 13th International Conference on Wearable and Implantable Body Sensor Networks (BSN),
pages 71–76, 2016. 
Md Enamul Haque , KM Imtiaz-Ud-Din , Md Muntasir Rahman , and Aminur Rahman .
Connected component based ROI selection to improve identification of microcalcification from
mammogram images. In 8th International Conference on Electrical and Computer Engineering,
2014. 
Md Haque , Abdullah Al Kaisan , Mahmudur R Saniat , and Aminur Rahman . GPU accelerated
fractal image compression for medical imaging in parallel computing platform. arXiv preprint
arXiv:1404.0774, 2014. 
P Mohamed Shakeel , S Baskar , VR Sarma Dhulipala , Sukumar Mishra , and Mustafa Musa
Jaber . Maintaining security and privacy in health care system using learning based deep-q-
networks. Journal of Medical Systems, 42(10):186, 2018. 
Thaha Muhammed , Rashid Mehmood , Aiiad Albeshri , and Iyad Katib . Ubehealth: A
personalized ubiquitous cloud and edge-enabled networked healthcare system for smart cities.
IEEE Access, 6:32258–32285, 2018. 
Geethapriya Thamilarasu and Shiven Chawla . Towards deep-learning- driven intrusion
detection for the internet of things. Sensors, 19(9):1977, 2019. 

 
Authentication and Access Control for IoT Devices and Its Applications 
Mahmud Hossain and Ragib Hasan , “Boot-IoT: A Privacy-Aware Authentication Scheme for
Secure Bootstrapping of IoT Nodes 2017,” IEEE International Congress on Internet of Things,
pp. 1–8, 2017. 
Neeraj Kumar , and Aaisha Makkar . Machine Learning in Cognitive IoT. CRC Press, Boca
Raton, 2020. doi: 10.1201/9780429342615. 
M. El-Hajj , A. Fadlallah , M. Chamoun , and A. Serhrouchni , “Ethereum for Secure
Authentication of IoT Using Pre-Shared Keys (PSKs),” 2019 International Conference on
Wireless Networks and Mobile Communications (WINCOM), pp. 1–7, 2019.



Guntuku , “Secure Authentication Scheme for Internet of Things in Cloud,” 3rd International
Conference On Internet of Things: Smart Innovation and Usages (IoT-SIU), pp. 1–7, 2018, doi:
10.1109/IoT-SIU.2018.8519890. 
D. Wang , B. Da , J. Li , and R. Li , “IBS Enabled Authentication for IoT in ION Framework,”
Global Internet of Things Summit (GIoTS), pp. 1–6, 2017. 
T. Shah and S. Venkatesan , “Authentication of IoT Device and IoT Server Using Secure
Vaults,” 17th IEEE International Conference On Trust, Security And Privacy In Computing And
Communications/12th IEEE International Conference On Big Data Science And Engineering
(TrustCom/BigDataSE) (IEEE), pp. 819–824, 2018. 
K. S. Roy , “A Survey on Authentication Schemes in IoT,” 2017 International Conference on
Information Technology A Survey on Authentication Schemes in IoT, pp. 2–7, 2017. 
S. Choi , J.-S. Ko , and J. Kwak , “A Study on IoT Device Authentication Protocol for High
Speed and Lightweight,” International Conference on Platform Technology and Service
(PlatCon), pp. 1–5, 2019. 
B. Gupta and M. Quamara , “An Identity Based Access Control and Mutual Authentication
Framework for Distributed Cloud Computing Services in IoT Environment Using Smart Cards,”
Procedia Computer Science, vol. 132, pp. 189–197, 2018. 
Aaisha Makkar , Sahil Garg , Neeraj Kumar , M. Shamim Hossain , Ahmed Ghoneim , and
Mubarak Alrashoud , “An Efficient Spam Detection Technique for IoT Devices using Machine
Learning,” IEEE Transactions on Industrial Informatics, vol. 17, pp. 903–912, 2020. 
M. Loske , L. Rothe , and D. G. Gertler , “Context-Aware Authentication: State-of-the-Art
Evaluation and Adaption to the IIoT,” 2019 IEEE 5th World Forum on Internet of Things (WF-
IoT), pp. 64–69, 2019. 
J. Cui , Z. Zhang , H. Li , and R. Sui , “An Improved User Authentication Protocol for IoT,”
Presented at the International Conference on Cyber-enabled distributed computing and
knowledge discovery (CyberC), pp. 2018–2021, 2018. 
E. Rattanalerdnusorn , P. Thaenkaew , C. Vorakulpipat , “Security Implementation for
Authentication in IoT Environments,” 2019 IEEE 4th International Conference on Computer and
Communication Systems (ICCCS), pp. 678–681, 2019. 
Y. Ashibani , and Q.H. Mahmoud , “A Behavior Profiling Model For User Authentication in IoT
Networks Based on App Usage Patterns,” In Proceedings of the 44th Annual Conference of the
IEEE Industrial Electronics Society (IECON), Washington, DC, USA, pp. 2841–2846, 21–23
October 2018. 
Jin-Hee Han and JeongNyeo Kim , “A Lightweight Authentication Mechanism between IoT
Devices,” In 2017 International Conference on Information and Communication Technology
Convergence (ICTC), IEEE, pp. 1153–1155, 2017. 
P. Musale , D. Baek , and B. J. Choi , “Lightweight Gait based Authentication Technique for IoT
using Subconscious Level Activities,” International Journal of Engineering Research &
Technology (IJERT), vol. 5, pp. 564–567, 2020. 
Z. Abbas , S. M. Sajjad , and H. J. Hadi , “Light Weight Secure Authentication for Accessing IoT
Application Resources,” 2019 22nd International Multitopic Conference (INMIC), pp. 1–5, 2019. 
C. Lipps , A. Weinand , D. Krummacker , C. Fischer , and H. D. Schotten , “Proof of Concept for
IoT Device Authentication Based on SRAM PUFs Using ATMEGA 2560-MCU,” In Proceedings
of 2018 1st International Conference on Data Intelligence and Security (ICDIS), South Padre
Island, TX, 2018. 
B. Kim , S. Yoon , Y. Kang , and D. Choi , “PUF based IoT Device Authentication Scheme,”
International Conference on Information and Communication Technology Convergence (ICTC),
pp. 2019–2021, 2019. 
P. Hao and X. Wang , “A Collaborative PHY-Aided Technique for End-to-End IoT Device
Authentication,” IEEE Access, vol. 6, pp. 42279–42293, 2018. 
D. K. Sharma , N. Baghel , S. Agarwal , “Multiple Degree Authentication in Sensible Homes
based on IoT Device Vulnerability,” 2020 International Conference on Power Electronics & IoT
Applications in Renewable Energy and its Control (PARC), pp. 539–543, 2020. 
Rehman, N. A. Saqib , S. M. Danial , and S. H. Ahmed , “ECG Based Authentication for Remote
Patient Monitoring in IoT by Wavelets and Template Matching,” In Proceedings of the 2017 8th
IEEE International Conference on Software Engineering and Service Science (ICSESS),
Beijing, China, pp. 91–94, 24–26 November 2017. 
M. Almulhim and N. Zaman , “Proposing Secure and Lightweight Authentication Scheme for IoT
Based E-Health Applications,” 20th International Conference on Advanced Communication



Technology (ICACT), pp. 481–487, 2018. doi: 10.23919/ICACT.2018.8323802. 
Akhilendra Pratap Singh , Nihar Ranjan Pradhan , Shivanshu Agnihotri , Nz Jhanjhi , Sahil
Verma , Uttam Ghosh , and Ds Roy , “A Novel Patient-Centric Architectural Framework for
Blockchain-Enabled Healthcare Applications,” In IEEE Transactions on Industrial Informatics,
2020. doi: 10.1109/TII.2020.3037889. 
K. Verma and N. Jain , “IoT Object Authentication for Cyber Security: Securing Internet with
Artificial intelligence,” IEEE International Students’ Conference on Electrical, Electronics and
Computer Science (SCEECS), Bhopal, pp. 1–3, 2018. 
P. Yu , J. Cao , H. Li , B. Niu , and F. Li , “Quantum-Resistance Authentication and Data
Transmission Scheme for NB-IoT in 3GPP 5G Networks,” IEEE Wireless Communications and
Networking Conference IEEE WCNC, pp. 1–7, 2019. 
A. Makkar , N. Kumar , A. Y. Zomaya , and S. Dhiman , “SPAMI: A Cognitive Spam Protector
for Advertisement Malicious Images,” Information Sciences, vol. 540, pp. 17–37, 2020. 
A. Makkar and N. Kumar , “Cognitive Spammer: A Framework for Pagerank Analysis with Split
by Over-Sampling and Train by Under-Fitting,” Future Generation Computer Systems, vol. 90,
pp. 381–404, 2019. 
A. Makkar and N. Kumar , “User Behavior Analysis-Based Smart Energy Management for
Webpage Ranking: Learning Automata-Based Solution,” Sustainable Computing: Informatics
and Systems, vol. 20, pp. 174–191, 2018. 
Ilias Chamatidis , Aggeliki Katsika , and Georgios Spathoulas , “Using Deep Learning Neural
Networks for ECG Based Authentication,” In 2017 International Carnahan Conference on
Security Technology (ICCST), pp. 1–6. IEEE, 2017. 
A. Makkar and N. Kumar , “An Efficient Deep Learning-Based Scheme for Web Spam Detection
in IoT Environment,” Future Generation Computer Systems, vol. 108, pp. 467–487, 2020. 
Maheen Zulfiqar , Fatima Syed , Muhammad Jaleed Khan , and Khurram Khurshid , “Deep
Face Recognition for Biometric Authentication,” In 2019 International Conference on Electrical,
Communication, and Computer Engineering (ICECCE), pp. 1–6. IEEE, 2019. 
P. Z. Sotenga and K. Djouani , “Media Access Control in Large-Scale Internet of Things: A
Review,” IEEE Access, vol. 8, pp. 55834–55859, 2020. 
H. Chen , C. Chang , and F. Leu , “Implement of Agent with Role-Based Hierarchy Access
Control for Secure Grouping IoTs,” In Proceedings of the 14th IEEE Annual Consumer
Communications & Networking Conference (CCNC), Las Vegas, NV, USA, pp. 120–125,
January 2017. 
P. Wang , Y. Yue , W. Sun , and J. Liu , “An Attribute-Based Distributed Access Control for
Blockchain-Enabled IoT,” In Proceedings of the International Conference on Wireless and
Mobile Computing, Networking and Communications (WiMob), Barcelona, Spain, pp. 1–6,
21–23 October 2019. 
Hamadeh , “Privacy Preserving Data Provenance Model Based on PUF for Secure Internet of
Things,” 2019 IEEE International Symposium on Smart Electronic Systems (iSES), pp.
189–194, 2019. 
J. I. N. Cao and C. Li , “A Novel Attribute-Based Access Control Scheme Using Blockchain for
IoT,” IEEE Access, vol. 7, pp. 38431–38441, 2019. 
S. M. S. Hosen , Saurabh Singh , Pradip Kumar Sharma , Uttam Ghosh , Jin Wang , In-Ho Ra ,
and Gi Hwan Cho , “Blockchain-Based Transaction Validation Protocol for a Secure Distributed
IoT Network,” IEEE Access, vol. 8, pp. 117266–117277, 2020. 
A. Ouaddah , A. Elkalam , and A. A. Ouahman , “FairAccess: A New Blockchain-Based Access
Control Framework for the Internet of Things,” Security and Communication Networks, 9, pp.
5943–5964, 2016. 
L. Liu , H. Wang , and Y. Zhang , “Secure IoT Data Outsourcing with Aggregate Statistics and
Fine-Grained Access Control,” IEEE Access, vol. 8, pp. 95057–95067, 2020. 
N. Liu , D. Han , and D. U. N. Li , “Fabric-IoT: A Blockchain-Based Access Control System in
IoT,” in IEEE Access, vol. 8, 2020. 
A. Malik , D. K. Tosh , and U. Ghosh , “Non-Intrusive Deployment of Blockchain in Establishing
Cyber-Infrastructure for Smart City,” In 2019 16th Annual IEEE International Conference on
Sensing, Communication, and Networking (SECON), Boston, MA, USA, 2019. 
Wencheng Sun , Zhiping Cai , Yangyang Li , Fang Liu , Shengqun Fang , and Guoyan Wang ,
“Security and Privacy in the Medical Internet of Things: A Review,” Hindawi Security and
Communication Networks, vol. 2018, pp. 1–9, 2018.



Shaik Anwar and D. Kishore , “IOT Based Smart Home Security System with Alert and Door
Access Control Using Smart Phone,” International Journal of Engineering Research &
Technology, vol. 5, Issue 12, pp. 504–509, 2016. 
Sabrina , “Blockchain and Structural Relationship Based Access Control for IoT: A Smart City
Use Case,” 2019 IEEE 44th Conference on Local Computer Networks (LCN), pp. 137–140,
2019. 
M. M. Bahgat , H. H. Farag , and B. Mokhtar , “IoT-Based Online Access Control System for
Vehicles in Truck-Loading Fuels Terminals,” In Proceedings of the 30th International
Conference on Microelectronics (ICM), Sousse, Tunisia, pp. 2018–2021, 16–19 December
2018. 
M. M. Bahgat , “Enhanced IoT-Based Online Access Control System for Vehicles in Truck-
Loading Fuels Terminals,” 2019 IEEE 6th International Conference on Industrial Engineering
and Applications (ICIEA), pp. 765–769, 2019. 
Muhammad Umar Aftab , Yasir Munir , Ariyo Oluwasanmi , Zhiguang Qin , Muhammad Haris
Aziz , and Ngo Tung Son , “A Hybrid Access Control Model with Dynamic COI for Secure
Localization of Satellite and IoT-Based Vehicles,” IEEE Access, vol. 8, pp. 24196–24208, 2020. 

 
Deep Neural Network–Based Security Model for IoT Device Network 
“UN,” Notes and Queries, 2018. [Online]. Available:
https://www.un.org/development/desa/en/news/population/2018-revision-of-world-urbanization-
prospects.html. 
P. B. Dash , J. Nayak , B. Naik , E. Oram , and S. H. Islam , “Model based IoT security
framework using multiclass adaptive boosting with SMOTE,” Security and Privacy, vol. 3, no.
April, pp. 1–15, Jun. 2020. 
U. Ghosh , P. Chatterjee , S. Shetty , and R. Datta , “An SDN-IoT-based framework for future
smart cities: Addressing perspective,” in Internet of Things and Secure Smart Environments:
Successes and Pitfalls. Boca Raton, FL: CRC Press, pp. 442–463, 2020. 
E. S. Madhan , U. Ghosh , D. K. Tosh , K. Mandal , E. Murali , and S. Ghosh , “An improved
communications in cyber physical system architecture, protocols and applications,” in 2019 16th
Annual IEEE International Conference on Sensing, Communication, and Networking (SECON),
Boston, MA, USA, 2019. 
D. K. Reddy , H. S. Behera , J. Nayak , P. Vijayakumar , B. Naik , and P. K. Singh , “Deep
neural network based anomaly detection in Internet of Things network traffic tracking for the
applications of future smart cities,” Transactions on Emerging Telecommunications
Technologies, no. June, pp. 1–26, Oct. 2020. 
S. Zhao , W. Li , T. Zia , and A. Y. Zomaya , “A dimension reduction model and classifier for
anomaly-based intrusion detection in internet of things,” in 2017 IEEE 15th Intl Conf on
Dependable, Autonomic and Secure Computing, 15th Intl Conf on Pervasive Intelligence and
Computing, 3rd Intl Conf on Big Data Intelligence and Computing and Cyber Science and
Technology Congress(DASC/PiCom/DataCom/CyberSciTech), vol. 2018-Jan, pp. 836–843,
2017. 
A. A. Diro and N. Chilamkurti , “Distributed attack detection scheme using deep learning
approach for Internet of Things,” Future Generation Computer Systems, vol. 82, pp. 761–768,
May 2018. 
N. Baracaldo , B. Chen , H. Ludwig , A. Safavi , and R. Zhang , “Detecting poisoning attacks on
machine learning in IoT environments,” in 2018 IEEE International Congress on Internet of
Things (ICIOT), pp. 57–64, 2018. 
I. Alrashdi , A. Alqazzaz , E. Aloufi , R. Alharthi , M. Zohdy , and H. Ming , “AD-IoT: Anomaly
detection of IoT cyberattacks in smart city using machine learning,” in 2019 IEEE 9th Annual
Computing and Communication Workshop and Conference (CCWC), pp. 0305–0310, 2019. 
M. Hasan , M. M. Islam , M. I. I. Zarif , and M. M. A. Hashem , “Attack and anomaly detection in
IoT sensors in IoT sites using machine learning approaches,” Internet of Things, vol. 7, p.
100059, Sep. 2019. 
S. Rezvy , Y. Luo , M. Petridis , A. Lasebae , and T. Zebin , “An efficient deep learning model
for intrusion classification and prediction in 5G and IoT networks,” in 2019 53rd Annual



Conference on Information Sciences and Systems (CISS), pp. 1–6, 2019. 
E. Anthi , L. Williams , M. Slowinska , G. Theodorakopoulos , and P. Burnap , “A supervised
intrusion detection system for smart home IoT devices,” IEEE Internet of Things Journal, vol. 6,
no. 5, pp. 9042–9053, Oct. 2019. 
I. Ullah and Q. H. Mahmoud , “A two-level hybrid model for anomalous activity detection in IoT
networks,” in 2019 16th IEEE Annual Consumer Communications & Networking Conference
(CCNC), pp. 1–6, 2019. 
M. Aloqaily , S. Otoum , I. Al Ridhawi , and Y. Jararweh , “An intrusion detection system for
connected vehicles in smart cities,” Ad Hoc Networks, vol. 90, p. 101842, Jul. 2019. 
D. Li , L. Deng , M. Lee , and H. Wang , “IoT data feature extraction and intrusion detection
system for smart cities based on deep migration learning,” International Journal of Information
Management, vol. 49, no. March, pp. 533–545, Dec. 2019. 
S. C. Koumetio Tekouabou , E. A. Abdellaoui Alaoui , W. Cherif , and H. Silkan , “Improving
parking availability prediction in smart cities with IoT and ensemble-based model,” Journal of
King Saud University-Computer and Information Sciences, Feb. 2020.
DOI:10.1016/j.jksuci.2020.01.008. 
M. Shafiq , Z. Tian , Y. Sun , X. Du , and M. Guizani , “Selection of effective machine learning
algorithm and Bot-IoT attacks traffic identification for internet of things in smart city,” Future
Generation Computer Systems, vol. 107, pp. 433–442, Jun. 2020. 
B. Susilo and R. F. Sari , “Intrusion detection in IoT networks using deep learning algorithm,”
Information, vol. 11, no. 5, p. 279, May 2020. 
Y. Bengio , P. Lamblin , D. Popovici , and H. Larochelle , “Greedy layer-wise training of deep
networks,” in Proceedings of the 19th International Conference on Neural Information
Processing Systems (NIPS’06), pp. 153–160, 2006. 
Y. Bengio , “Learning deep architectures for AI,” Foundations and Trends® in Machine
Learning, vol. 2, no. 1, pp. 1–127, 2009. 
“Iot Device Network Logs _ Kaggle,” 2020. [Online]. Available:
https://www.kaggle.com/speedwall10/iot-device-network-logs. 
R. Pinto , “M2M USING OPC UA,” 2020. [Online]. Available: https://ieee-dataport.org/open-
access/m2m-using-opc-ua. [Accessed: 18-Sep-2020 ]. 
N. V. Chawla , K. W. Bowyer , L. O. Hall , and W. P. Kegelmeyer , “SMOTE: Synthetic minority
over-sampling technique,” Journal of Artificial Intelligence Research, vol. 16, no. 2, pp.
321–357, Jun. 2002. 

 


