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Foreword

In 2005, the Hasso-Plattner-Institute of Design at Stanford University in California
began to teach Design Thinking to engineering students. The philosophy behind this
venture was the conviction that it is possible to train engineers and scientists to be-
come innovators. Design Thinking has since become a highly recommended course
in the Stanford engineering curriculum. The method of Design Thinking melds an
end-user focus with multidisciplinary collaboration and iterative improvement and
is a powerful tool for achieving desirable, user-friendly, and economically viable
design solutions and innovative products and services. In 2007, a second School of
Design Thinking, operating under similar premises, was established at the Hasso-
Plattner-Institute (HPI) for IT Systems Engineering in Potsdam, Germany. It has
been equally successful in attracting students and external partners from indus-
try, the public sector, and society, and producing innovative products and services
solutions.

My motivation behind initiating the HPI-Stanford Design Thinking Research
Program was the desire to understand why and how the Design Thinking method
works on a scientific basis. Through joint research projects, we try to figure out
which factors ultimately contribute to the success of this type of innovation in all
areas of life. In order to implement innovation processes in industry and the public
sector, we must strive to improve our understanding of them.

My main interest is to see the Design Thinking method used in IT/engineering
and to understand how it inspires creative multidisciplinary teamwork across facul-
ties; whether and how spatial, time, and cultural boundaries can be overcome; and
how it can be meshed with traditional approaches in the field of engineering. We
might also be able to propose different organizational structures for design teams in
corporations.

It has also been a mystery to me for a long time why the structure of successful
design teams differs so substantially from traditional corporate structures.

I am delighted and proud to see this transatlantic research cooperation thrive
and develop into a potent academic force in the field of innovation research, and
I am confident that answers to some of these questions can be found – and to an
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vi Foreword

extent – have already been found. This volume presents the first comprehensive
collection of the research studies carried out by the HPI-Stanford Design Thinking
Research Program and is an excellent starting point for the new Springer series on
“Understanding Innovation.”

Potsdam/Palo Alto Hasso Plattner
May 2010
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Design Thinking Research

Christoph Meinel and Larry Leifer

“We believe great innovators and leaders need to be great design thinkers. We
believe design thinking is a catalyst for innovation and bringing new things into the
world. We believe high impact teams work at the intersection of technology, busi-
ness, and human values. We believe collaborative communities create dynamic re-
lationships that lead to breakthroughs.” These are the visions of the first two schools
of Design Thinking, the d.school at Stanford University in the Californian Silicon
Valley and the D-School of the Hasso-Plattner-Institute in Potsdam, Germany. With
overwhelming success these schools educate young innovators from different disci-
plines like engineering, medicine, business, the humanities, and education to work
together to solve big problems in a human centered way.

The open and radical culture of collaboration practised there inspires both intel-
lectually and emotionally, and creates an environment where people from different
areas such as big companies, start-ups, schools, nonprofits and the government can
participate in working and learning with us on projects. But what is the intellectual
basis for this successful educational approach? Exactly these types of questions are
scientifically approached in our HPI Stanford Design Thinking Research Program,
whose first results are presented in this volume.

1 The Philosophy of Design Thinking

Everyone loves an innovation, “an idea that sells.” Unfortunately, this is an outcome,
not a process for achieving the goal. How does one go about increasing the prob-
ability of successful innovation from the research, development, and marketing
investments one makes?

For the last years we have asked one guiding question: “What are designers
and engineers really thinking and doing, when they create products, services, and
enterprises?” Building on insights from our research we have designed new tools,
activities, and values that improve the individual, team, and enterprise-wide capacity
for design innovation.

xiii
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Fig. 1 Design thinking is commonly visualized as an iterative series of five major stages. To the
left we see the standard form. To the right we see something closer to reality. While the stages are
simple enough, the adaptive expertise required to chose the right inflection points and appropriate
next stage is a high order intellectual activity that requires practice and is learnable

We have seen that a powerful methodology for innovation has emerged. It
integrates human, business, and technological factors in problem forming, -solving,
and -design: “Design Thinking.” Its human-centric methodology integrates expertise
from design, social sciences, engineering, and business. It blends an end-user focus
with multidisciplinary collaboration and iterative improvement to produce innova-
tive products, systems, and services. Design thinking creates a vibrant interactive
environment that promotes learning through rapid conceptual prototyping (Fig. 1).

Design Thinking is about the creation of, as well as adaptive use of a body-of-
behaviours and values. This goal stands in sharp contrast to, while complimentary
to, the predominant disciplinary model based on the creation and validation of a
body-of-knowledge.

2 Rules of Design Thinking

We now have evidence in support of several design thinking activities that have long
been considered important, but were lacking an explanation and understanding for
their truth. Of these, the most global truth lies in the fact that every physical product
delivers a service; that every service is manifested through physical products; and
that without an insightful enterprise strategy, it matters little that one has products
or services. Findings include the following four “rules of design thinking.”
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2.1 The Human Rule: All Design Activity Is Ultimately Social
in Nature

There are studies that substantiate the assertion that successful innovation through
design thinking activities will always bring us back to the “human-centric point of
view.” This is the imperative to solve technical problems in ways that satisfy human
needs and acknowledge the human element in all technologists and managers.

2.2 The Ambiguity Rule: Design Thinkers Must Preserve
Ambiguity

There is no chance for “chance discovery” if the box is closed tightly, the constraints
enumerated excessively, and the fear of failure is always at hand. Innovation de-
mands experimentation at the limits of our knowledge, at the limits of our ability to
control events, and with freedom to see things differently.

2.3 The Re-design Rule: All Design Is Re-design

The human needs that we seek to satisfy have been with us for millennia. Through
time and evolution there have been many successful solutions to these problems.
Because technology and social circumstances change constantly, it is imperative to
understand how these needs have been addressed in the past. Then we can apply
“foresight tools and methods” to better estimate social and technical conditions we
will encounter 5, 10, or even 20 years in the future.

2.4 The Tangibility Rule: Making Ideas Tangible Always
Facilitates Communication

Curiously, this is one of our most recent findings. While conceptual prototyping has
been a central activity in design thinking during the entire period of our research, it
is only in the past few years that we have come to realize that “prototypes are com-
munication media.” Seen as media, we now have insights regarding their bandwidth,
granularity, time constants, and context dependencies.

The “make it tangible” rule is one of the first major findings of the design thinking
research program documented in this book.
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2.5 HPI-Stanford Design Thinking Research Program

The HPI-Stanford Design Thinking Research Program was started in 2008 and is
financed by the Hasso Plattner Foundation.

Program Vision. The research program engages multidisciplinary research teams to
investigate the phenomena of innovation in all its holistic dimensions scientifically.
In particular, researchers are encouraged to develop ambitious, long-term explo-
rations related to the innovation method of design thinking in its technical, business,
and human aspects.

The HPI-Stanford Design Thinking Research Program is a rigorous academic re-
search applied to understanding the scientific basis for how and why the innovation
method of design thinking works. Researchers in the program study e.g. the complex
interaction between members of multidisciplinary teams requested to design inno-
vations. Beyond understanding, here the goal of the program is to discover metrics
that predict team performance and facilitate real-time team performance manage-
ment. The program invites to design, develop and evaluate innovative (analogue and
digital) tools that support teams in their cooperative creative work eventually even
bursting time and space boundaries. Another program interest is to explore the use
of design thinking methods in the field of information technology and IT systems
engineering. An important feature of the domain is the need for creative collabora-
tion across spatial and temporal boundaries. In the context of disciplinary diversity,
how do design thinking methods mesh with traditional engineering and manage-
ment approaches, specifically, why does the structure of successful design teams
differ substantially from traditional corporate structures.

The Program engages multidisciplinary research teams with diverging back-
grounds in science, engineering, design, humanities, who are passionate about
developing ambitious, long-term explorations related to design thinking in its tech-
nical, business, and human dimensions.

Program Priorities. Following the strong cooperation in offering the first design
thinking education programs, the two d.schools, at Stanford University in Palo Alto,
California, and at the Hasso-Plattner-Institute in Potsdam, Germany, the focus of
the design thinking research program is on collaboration between researchers of
Stanford University and the Hasso-Plattner-Institute, Potsdam, Germany. Multi-year
funding favours projects that set new research priorities for this emergent knowledge
domain. Selection is based on intellectual merit and evidence of open collaboration.
Special research interests are in the following points-of-view and their guiding ques-
tions:

• What are people really thinking and doing when they are engaged in creative
design innovation? How can new frameworks, tools, systems, and methods aug-
ment, capture, and reuse successful practices?

• What is the impact on technology, business, and human performance when
design thinking is practiced? How do the tools, systems, and methods really work
to get the innovation you want when you want it? How do they fail?
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3 The Program Book

Design Thinking: Understand – Improve – Apply. As the title of the book stresses,
a system’s view is taken that begins with a demand for deep, evidence-based
understandings of design thinking phenomena. Given new knowledge and the body-
of-behaviours needed to apply that knowledge we strive to improve design thinking
and adapt its processes to the evolving socio-technical context of our education and
business worlds.

Part I: Design Thinking in Various Contexts. The first chapter explores the useful-
ness of design thinking in IT development processes. The authors Tilmann Lindberg,
Christoph Meinel, and Ralf Wagner from the Hasso-Plattner-Institute provide a
comprehensive description of the design thinking process and its various steps and
elements and analyze how design thinking helps to obtain a multi-perspective com-
prehension of a complex and ambiguous problem. They explain the interdependency
and iterative alignment of problem space and solution space. The authors explore
how comprehension of a problem along design thinking principles can help over-
come the familiar problems that arise from a traditional, predominantly technical
perspective in the development process. The most blatant and well-known of said
problems is the creation of technically perfect and highly sophisticated products or
services which turn out to be either incomprehensible or undesired by the user. The
integration of the user’s perspective – which ultimately defines the economic via-
bility of a development – is critical. The chapter also outlines how organizational
structures might need to be modified in order to successfully incorporate design
thinking principles into development processes in the IT industry.

The second chapter by Philipp Skogstad and Larry Leifer presents an innovation
process model which elucidates the way engineering designers and managers inter-
act and under which circumstances they succeed. The authors’ research emphasizes
the crucial importance of experimentation. The model chain “plan => execute =>
synthesize” can be seen as a variation of important elements in the design thinking
process, in particular problem research, rapid prototyping, and iteration. Based on
their experiments the authors show how the feedback process is expressed either as
approval/feedback or as censorship and delineate how these options influence the
further design process.

The authors of the third chapter, Martin Reimann and Oliver Schilke of Stanford
University, explore the psychological and neurological dimension of the design
thinking process and the role of aesthetics and creativity within the process. The
goal is to understand the underlying neural processes of the increased creativity
which has been proven to manifest itself when the design thinking process has been
applied. This chapter’s outstanding practical relevance lies in the exploration of
potential strategies and methodologies that firms can implement to foster greater
creativity among their designers and product managers.

Part II: Understanding Design Thinking. Another important element for under-
standing design processes is an exploration of the role of media in said processes. In
the fourth chapter Jonathan Edelman and Rebecca Currano of Stanford University
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evaluate a media-model framework which categorizes types of media and provides
a guide to discerning the major characteristics and differences between them. Thus,
design teams are enabled to make a more economical and purposeful choice of
media used in the various stages of their design process. The research shows how
media-models can help navigate the variety of shared media available to designers
and provide a new approach to successful Business Process Modelling, an applica-
tion which is explored in detail in chapter eleven.

In the subsequent fifth chapter, Julia von Thienen, Christine Noweski, Ingo
Rauth, and Christoph Meinel from the Hasso-Plattner-Institute explore the relation-
ship between theory and practice in design thinking. This inquiry lies at the heart of
design thinking research and its advancement as an academic discipline with sound
methodological approaches and empirical validity. Design thinking research should
constantly question and refine design thinking theory, much in the same way itera-
tive prototyping constantly improves design solutions. The authors have conducted
experiments in order to test two common assumptions design thinkers entertain:
(1) that multidisciplinary teams are more innovative than mono-disciplinary teams,
and (2) that designer teams with training in the design thinking process are more in-
novative than untrained teams. While these assumptions proved to be largely correct
in terms of design solutions, a different picture emerged with regard to utility delib-
erations. In combination with an assessment of communication within design teams,
the research identified certain contradictions which should stimulate refinements in
design thinking theory.

Another significant parameter of understanding the design process and the ap-
plicability of design thinking is national culture. This relationship between design
practice and innovation on the one hand, and culture on the other hand, is explored in
the sixth chapter by Pamela Hinds and Joachim Lyons of Stanford University. The
authors apply ethnographic research methodologies and arrive at their conclusions
through extensive field interviews and observation of designers. In their multiple
case study design, they juxtapose American and Chinese designers and in addition
to that, make a broader comparison between Europe, Asia, and the US. One of the
preliminary results is a confirmation of the idea that there are no universal “best
practices” for the design process, or – by extension – for the implementation of
design thinking in various cultural contexts.

Concluding the first two parts of the book that deal with understanding design
thinking in various contexts and on multiple levels is a study on the efficacy of
prototyping under time constraints. The seventh chapter by Steven Dow and Scott
Klemmer of Stanford University pursues the question of whether repeated proto-
typing and re-design provides a tangible advantage opposed to quicker realization
of a finished design with only one round of prototyping. The experimentation re-
sults showed that designers in the iteration condition, i.e. with multiple rounds of
prototyping, outperformed those who only prototyped once. Prior experience with
iteration proves to be a positive performance indicator as designers tend to discover
more flaws and constraints and try new concepts. This is valuable data for design
companies which always operate under tight time constraints in the race for early
market entry with innovative products.
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Part III: Tools for Design Thinking. Design thinking will never be optimal in the
sense of an absolute compendium of natural science facts. It will always be subject
to improvement and adaptation to changing circumstances, both human and envi-
ronmental. There is always a better way and our talent, as design thinkers, will lie in
our “adaptive expertise.” The adaptive nature of design thinking is at the root of its
value in confronting uncertainty and ambiguity, in confronting the future. Improve-
ment is most often associated with the creation of better tools. Papers in Part III are
focused on design thinking tool development and validation. Information technol-
ogy plays a critical role. The space we work in is also a major determinant of our
behavioural performance. The development of “metrics” is very important to human
and technical systems performance improvement.

A major performance parameter is communication behaviour among design
team members. Information and communication technology has the potential of
constantly improving design performance and efficiency. The team of Matthias
Uflacker, Thomas Kowark, and Alexander Zeier from the Hasso-Plattner-Institute
has developed a software tool which collects data and analyzes communication pro-
cesses in technology-enabled design spaces. In chapter eight the authors present
their new insights into the complex characteristics of real-time online interactions
among design team members and elaborate on the multiple dimensions of capturing
design team communications. The research proves the notable differences of com-
munication patterns between high-performance and low-performance design teams
and introduces a reliable diagnostic tool for design team success, making it highly
relevant for recruitment and process structuring in industry and research.

A newly developed tool for transporting the working mode and physical envi-
ronment of design thinking into a remote collaboration environment is presented
in chapter nine. The author team around Raja Gumienny and Christoph Meinel
from the Hasso-Plattner-Institute has developed and tested a prototype, the “Tele-
Board,” that builds on a remote digital white board setup and integrates life-size
video with the possibility of simultaneous manipulation of artifacts on a digital
white board. Thus, essential elements of design thinking processes, like, for exam-
ple, the clustering of ideas, are mirrored in a remote collaboration environment. In
many ways this new tool allows for the combination of the advantages of analogue
and digital design thinking practice. While maintaining the time-tested physical
working mode of the design thinking process in a digital space, it adds digital func-
tions, for example easy, systematic, and unobtrusive documentation by saving the
various stages of the design thinking process.

The potential of communication robots for improving the design process of
geographically distributed teams is introduced in chapter ten by David Sirkin of
Stanford University. Similar to the “Tele-Board” research, this project also addresses
the barriers of effective collaboration which usually requires physical presence,
body language signals, and the ability to point to and act upon artefacts. The author
shows how expressive tele-operated robotic avatars can be integrated into designers’
workflow, mainly in the conceptual and the prototype development. The avatars
can help in overcoming the sensory void usually impeding effective exchanges in
globally distributed teams. They establish a resemblance of a physical presence and
facilitate more direct communication.



xx C. Meinel and L. Leifer

The various tools developed in the HPI-Stanford Design Thinking Research
Program have significant business potential and have, in part, already been patented.
We expect that the desire for such tools will increase further as globalized design
processes become more and more common.

Part IV: Design Thinking in Information Technology. Design thinking has always
been about “practice,” the real world creation and deployment of products, services,
and enterprise systems. Our research program makes the difference between de-
ploying last year’s best practices and those informed by our research, to be next
generation practices. They will come complete with evidence, real world metrics,
and a program for continuous innovation and discovery. Papers in Part IV are fo-
cused on these applications and their validation.

The eleventh chapter explores the application of the design thinking process
to business process management which is or should be a matter of concern for
each and every company. The knowledge, analysis, and optimization of business
processes are preconditions for efficient and successful operation and process mod-
elling is the first step towards knowing and ultimately streamlining said processes.
Alexander Luebbe and Mathias Weske from the Hasso-Plattner-Institute have used
design thinking principles to develop a method for improving the modelling process.
In their chapter they recount the iterative experiments with design thinking factors,
such as physical elements (plastic building blocks as tangible prototypes), method-
ological guidance, and intensive end-user/participant involvement and present the
results and relevance of this experimentation for successful application in real-world
companies. Confirming what Steven Dow and Scott Klemmer have shown earlier
in this book, the performance (in this case the optimization of a business process
model) improved with iteration.

Another application area for design thinking is software development. In the
twelfth chapter Robert Hirschfeld, Bastian Steinert und Jens Lincke from the
Hasso-Plattner-Institute integrated design thinking elements in order to further
improve the already advanced and progressive agile approaches to software devel-
opment which are user and code centric and allow for instance problem solving due
to a high-quality code base. Design thinking has much to offer in this context, not
just to develop more innovative software, but also to aid distributed development
which is getting more and more common. The research team integrated both the
application ProjectTalk and the development environment extension CodeTalk into
a platform which supports remote-collaborative software development, thereby fa-
cilitating independent yet simultaneous interacting with shared tools and improved
communication among software design team members.

The final chapter of this section and our book also deals with the application
of design thinking onto software development. In the thirteenth chapter Gre-
gor Gabrysiak, Holger Giese, and Andreas Seibel from the Hasso-Plattner-Institute
specifically address the problem that tangible prototypes are not feasible for com-
plex software systems, in particular because of financial and time constraints.
As an answer to this problem, the researchers have developed an innovative and
cost-effective scenario-based approach to prototyping such systems. They generated
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interactive simulations for end users, thus exploring the application of two major
pillars in design thinking: early and rapid prototyping and user involvement, even in
a non-tangible environment.

4 In Summary

The heart of the design thinking process lies at the intersection of technical
feasibility, economic viability, and desirability by the user. Accordingly, the in-
quiries of design thinking research extents to all aspects related to these three
dimensions. With regard to the scope of the research presented in this book, we are
confident that an important step has been made towards a thorough, scientifically
viable exploration of the design thinking process.

We are thankful to all who have contributed to the book. These are not only
the authors but also Dr. Karin-Irene Eiermann, Denise Curti, and Ingo Rauth.
Karin-Irene and Denise successfully managed the program and various community
building activities and workshops that have considerably contributed to the success
of the HPI Stanford Design Thinking Research Program. We are particularly thank-
ful to Karin-Irene Eiermann and Sabine Lang for her work in preparing this book.

We sincerely hope that you will enjoy and benefit from the content, format, and
intent of this book. We hope to instigate and contribute to scholarly debates and
strongly welcome your feedback. Your first opportunity to contribute directly is to
submit papers to the newly launched “Electronic Colloquium on Design Thinking
Research (ecdtr)”. We invite you to visit this innovative platform of dynamic and
rapid scholarly exchange about recent developments in design thinking research:
http://ecdtr.hpi-web.de/
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Design Thinking: A Fruitful Concept
for IT Development?

Tilmann Lindberg, Christoph Meinel∗, and Ralf Wagner

Abstract In our research project Collaborative Creativity of Development
Processes in the IT Industry, we pursue the question how design thinking can
help to enhance the innovativeness in IT development and which individual and
organizational factors facilitate or encourage this. In this chapter, we outline what
the contribution of design thinking to engineering thinking can be, how it is related
to akin IT development approaches (e.g. agile development), and what our initial
insights on the didactic and organizational implications are.

1 Introduction: On Problem Solving in Design and Science

“Most outsiders see design as an applied art, as having to do with aesthetics, unlike a
solid profession unto itself, with technical knowledge, skills, and responsibilities to rely
on. Insiders to design, by contrast, talk of innovative ideas, coordinating the concerns of
many disciplines, being advocates for users, and trying to balance social, political, cultural,
and ecological considerations.”

Klaus Krippendorf (2006, 47)

It seems to be the nature of design that it is not always easy to understand what
this term actually means. As the initial quotation exposes, people in design them-
selves have not only a broader view on their discipline, they also see themselves in
a different role than outsiders do: not merely in the position of dealing with aesthet-
ical aspects of forms and products, but of taking on a general role of coordinating
disciplines, stakeholders, and the manifold environmental matters within product
development processes. The following argumentation reduces this point to central
differences in problem solving in design as well as in science and technology.
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Comparing problems tackled in well-established sciences as astronomy, quantum
mechanics, or computer science with those in design, it seems obvious that design
problems are closer to the everyday life. What does a backache reducing office chair
look like? What form should a computer interface have to be accessible for elderly
people? What do we have to do to avoid injuries through battery acid in developing
countries? The motivation to find answers to those questions is not to gain scientific
knowledge or to discover new technical possibilities (even if design clearly takes
advantage of both). Rather, it is the need to create ideas and find solutions (products,
services, systems), which are as viable as possible for certain groups of users. By
that, design intends to offer a very concrete solution to a complex problem that
is socially highly ambiguous and hence neither easy nor certain to comprehend.
Design problems thus – using a term by Horst Rittel – are close to wicked problems,
blurred in character and not definitely definable (Rittel 1972).

People in design have developed problem solving skills that allow them to deal
with such kind of problems successfully. This however calls for a dissimilar mode
of thinking than taught in the curricula of the established sciences. Solving wicked
problems does not acquire the analytical inductive/deductive scheme pursued in sci-
ence that follows an epistemological logic to achieve knowledge about scientific
truth, since designers only strive for enhanced viability and novelty of products
(Dewey 1997, 79; Martin 2009, 63). Scientific problems generally will be answered
by theories, concepts, taxonomies, or models, and only become finally accepted
when they depict a problem analytically in all its dimensions. Still, this demands
not only long-term efforts to put into research and analysis but also to reduce the
complexity of a stated problem to such an extent that it is finally non-wicked, thus
entirely describable. Yet for design problems, this would be a misleading approach:
first, as designers have to deal with problems pragmatically and come up with so-
lutions in much shorter periods of time than scientists do; second, as designers do
not have the possibility to reduce the complexity of a problem because design prob-
lems are made up of exogenous perspectives that finally decide about the solution’s
viability: the user’s, the client’s, the engineer’s, the manufacturer’s, the law-maker’s,
the environmentalist’s, the employee’s, etc. (Lawson 2006, 83f).

It becomes obvious that design unavoidably has to take on a coordinating role
within this context of multiple stakes, because they have to rely on the knowledge
of others as long as they want to approach general viability of solutions. To do
so, there emerged professional learning strategies in design: cognitive patterns to
grasp multiple knowledge and multiple perspectives of others for the purpose of
synthesizing and creatively transforming the knowledge to new service or product
concepts. In contrast to analytical thinking in science, we call those strategies design
thinking (Brown 2008; Dunne and Martin 2006; Lindberg et al. 2009).

To understand how those strategies work, it is useful to work with two fun-
damental pairs of terms: the problem and solution space on the one hand, and
diverging/converging thinking on the other hand.
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The distinction between the problem and solution space elucidates the dualis-
tic approach of design thinking.1 Whereas in science the focus lies in general on
exploring the solution while the initial problem is given, design treats both the
problem and the solution as something to be explored. This indeed characterizes
design thinking as an approach for professional learning. The distinction between
diverging and converging thinking however shows how designers approach both
spaces (Lawson 2006, 142f). Learning alone, certainly, is not enough in design as
the knowledge acquired is at the same time a means to come up with viable as well
as novel solutions. Thus design thinking is always an interplay between diverging
exploration of problem and solution space and converging processes of synthesiz-
ing and selecting. Contrary to thinking styles predominant in science, the knowledge
processed in design thinking has to be neither representative (as in inductive think-
ing) nor entirely rationalized (as in deductive thinking), rather it serves to obtain an
exemplary but multi-perspective comprehension in order to deal creatively with the
ambiguity of wicked problems. Building upon this argumentation, design thinking
can be put down to three basic characteristics (see also Fig. 1).

• Exploring the problem space: When exploring a problem space, design thinking
acquires an intuitive (not fully verbalized) understanding, mainly by observing
exemplary use cases or scenarios, as opposed to formulating general hypothe-
ses or theories regarding the problem; and synthesise this knowledge to point
of views.

• Exploring the solution space: Design thinking asks for a great number of
alternative ideas in parallel and elaborates them with sketching and prototyping

Fig. 1 Problem and solution space in design thinking

1 A concept of the “problem space” was first introduced by Newell et al. (1967), although with
a different meaning, as they locate the representation of possible solutions in the problem space
without regarding a separate solution space. This conceptualization does not appear sufficient for
our purpose, as the distinction between learning about the problem and learning about the solution
in design thinking could not be depicted.
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techniques. In this manner, ideas are being consciously transformed into tangible
representatives.

• Iterative alignment of both spaces: These representatives of ideas and concepts
facilitate communication not only in the design team, but with users, clients and
experts as well. Thus, design thinking helps to keep in touch with the problem-
relevant environment and can use this information for refining and revising the
chosen solution path(s).

Accordingly, design thinking engenders a system of checks and balances to ensure
that the conclusive solution will be both innovative and suitable for the social system
that the design problem addresses.

2 Understanding the Problem: Overcoming the Dilemma
of Analytical Thinking in IT Development
by Design Thinking?

As outlined in the preceding section, there are crucial differences concerning the
quality how problems are characterized and approached in design and in science.
The paradigms of problem solving in science originated in epistemology, the studies
of finding out what is true or not, and led to a strong focus on analytical think-
ing. The paradigms of problem solving in design though originate in finding out
what novel solution fits best in a social or technical system. The discussion about
how to bring both paradigms together is particularly valuable in areas with a strong
tradition in analytical thinking but which are nevertheless related to design respon-
sibilities.

In our research project Collaborative Creativity of the Development Processes
in the IT Industry, we explore the capabilities of design thinking to broaden the
problem understanding and problem solving capabilities in IT development pro-
cesses. We pursue in particular the question in which cases the application of
design thinking to IT development is valuable (or not) and what the individ-
ual and organizational implications for teams and organizations are. Hereby,
we draw upon an in-depth case study research with international IT compa-
nies. In our first year, we conducted 36 qualitative guideline interviews with
IT experts on the one hand and design thinking experts on the other who were
involved in design thinking-based IT projects both in the United States and in
Germany.

In the following section, we will discuss the background and the peculiarity of
our research focus.
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2.1 Why IT Development Tends to Take Place in an Engineering
Expert’s World

Within the IT industry – comparable to any other industry dealing with technical
products and services – a technical perspective plays a central role in problem solv-
ing and solution development.

This seems to be necessary as the development process itself asks for highly
trained professionals who are able to deal with complex technical issues, such as
programming languages or software and hardware architecture. Competencies in
engineering-centered areas used to be not only a condition for participating in the IT
development process, but also in the developing process of the actual design of the
software product itself. Getting a comprehensive understanding of what the product
will look like, what solutions will work or not, and how the conditions of interac-
tion between user and software can be shaped, generally presupposes the ability to
communicate about those questions in technical terms. This is due to the situation
that every decision about the software design unavoidably manifests at the level of
architecture or code and, thus, cannot be solved without expert knowledge. Conse-
quently, the educational background of hardware and software engineers has strong
influence on mind-set building and decision-making and, as a result, IT develop-
ment has the tendency to take place within an “exclusive” expert’s world. Thus, in
past and present times, these circumstances lead to the fact that technically and ana-
lytically trained IT engineers take on the designer’s role as well, although they have
not been professionally trained in that field. The word “software design” is, in fact,
one of the few design terms that are almost exclusively associated with technical
issues.

2.2 The Dilemma of a Predominantly Technical Perspective

Pursuing a dominant technical perspective in IT development however comes with
its own set of problems. One basic problem, for instance, is that functionalities and
user interfaces, albeit technically perfect, may shape up as incomprehensible or in-
appropriate from the user’s point of view. Other features considered as meaningful
and essential from a user’s perspective may not be addressed. This problem, which is
in these days e.g. approached by the research field of human-computer-interaction,
can cause serious drawbacks: inefficiency and loss of effectiveness for the user,
rejection of the product, and a loss of innovation prospects for the producer. Fur-
thermore, those times in which the IT market grew mainly driven by technology
push dynamics became a thing of the past. From home entertainment to web 2.0
applications and ubiquitous computing, IT products deeply depend on social life
dynamics, which are primarily not the concern of engineering but of design. Since
IT solutions became more and more part of people’s everyday life, not only the de-
mands on usefulness and usability have been growing continuously, but IT engineers
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must also learn to develop for highly competitive consumer markets, in which suc-
cessful innovations are rather defined by the users point of view than by technical
perfection. An isolated technical perspective entailing isolated analytical thinking
can thus lead into an innovation trap: while spending much effort in the develop-
ment of technically novel or reasonable solutions, the clients do not really see the
solution’s distinctive value.

2.3 Design Thinking as a Complementary Approach?

Overall, the challenges that IT development is faced with exceed the established
focus of an expert’s world and ask for the integration of further perspectives on
problem understanding and solution finding in IT development. This problem ac-
tually is the focal point of the present debate of applying design thinking to IT.
The thinking of IT engineers is mainly influenced by the deductive-rationalist ap-
proach as taught in mathematics and informatics – subsequent to the logic of
having a given problem and deducing the right solution in accordance with ra-
tional rules of logic. Design thinking, by contrast, teaches to treat problems as
wicked problems, thus more openly, with the purpose of embracing the blurred
space of social ambiguity through which a successful design process should pass
as well. Thus, the idea behind applying design thinking to IT development asks
for setting up a complementary thinking style, which extends the problem solving
abilities of IT development teams with the purpose of making their outcomes more
innovative.

However, when we talk about design thinking, we do not use the term in a sense
of how designers (may) think, but of how anyone “should” think while dealing with
design problems (Lindberg et al. 2009).

In consequence, we do not look upon design thinking as a profession-bound con-
cept of designer’s cognitive strategies, but as a comprehensive meta-disciplinary
concept that broadens disciplinary reasoning and helps for example engineers to for-
get about the ‘drawers’ for a moment that they have internalized in their academic
training – until a problem has been defined precisely enough so that professional
rationales and expert knowledge may suitably be applied. This understanding of de-
sign thinking actually characterizes the d.school’s educational philosophy as well
as the main focus of the HPI-Stanford Design Thinking Research Program (Plattner
et al. 2009). Thus our project focus is how to relate design thinking to the structures,
cultures and processes of IT development – in particular with regard to the following
aspects:

• Building on Diversity: Facilitating strong team diversity and frequent interdisci-
plinary communication and collaboration throughout the design process

• Exploring the Problem Space: Supporting a comprehensive shared understanding
of the problem addressed before the actual development process starts, in partic-
ular by learning about the user and its social context from different perspectives
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• Exploring the Solution Space: Promoting a creative ideation and conceptualiza-
tion process by pursuing many alternative ideas on a rough-sketch level in order
to learn about the most viable solution path

• Iterative Alignment of Both Spaces: Enabling a highly iterative development
process with an early and continuous integration of user feedbacks based on com-
prehensible prototypes

To deal with this issue in detail, we will consider three questions. First, what ap-
proaches do exist that try to solve similar problems like design thinking and how is
design thinking related to them? Second, how can design thinking in IT development
be conceptualized on an operational level? Third, what implementation hurdles are
there and are there ways to overcome them? In the subsequent section, we outline
existing IT development approaches and their relation to design thinking.

3 Discussing the Context: Waterfalls, Agility, and New Design
Professions

There have been various models to organize IT development projects and each of
them tackles the issue of problem solving and knowledge processing in a different
way. “Old school” IT approaches used to follow linear process logic as known from
milestone-based project management: The process passes through several phases in
a predefined order, separated through milestones that describe particular prelimi-
nary goals and timelines, and require an extensive phase documentation. The prime
example of those models is the “waterfall model” that divides IT development gener-
ally in the following basic phases: Requirement and specification analysis, program
design, coding, testing and implementation (whereas different descriptions of the
waterfall phases vary depending on how detailed they are) (Royce 1970; Davis et al.
1988). The waterfall model seeks to build up knowledge about problem and solution
very systematically, so that each step can build upon the outcome of the preceding
ones. Knowledge processing is rather formalized via an in-depth documentation as
a core completion criteria of each stage, not only with the purpose of recording
knowledge for future maintenance and changes in the software code, but also to
advance knowledge in an explicit condition to the subsequent phases. Overall, the
waterfall process facilitates strong process and resource control as well as a strong
clarity of that what is being developed. It allows project planning which is very com-
prehensible from an ex ante perspective and thus easy to communicate to clients and
customers.

Nevertheless, the waterfall model does not always have a good reputation due
to several reasons. As Boehm points out, “document-driven standards have pushed
many projects to write elaborate specifications of poorly understood user interfaces
and decision-support functions, followed by design and development of large quan-
tities of unusable code” (Boehm 1988, 63). Even if feedback loops between the
stages are not excluded, their effect on product improvements is very low due to
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the rigid demand for documentation that slows down the feedback communication
between the stages and makes the process, albeit potentially iterative, inflexible.
Another problem is that cross-functional collaboration and mind-set building hap-
pens only on a poor level as there are mainly mono-disciplinary teams specialized in
the respective stage’s task. As a result, the waterfall model pursues a predominant
technical perspective. The user perspective is considered only at the edges of the
process: either by means of analyzing user or market demands and translating them
into specifications before the actual development process starts, or by evaluating and
testing the almost finished product by user feedbacks towards the end of the process.
It has been shown that both ways of interacting with the user do not help to extend
technical thinking, rather they have the opposite effect. While the translation of user
or market demands into technical specifications helps to maintain a focal technical
perspective throughout the development process, user feedbacks in the final stages
mainly contribute to the elimination of discrete software errors. Changes of funda-
mental shortcomings in the general architecture would be extremely expensive at
this late stage of development.

3.1 Overcoming the Waterfall with Agile Development

Further developments of the waterfall model pursue a more detailed view on
software implementation in order to guarantee a better match between the initial
specifications and the final system (V-model, see e.g. Höhn and Höppner 2008), or
they integrate specific iteration phases that help to evaluate the progress continually
throughout the process (Spiral model, see e.g. Boehm 1988). Yet, those concepts try
to overcome the problems of the waterfall model by making the processes more
complex and thus more difficult to handle. In contrast, with agile development
(in particular Scrum and Extreme Programming), alternative approaches came up
that bring in a fundamentally new perspective on organizing IT development (Beck
2003; Pichler 2008). The basic idea behind agile is to manage IT development not
by rigid milestone-based process roadmaps that the team has to follow, but by a set
of obligatory rules and roles in which the team can act flexibly in order to sustain
learning about the project and adaptability to unexpected events. The requirement
analysis is not a preceding step, but a parallel process to the actual development.
The reason for this is one main feature of agile: the division of development circles
into short iterative steps while the goal of each step is to produce an incremen-
tal intermediate solution that serves to generate feedback by users and specialists.
These feedback loops, again, are the drivers of further development and refinement
steps. Another feature is the strong focus on team collaboration and communication.
For instance, in extreme programming there is (at least) an emphasis on program-
ming in pairs, and SCRUM asks for an all-embracing one-team approach in which
all disciplines involved in the development process (architects, developers, tester,
documentation experts, . . .) pool their resources all the way through.



Design Thinking: A Fruitful Concept for IT Development? 11

In comparison with design thinking, agile shows some strong parallels: core
features like “user-centricity”, “iterative learning and development processes”, and
“extensive team communication” seem to suggest that design thinking methodology
has been already introduced to IT development. On closer examination, however,
one can see crucial differences. Primarily, agile rather concentrates on continuous
incremental refinements than on exploring and comparing radically new solution
paths. As one of the interviewees, a software designer, stated, this can lead to highly
contradictory ways of progressing:

“In agile, you downsize the problem so that they’re actually small enough that people can
deal with it and make progress and don’t get lost. But that’s a very constraining technology.
(. . .) Agile is always looking to remove options from the table. Design thinking is always
trying to keep options on the table a long as possible.”

According to this, agile seems to have a tendency to avoid divergent thinking in
order to maintain the overall view on what to do next. This also means that the
whole aspect of problem understanding in design thinking is limited down to the
trial and error approach of iterative prototyping. This is why the focal goal of design
thinking to put divergent options on the table will hardly be achieved. One other dif-
ference is that there is less emphasis on interdisciplinary creative collaboration than
in design thinking. Although there is a strong emphasis on team collaboration, the
people involved still are technically trained thinkers. A real expansion of thinking
styles within the team does not occur. Thus, the major matter of concern in agile
development is to reconfigure the way in which IT development projects are man-
aged. It is not the aim to diverge the disciplinary composition of the development
team – the focus still lies on engineering teams developing the software from start
to finish.

3.2 Adding New IT Design Specialists

There have been serious efforts to introduce new design specialists to IT
development in order to overcome the mentioned restrictions and encourage more
interdisciplinary collaboration. In general, those specialists are assumed to take on
the role of the “user’s advocate” within the development team. The precise role of
those specialists however varies. For instance, while user-interface designer mainly
work on user-friendly digital graphic interfaces (Mandel 2009), interaction designer
look also on the dynamic aspects of human computer interaction (Dix et al. 2003).
Designers following a user-centered approach intend to both generate and validate
IT design decisions on the basis of comprehensive user research (general informa-
tion as well as specific feedback) (Vredenburg et al. 2002), but user-experience
designers try to design the whole experience a product conveys in a such way that
current users may not even be able to imagine (Buxton 2007).

This variety of concepts shows that the possible roles of IT designers profession-
ally dealing with user perspectives in the development process are highly divergent.
For instance, in case of the user-interface or interaction design the role is clearly
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limited to what the software front-end actually should look and feel like. The role
of user-centered design however is about both translating observable user needs into
the software design and validating the software design through observable user feed-
backs – as a kind of “coverage for user-friendliness” for the development team. In
contrast, user experience design is much more wide-ranging because it embraces
the whole software design process from specification to architecture. Accordingly,
the demands on team collaboration highly vary. Whereas in user interface and
interaction design, tasks can be clearly separated and carried out individually, user-
interface and user experience design demand stronger collaboration between IT
designers and IT engineers. In the last case, the designer would even gain a leading
role in the whole process.

Those entire professional IT design concepts, and in particular user-experience
design, show strong parallels to design thinking. They also emphasize learning
about the user context in order to gain insights on novel solutions. They also
pursue iterative and feedback-based learning, and they even apply similar tech-
niques (e.g. observation techniques, ideation techniques, prototyping techniques).
However, they differ from design thinking in so far as they concentrate on adding a
new profession to the IT development team with the intention of bridging the gap
between the potentials of technical thinking and a viable product by more man-
power. It does not tackle the concept of collaboration or process management of
the team itself. Having a user experience designer in the team would not mean that
there is a guarantee for a shared problem understanding or a collaborative ideation
process between design specialists, architects, and programmers. Thus, though con-
cepts like user experience or user-centered design show strong similarities, those
concepts still engender new professional disciplines added to the established team
setting, whereas design thinking aims at influencing people meta-disciplinarily.

3.3 Design Thinking in the Context of IT Development
Approaches

In sum, when comparing design thinking with the approaches to IT development
discussed above, we see elementary differences:

• Building on Diversity: New IT design professions specialized on the user per-
spective mainly extend disciplinary diversity in IT development, whereas strong
team-based collaboration is a core feature of agile development. Yet, a collabo-
rative approach that tries to implement differing thinking styles in development
teams as well as design thinking on a meta-disciplinary level is not explicitly
addressed.

• Exploring the problem space: Understanding the user context has been profes-
sionalized by means of new design specialists. IT engineers still deal with the
user’s voice in a translated form: via specifications, which may be validated by
user insights, but do not deliver the “full picture” needed for creative ideation.
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Also, a team-based approach that uses a collaborative understanding of the user
context to come up with radically new ideas has not been taken into account.

• Exploring the solution space: The whole issue of creative ideation is not explic-
itly included in IT development models. There could be a tendency in agile if
the approach would not focus that much on incremental progress, which limits
divergent thinking.

• Iterative Alignment of both spaces: There is a strong parallel between design
thinking and agile concerning continuous iteration of user feedbacks based on
prototypes throughout the process. However, a clear difference is that design
thinking supports the iterative exploration of both spaces much more extensively
than agile does.

4 Discussion: On the Challenges of Translating Design
Thinking into Action

On a theoretical level, we have seen that design thinking can make valuable con-
tributions to IT development and enhance the innovativeness of IT development.
The question, however, how to apply it successfully to IT development is still an
unsolved challenge and a central part of our ongoing research. In what follows, we
will outline which elemental strategies to translate design thinking into action we
have observed up to this point and will discuss essential conflicts and implementa-
tion hurdles.

Within the preceding discussion, we have conceptualized design thinking with
four aspects: exploring the problem space, exploring the solution space, and it-
erative alignment of both spaces explain the workflow of design thinking from a
knowledge-based viewpoint, while building on diversity aims predominantly at the
team carrying out the workflow. One central insight of our research is that translating
those aspects into practical action patterns can be carried out from two basic per-
spectives: the didactic perspective on the one hand, and organizational perspective
on the other hand.

The guiding question of the didactic perspective is: How can one educate groups
or individuals (in particular non-designers) in design thinking? We call those peo-
ple who are both specialists in certain disciplines and trained in design thinking
t-shaped, which means that one is able to look both horizontally on problems (going
broad, looking for options, and being able to review the viable role of specialists
within the development process) as well as vertically (bringing in the own disci-
plinary knowledge, solving aspects of the design problem which can be tackled
through one’s own expertise). In contrast, the guiding question of the organizational
perspective is how one can shape those processes and structures in which people
interact so that “designerly” product development will be supported. Thereby, we
talk in particular about procedures and structures. While procedures in particular
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include the workflow triassic “observe & synthesize, ideate & prototype, and re-
vise & refine” (see introduction), structures refer to the team diversity itself as
well as to those multilayered organizational aspects that either enable or support
the process, including as diverging facets as corporate cultures, reward and control
systems, and supportive tools and techniques. Summing up, whereas the didactic
perspective intends to foster design thinking abilities by educating people, the or-
ganizational perspective tries to adjust the contextual and managerial conditions of
product development projects. Although we pursue in our research project an or-
ganizational focus and thus look mainly at the organizational factors and strategies
supporting or obstructing the implementation of design thinking, we have learned
that we cannot exclude the didactic perspective due to the fact that both perspec-
tives strongly presuppose each other: An effective design thinking strategy needs
well-trained people as well as an organization that supports them instead of slowing
them down.

4.1 The Didactic Perspective: Educating Design Thinking
Competencies

The basic methodology of design thinking didactics has been elaborated at
Stanford’s School of Engineering. The basic philosophy of design courses for
instance at ME310 and the d.school pursues a strong project-based learning ap-
proach – following the rule: training people in problem solving beyond scientific
thinking asks for an education without theory lessons. Thus, design thinking stu-
dents learn in interdisciplinary teams how to tackle a given design problem by
exploring its problem space with hands-on research (e.g. by inquiries, interviews,
observations, self-experiments), exploring its solution space with various ideating
techniques (e.g. by brainstorming, sketching, prototyping), and aligning the ideas
with the reality through repeated feedback that helps to refine or revise the selected
paths towards a solution. The didactic goal of this kind of training is not only
to develop practical insights into the essentials of dealing creatively with wicked
problems, but also to learn to build up a shared team-based understanding of the
problem that is not bound or disrupted by disciplinary thinking. Design thinking
education, thus, teaches to generate a mutual knowledge and experience pool that
helps to facilitate team communication on a meta-disciplinary level. In the course
of our first year’s research, we interviewed a group of IT professionals who at-
tended design thinking workshops within a company training program. In those
workshops, the participants were asked to go into a problem space that is close to
their everyday work experiences from an explicitly non-professional perspective
(i.e. mainly from the user’s perspective) and brought into a situation in which they
had to leave technical thinking behind for a while in order to find a viable solution
concept. We intended to gain several insights into the acceptance and effectiveness
of design thinking trainings for IT specialists from them. We asked them how they
experienced those trainings, how they value design thinking in IT development in



Design Thinking: A Fruitful Concept for IT Development? 15

general, and what they think about applying design thinking to their daily work
routines. Conclusions from these interviews can be summarized as follows:

First, the majority of our interviewees were more skeptical about the benefit of
design thinking before the workshop than afterwards. Most of them regarded the
workshop experience as inspiring for their future personal work. In some cases,
however, there was a tendency of reacting negatively to the use of too “flowery and
cloudy” language when dealing with ambiguous situations. Also, some intervie-
wees appreciated the creative openness of design thinking, but nevertheless doubted
its viability as soon as a project is under time pressure, due to the fact that too much
time would be spent before the development process for problem understanding.
Second, almost all of our interviewees were interested in particular in the diverging
aspects of design thinking, i.e. the broadening exploration of problem and solution
space as a basic step of product development. They explain this interest in so far as
this aspect is addressed only rudimentarily in their ordinary working background.
Reasons for that lie in particularly strong tendencies towards converging activities
due to established engineering-based problem solving patterns as well as common
corporate pressure on coming up with results very quickly. Third, it was a strik-
ing insight that albeit most interviewees showed strong personal interest in design
thinking methods, very few were able to apply it in their daily work routines. We
rather gained much information about how an organization can hinder the appli-
cation of design thinking. In sum, we learned that translating design thinking into
action from a didactic perspective can work well on an individual or group level
through a learning-by-doing approach, but it may come up against limiting factors
when applying it within an organizational context.

4.2 The Organizational Perspective: Design Thinking
as a Front-End Technique or as an Integrated
Development Philosophy?

When it comes to the organizational perspective, we are confronted with two typical
approaches: first, implementing design thinking at the very front-end of a develop-
ment process, as a methodology to support the development of concepts for future
products or the definition phase of a development project, and second, implementing
design thinking as a comprehensive development philosophy with strong implica-
tions for organizational processes and structures. However, deciding about what
design thinking strategy would work better has a lot to do with the (still open)
question of how to bridge the gap between a company’s need for reliable control
of their processes and resource flows and an open and entrepreneurial approach to
new product development. Applying design thinking in an organization presupposes
good answers to this question, as it stands in contradiction to common management
techniques such as stage gate innovation management that rely strongly on prede-
fined workflows and standardized quality gates, anticipating and selecting solution
paths in a restrictive manner so that explorative and creative solution paths become
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rather constrained. Also, employees who are generally evaluated – apart from their
ability of scientific reasoning – by punctual shipment and budgeted resource plans
and thus work in tight and fixed time schedules with scarce resources, get in conflicts
when they deal with product development approaches that entail the uncertainty of
extensive divergent thinking. One core finding of our interviews is that those em-
ployees who report to higher hierarchy levels perceive design thinking as a risk.
For them, it was more secure to plan milestone-based development processes (with
a main focus on converging thinking), even if the results may be not as innovative
as they could be. Against that background it is not surprising that design thinking-
centered organizations have been built up first in university labs and agencies while
established companies have been dealing with fundamental change management is-
sues. When it comes to the decision to integrate design thinking within a company’s
internal organizational structure, it is rather likely to be regarded as a front-end
technique. The intervention into the organization is in both cases rather small as
design thinking workflows are either outsourced to external design agencies (such
as IDEO), semi-autonomous research labs (such as the T-labs of the Deutsche
Telekom), or are restricted to selected working methods which are integrated into
the established organizational workflows.

Our research has led to the insight that the more design thinking is limited to
fuzzy front-end matters, the easier is its implementation because there are hardly
any conflicts with established development processes and the corporate reward, re-
porting and controlling systems. An IT development company following a waterfall
approach, for instance, could apply design thinking techniques to the specification
phase, and likewise, a company pursuing an agile approach can start with design
thinking-inspired concept development before beginning the actual agile develop-
ment process. We could find both cases in our case studies and in the latter case the
question came up whether this is the ideal form of connecting design thinking with
IT development because the agile logic would meet the aspect of aligning problem
and solution space through strong team communication, continuous integration of
user feedback and a self-organizing process roadmap.

However, we identified one problem that arose in both cases: the risk of a fun-
damental disruption of the knowledge flow between front-end design thinking and
subsequent development stages due to dissimilar communication media used in de-
sign thinking and IT development. This can be traced back to conflicting usage of
prototyping: Prototypes in design thinking generally are mock-ups that support the
elaboration and evaluation of product concepts with the goal of finding out which
ways are right or wrong. This means that they can be very experimental and consist
of any material that allows achieving information about the ideas behind the con-
cept (and not so much about its technical specifications). Consequently they have
to get handed over to the development phase and must still be translated into tech-
nical specifications and task definitions. Design thinking prototypes have the main
purpose of supporting learning about the underlying product concept. In contrast,
software prototypes are generally made of the same material as the final product, and
are – in the case of agile – continuously iterated into the final product. Hence, they
focus less on learning about the general product idea but on finding a smooth way
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towards a final solution without running into the wrong direction for too long. As a
result of that difference, there is a serious danger of misconception regarding the use
of prototypes between the protagonists of the design thinking phase and the develop-
ment phase, so that a design thinker, on the one hand, does not know how to transfer
their acquired knowledge to later stages, and a developer, on the other hand, does not
know how to continue his work with the sort of information that is passed on to him.
Therefore, the central problem of locating design thinking solely at the front-end of
a development process is to find a modus operandi how to transfer design knowledge
to the succeeding development stages without loosing it at the interfaces.

This is one major problem to which an integrated design thinking strategy
seems to have better answers. The problem, for instance, to support a better flow of
knowledge throughout the process could be answered through a comprehensive
one-team approach, which means that (at least) core members of the team, who
represent all available disciplines, are involved throughout the development. This
would support – besides an enhanced building on diversity – a better mutual under-
standing as well as a general tacit design knowledge base in all parts of the process.
This again, however, would presuppose a general project-centered organization that
allows its employees to concentrate on one development project at the time instead
of participating in numerous projects simultaneously. Also, there would be a call for
new quality and controlling measures that do not cut off divergent thinking but still
deliver an effective understanding for a project’s steps forward. In particular a com-
pany’s middle management would have to rely on those measures, as no manager
would take on the risk of getting bad evaluations when they are a structural result of
spending resources on design thinking.

5 Outlook

Overall, it is yet an open question, which ways of applying design thinking to IT
development, apart from specialized agencies or research labs, are promising, and
which are not. There still is a lack of good practice from which we can derive reliable
insights, for instance with regard to the following questions: How do appropriate
combinations of design thinking with common IT development models look like?
What are the didactic and organizational implications? In which areas in IT devel-
opment would design thinking be congruous? In our second year’s research we will
elaborate concepts responding to those questions, building on our accomplished and
future case study research.
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A Unified Innovation Process Model
for Engineering Designers and Managers

Philipp Skogstad and Larry Leifer∗

Abstract An innovation process model, which includes the tasks of engineering
designers and managers, is presented based on evidence collected from research
in an engineering design curriculum. This research shows that engineering design-
ers develop innovative breakthroughs in an evolutionary manner through insights
gained during experimentation, and that these insights cannot be predicted. How-
ever, managers, experts, or other reviewers often prevent experimentation for fear
of resource waste and demand predictability. This leads to conflict and can preclude
progress in the worst case. The proposed model shows how the two groups inter-
act and succeed and recommendations are provided for engineering designers and
mangers.

1 Introduction

Innovation is the basis for economic growth and is therefore to be maximized. The
manifesto for BusinessWeek’s “Inside Innovation” section reads “we dedicate our-
selves to the proposition that making innovation work is the single most important
business challenge of our era”. Similarly, Friedman (2005) argues that in today’s
“flat world”, the ability to innovate successfully decides the survival of compa-
nies, communities and nations. Leadership in industry identifies innovation as the
most important driver of competitiveness as well as their number one job priority
(Palmisano 2006).

At the same time, 35% of CEOs call an “unsupportive culture and climate”
a critical roadblock to innovation (Chapman 2006). Nussbaum, BusinessWeek’s
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former editor-in-chief, described the situation in a speech at the Royal College of
Art (RCA) in London (2007) as follows:

“There are two great barriers to innovation and design in the world today. Ignorant CEOs
and ignorant designers. Both groups are well-intentioned and well-dressed – in their own
ways – but both can be pretty dangerous characters.”

Designers create innovations by generating new ideas, demonstrating their feasibil-
ity and then developing them to full functionality, ready for production. Managers
steer the design process by allocating resources based on their judgment of the mer-
its of each idea. They also have to ensure that value is created for shareholders. The
two groups have different approaches to succeeding at their tasks and often do not
understand each other’s actions and decisions. This has a negative impact on the
ability of each group to do its job.

It was the aim of this research to further the understanding of how innovation
is accomplished and how the achievement of innovation can be hindered or
supported by managers and designers. The results can guide both groups on how,
when and where they can become helpful characters that foster innovation.

Research in the context of an engineering design curriculum was performed in
order to develop this understanding. Case studies of how designers arrived at their
solutions revealed that significant insights, which allowed advancement of the de-
signs, were typically gained while building and testing a possible approach, rather
than while planning it, and that these insights were often unexpected. This suggests
that in order to create new concepts, designers must go beyond the theoretical phase
and implement their ideas so they can learn from their experiments to create new
ideas and advance the design. The fact that many of the important insights were
unexpected suggests that designers have limited ability to plan for insight discov-
ery. Therefore, it can be challenging for designers to justify their actions and use of
resources, before they actually build and test.

In several instances, the designers gained important insights while they built and
tested ideas despite advice from their teachers (i.e. managers) or experts not to build
or test (based on the preconception that the outcome was known a priori, and there-
fore such activity would be wasteful). Hence, if managers are not convinced by the
merits of an idea, and successfully prevent designers from building and testing it,
they block bar the designers from gaining insights necessary to advance the design.
In such cases, managers block the use of resources for fear of wasting time and
money. Indirectly, however, they block innovation and accomplish the opposite of
what they intend.

Following the methodology suggested for building theory from case study re-
search (Eisenhardt 1989), a unified innovation process model was devised. This
model provides a theoretical explanation for the hypotheses generated through case
study research and interviews. Unlike other models from innovation management or
engineering design, it incorporates the actions of both designers and managers. The
model is therefore expected to help each side to better understand the other side’s
behavior, which should make both managers and designers less ignorant.
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2 Unified Innovation Process Model for Engineering Designers
and Managers

The unified innovation process model for engineering designers and managers
(henceforth ‘model’) shown in Fig. 1 was developed. It depicts the design process
and explains how its participants’ actions affect it. The model represents the kernel
of the design process and shows where reviewers interrupt its flow and can be used
as a communication tool by designers and managers, and as an instrumentation map
by design researchers.

At the core of the model are three activity functions: ‘Plan’, ‘Execute’, and
‘Synthesize’. All phases of the design process, and the activities they entail, can be
abstracted to these three activities. The entire string represents the design process
from start to finish – going from a ‘Wish’ (some form of prompt, need, or problem)
to a ‘Solution’.

At the micro level, the three activity functions, Plan, Execute, and Synthesize
occur repetitively during every phase of the design process. Table 1 demonstrates
their applicability in the needfinding, brainstorming, prototyping and testing phases.

At the macro (project) level, planning is associated with needfinding, idea gen-
eration, brainstorming, and the plotting of an approach. Going into this stage,
designers have a rough idea of what they want, and coming out of it, they have a
plan to tackle the problem with their know-how. The plan usually consists of one or
more concrete ideas, a division of labor, and sometimes includes contingency plan-
ning in case of failure. Once armed with a plan, and management consent if needed,
designers begin to execute. As its name implies, execution is where the work gets
done. Drawings are crafted, and prototypes are built, modeled, machined, sculpted
or coded. ‘Getting real’ is the central theme for the execution function; this is where
designers channel their ideas from their heads into their hands, birthing them into
the world and making them testable. Last in the design process chain is the synthesis
activity. Synthesis is the gathering of the fruits from execution to form the output
solution. Synthesis occurs in many different ways and typically includes assembly
of the parts into a whole system and testing.

The three-activity string (Plan, Execute, Synthesize) is a universal kernel of the
design process. Design activity during all phases can be abstracted to these three

Fig. 1 ‘Unified Innovation Process Model for Engineering Designers and Managers’ depicting the
kernel of the design process and where reviewers interrupt its flow
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Table 1 Examples of actions performed during each activity at the micro (phase) level to show
the universal applicability of the model at this level

Phase 

Who to observe?

What to observe?

What is a possible
solution?

How to manufacture?

What tools to use?

What to test?

How to test?

Observe and 
collect data 

Articulate idea

Manufacture 

Perform test 

Develop PoV & define  
need or problem 

Synthesize own ideas
with ideas of others 

Assemble with other parts 

Analyze result & deter-
mine if wish is satisfied  

fundamental steps. The examples also show that activity strings are actually nested
within one another; for every activity at one level, there is one or more entire activ-
ity string included at lower levels in a recursive pattern. The time constant of one
traversal through the entire activity string can therefore range from a few seconds
for the generation of an idea during brainstorming to multiple years in the case of
designing and building a new aircraft.

Designers create new concepts through consideration of new knowledge or new
combinations of existing knowledge. However, to reach past the known or obvious,
designers need at least one new useful insight. Designers must therefore maximize
the probability of gaining the necessary insight(s), to maximize the probability for
success. Insights are new knowledge that is gained through study or experience, and
adapted to advance the design. The case and interview data presented later show
that most insights are discovered while designers try an idea rather than debate it.
This occurs during the execute and synthesize activities rather than during the plan
activity.
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2.1 Designer-Initiated Feedback Pathways

Iteration and feedback are important because they allow designers to apply their
insights to advance the design. Hence, the model is further enhanced to express the
circular nature of design by means of feedback pathways.

Largest of the three feedback pathways, the ‘re-plan’ pathway extends from the
synthesis stage to the input of the planning phase. Re-planning signifies the action
taken by designers when the results gained during synthesis are so different from
what was expected that designers must return to planning to change their approach.
This pathway is engaged when the problems in synthesis are large in scope and
require a reconsideration of ‘everything’. An example for this at the macro level is
when the project aim changes mid-development-cycle. Similarly, this happens at the
micro level, when for example a ‘wild’ idea, such as relying on gravity and friction
as a fastening method, was followed but then failed in synthesis, and no contingency
plans had been made beforehand. In these cases, new knowledge is brought back to
the planning phase and the design process restarts.

The ‘revise’ pathway, like the ‘re-plan’ pathway, reads from the synthesis stage.
Instead of feeding into the planning phase, however, it modifies the execution activ-
ity. Revision occurs when the results of synthesis are not sufficient to qualify as a
solution, but they are not so far off that the overall approach must be changed.

Examples for this can be found at the macro level: if a ‘wild’ idea has failed,
but a contingency plan was made, the execution and synthesis simply need to be
repeated using the alternative approach. In a similar fashion, this happens at the
micro level if, for example, during prototyping, the adhesive used to fasten two
components heats up and dissolves during normal operation of the system. In this
case, the specifications for the adhesive are amended, but the overall plan does not
need to change. The execution must simply be repeated with a different adhesive
that is designed for higher operating temperatures.

Most frequently engaged is the ‘rework’ pathway, which serves as a feedback
mechanism to the execution activity only. Reworking is the process of re-executing
until the output is satisfactory enough to advance to synthesis. This feedback path-
way is the most frequently traveled due to the highly unpredictable nature of
activities that occur inside the execution activity.

2.2 Reviewer-Initiated Feedback Pathways and Gates

Reviewers intercept the design process at two gate points: after the plan activity,
when they give permission to execute the proposed approach, and at the end of the
design process, when they either accept the proposed design as the solution to their
wish or require a redesign. These reviewers are external to the design team. They
are managers, advisors, experts, coaches, teachers, and clients. At these two gate
points, any of them can initiate two additional feedback pathways.
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The largest reviewer-initiated feedback pathway is that created by the approver.
The approver judges whether the output of the design process satisfies the original
wish. If the approver is satisfied by the proposed solution, then the design process is
finished and the proposed solution becomes the solution. However, if the approver
is not satisfied with the solution, then the ‘Re-Plan’ feedback pathway is activated
and the designers have to return to the plan activity and reconsider their approach.
Regardless of the amount of feedback the approver provides when sending the de-
signers back to the plan activity, the designers return to the plan activity with more
experience. The traversal of the execute and synthesize activities allowed them to
gain insights, which they can apply in their redesign efforts.

On the other hand, designers are deprived of the opportunity to gain insights
when the ‘Rehash’ feedback pathway is activated by a ‘Censor’. Censors are people
with the authority or influence to prevent the design team from moving certain ideas
to execution. They make decisions and recommendations based on their judgment
of the proposed plan. Undoubtedly, these censors want to help the designers by
ensuring that resources are only spent on economically or technologically feasible
ideas. However, they restrict the ability of the designers to test novel ideas and to
make the discoveries that lead to the necessary insights. When an idea is censored,
the designers will rehash the plan activity. In this case, the designers will go through
the planning process again but without significant new information. It is therefore
unlikely that the new plan will be significantly better.

Censors can only avoid this problem if they provide the designers with detailed
feedback and information, which will result in a significantly improved plan. How-
ever, reviewers can also err. In particular, if they fail to recognize that an idea falls
outside the bounds of their own limited experience and expertise, or do not see that
their expertise acts as a constraining mental set, then they risk killing potentially
viable ideas before they can be proven. In the worst case, censors hold designers
hostage in a planning loop by forcing them to rehash the plan activity without
allowing for the development of new insights. They stifle the possibility for discov-
ery, insight, project progress and innovation. In the process, they can also damage
designer morale.

The censor gate and rehash feedback pathway are the final piece of the model.
Even though self-censorship by designers certainly occurs and is an important issue,
it is not generally externally observable. The only way to overcome self-censorship
is by making designers understand that they must transition to the execute activity
to gain insights and by encouraging this transition.

3 Research Methodology

Stanford University’s ‘Mechanical Engineering 310 – Project-Based Engineering
Design, Innovation & Development’ (henceforth ‘310’), a graduate level project-
based curriculum, served as a living laboratory for this research. Over fifty design
teams participating in the curriculum were studied from multiple perspectives.
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Multiple research methods and data streams were combined for the investigation.
The nature of the projects and the structure of the teams closely resemble the work-
ing mode of start-ups and “tiger teams” (Wheelwright and Clark 1992) in industry.
Like many Silicon Valley initiatives, design teams start with a vague idea of an
area that allows for the creation of innovation. The problem briefs are purposely
phrased broadly to challenge the students to determine, isolate, and pursue a partic-
ular opportunity for innovation. Student teams tackle the industry-posed problems
over the course of 7 months, and develop fully functional product prototypes of their
solutions. Several milestones, intermediate prototype reviews with a teaching team
and presentations to industry help structure the project and ensure that results fulfill
expectations.

In this research, the design process interactions were studied from the points of
view of a student/designer, teaching assistant/project manager, instructor/manager
or partner, and remote executive. There are few opportunities to live all of these roles
as an embedded researcher. In this case, the researcher was able to spend at least one
year performing each role with full responsibility. This experience provided inside
knowledge of actions, perceptions, and situations that would be inaccessible to an
outside observer. The combination of insights from this multitude of perspectives
is a distinguishing characteristic of this research. The multi-perspective protocol
suits the dual goal of understanding the design activity as design synthesis and as
management analysis. It allows the researcher to see the entire ‘gestalt’ of a process
that often depends on unobserved subtleties or unspoken perceptions, which only an
insider can access.

The ultimate goal of this research is to increase innovative performance. Proper
measurement of performance is therefore important. Unfortunately, objective per-
formance measurement is particularly difficult to achieve in a design context.
Definition and measurement of design performance is subjective, analogous to the
adage, ‘beauty is in the eye of the beholder’; solutions that might seem trivial to
one person could appear profound to another. To further complicate matters, perfor-
mance relates not only to the outcome of the design process, but also to the process
itself. It can look drastically different from the perspective of a team member vis-à-
vis that of a manager. To address this challenge, multiple indicators of performance
were tracked. In accordance with the goals of this research, performance is mea-
sured from the perspectives of different stakeholders. The different performance
indicators are:

1. Outcome performance measurement by external judges (independent assessment
of result)

2. Outcome performance measurement by designers who created design (self-
reported assessment of result)

3. Design process performance measurement by designers using Team Diagnostic
survey (self-reported assessment of process, adapted from Wageman et al. 2005)

4. Combined outcome and process performance measurement by reviewers based
on course grades (manager’s combined assessment of process and result)
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These four different methods for measuring design performance can be expected to
reveal which factors are important for each stakeholder and how they relate to the
design process variables observed in this study.

The research began without preconceived hypotheses. Based on the observa-
tions and interviews gathered, the research question of ‘how do designers create
new concepts and how can managers support or hinder the design process’ was
formulated. To answer this question, four cases of top-performance were selected
for detailed analysis using the documentation created by the designers. Data from
semi-structured interviews with designers and observations by an embedded re-
search complement the data. As suggested by Eisenhardt (1989), the analysis was
performed within and across cases. This process adds a general validity to the find-
ings, which is necessary for credible theory building. The cases were first analyzed
internally and then examined for common patterns across cases.

4 Designers Gain Necessary Insights by Experimenting

The following analysis of project cases indicates that designers create new concepts
by assembling insights. It was found that they gain key insights efficiently through
learning by doing (or executing) rather than through theoretical pondering (or plan-
ning) of the merits of an idea. Based on the analysis, it is hypothesized that designers
who move from planning to execution most frequently and adaptively will perform
best in generating new concepts.

4.1 Case A: Paper Bike

The 310 course begins with a 2 week-long design challenge that requires students
to design, build, and race a vehicle constructed from paper or cardboard. The rules
of the design challenge change every year while the scoring remains essentially
the same – as a combination of the vehicle’s weight and the race completion time.
The design challenge includes two reviews by the teaching team: one review at the
end of the first week and a second review the day before the race. This case takes a
close look at the design process of the team that won the competition in 2003/2004.

Initially, the team began with a theoretical approach using morphological analy-
sis and Pugh charts as design tools.

“The results showed that the ‘toboggan’ style bike was the best design, primarily because
it was the most reliable (least number of parts), was simple to operate for the driver, was
lightweight, and could be built the fastest. However a quick test revealed that there was no
way to pull a cardboard toboggan around the Quad, so that design was eliminated.”

Based on the finding from the test, the team took a more experimental approach
to the problem and performed tests with simple prototypes derived from existing
products.
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“Benchmarking for the frame design primarily consisted of evaluating the proof of concept
wheelchair design that was supplied by the teaching team. The team spent several hours
walking around the Quad, evaluating push versus pull approaches. The passenger driver
interface and protocol were also evaluated for strengths and weaknesses. This effort resulted
in three conclusions:

• It was more comfortable to have something in front when blind
• The passenger could see best when in front (pushed)
• It is difficult to feel tactile instructions with the hands if they are busy pushing

the bike

The team thus focused its efforts on a jogger stroller style bike and quickly began
building a bike. Moving parts and friction, as encountered at the wheel axle inter-
face, represented a particularly difficult engineering challenge. The problem was
tackled as follows:

“The initial wheel design was created after a very short, informal brainstorming session.
No formal concept selection tools were used. After examining the available materials, an
excellent axle/hub pair were selected that provided minimal running clearance between the
hub and axle. The overall goal of the design was to reduce weight, so a seemingly ingenious
design of a small diameter solid wheel was selected.”

“The initial prototype wheels were tested on the prototype frame. While the test was essen-
tially a ‘failure’, the test results brought to light several key points. . .”

“The wheel redesign effort proceeded in a structured manner, with a brainstorming session
generating several different wheel designs. The relative weight of each of these designs was
calculated to select the best design. Five basic wheel designs were developed. The lightest
weight wheel was determined to be the laminated spoke design with weight reducing holes.”

“[However,] the team had concerns relative to the structural robustness of the cored wheel
designs. The concern was whether the weight reducing holes would cause the wheels to fail
during either testing or the actual race. To reduce the perceived risk of this design, the team
fabricated enough laminations for three complete sets of wheels: It was agreed that the final
wheel selection would occur after the entire bike was tested.”

“The wheel testing also revealed that the cardboard/cardboard interface was perfectly ac-
ceptable for the race conditions. The hub/axle interface was inspected prior and post two
complete practice runs of the entire racecourse [sic] at race speed. No change to the inter-
face was discernable, so the final wheel configuration did not include any tape or added
lubricants.”

The above account of the team’s process shows that the designers relied on test-
ing their ideas in practice, and that by doing so, they gained important insights,
which would not have been possible with a theoretical approach. Through building
and testing, the team discovered structural weaknesses and learned that the actual
weight of the built vehicle was higher than the designed weight. Since the team had
worked with hardware early in the process, these insights were gained in time to
make major revisions before the day of the race. This decision to test early, and thus
have time for revisions, provided the winning team with an important competitive
advantage.
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In the report, the team describes its philosophy as follows:

“Team Telestroller operated under one simple guiding principle: ‘I haven’t built a paper bike
before. Have you? Crap-it-type-it and let’s see if it works.’ It was concluded early on that
no one on the team had expert knowledge in the realm of paper bike design and fabrication.
So, instead of spending hours debating the merits of different design ideas, the team would
quickly mock up crude prototypes and test them. A lot of insight was gained from these
crap-it-type exercises, which greatly enhanced the final design resulting in the construction
of a 100% paper bike (driver/passenger interface not included).”

Following this philosophy, the team designed and fabricated a vehicle during week
one of the project and was able to test it five days after the project started. This put
the team ahead of other teams who put their effort into the detailed design, CAD
work and careful manufacturing of components rather than simply assembling a
prototype vehicle.

4.2 Case B: Convertible Experience

One industry project challenged the students to redesign the convertible automobile
experience by eliminating the wind screen behind the front seats because it dis-
turbs the aesthetics, blocks access to the rear seats and is tedious to handle. Even
though the resulting design is not (yet) in production, the carmaker, which brought
the challenge, has invested in patenting to protect it. In addition, the team received
the highest grade in the class for that year.

The designers began by testing a number of obvious solutions while discarding
a revolutionary idea as silly. When they actually tested the ‘silly’ idea, they found
that it was a solution that exceeded all expectations.

“The team performed a plethora of tests designed to improve the convertible experience on
the path towards their final solution [using a team member’s personal convertible]. These
tests included numerous iterations of Blowers, Flaps, Wings, Redirectors, Scoops, Tubing,
Noise Cancellation, Vortex Generators, Nose Flow Dampers, and Reactive Concepts.”

“In short, none of these tests provided remarkable results when tested on the [ABC]. [. . .]
However, the tests revealed important lessons in convertible airflow. Namely:

• It is virtually impossible to change the general flow over the entire car with small
structures

• Any flow-inducing blower system must be very powerful
• Small flaps do very little to produce consistent changes
• Head loss drastically reduces the effectiveness of proactive ducting concepts
• Current adaptive filtering technology is unable to cancel wind noise
• Vortex generators produce no noticeable effect
• Air can be redirected with much of its original energy
• User feel can be substantially improved with shielding around the head”

One member of the design team had previously suggested during a brainstorm that
they should simply get rid of the windshield. However, this idea was discarded
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Fig. 2 Comparison of final design with base case

as silly. Under pressure, because none of the ideas tested up to that point had led
to the desired effect, and having acquired an understanding of airflow and its per-
ception by the occupants of the vehicle, the team decided to reconsider this idea
carefully. Said designer convinced the design team to puncture a hole in the middle
of the windshield of a water tunnel model after all other tests were completed and
the model was no longer needed.

“The water channel tests yielded an important discovery. This was the first indication that
placing a vent or hole in the windshield could possibly combat recirculation into the front
of the cabin.”

Encouraged by the insights gained from this simple experiment, the designers de-
cided to further test the idea by cutting a hole into the windshield of a brand-new
(126 miles on odometer) luxury (more than $45,000) convertible car. Road tests
with initially crude prototypes confirmed the expectations created in the water tun-
nel and the hole in the windshield was refined into a roadworthy solution that could
be sold to customers (Fig. 2).

This case shows that even a ‘silly’ idea should not necessarily be discarded with-
out at first testing it in a simple and quick manner. Initially, the idea seemed too
crazy even to the designers themselves. However, when they actually tested a pro-
totype based on this unconventional idea, the result exceeded all expectations. The
designers write in their design report:

“The key to [. . .] development is duct tape and a tool-chest. The team kept at least a few
rolls of tape and a complete toolkit in the vehicle at all times, allowing for most any sort
of rapid roadside prototyping that was necessary. Furthermore, the team kept a small stock
of raw materials, such as felt, foam core, metal, and acrylic scraps, in the vehicle to handle
any unanticipated needs that may arise during testing. Roadside prototyping is an important
part of the development process because many of the best ideas or changes are likely to be
realized in the middle of the testing itself, and so should be prototyped as immediately as
possible before they are forgotten.”

This account underlines the importance of experimentation to gain insights and the
fact that many insights cannot be planned for.



30 P. Skogstad and L. Leifer

4.3 Case C: Task Management Software

In 2005/2006, the 310 curriculum was cloned at the University of St. Gallen,
Switzerland (Skogstad et al. 2008). The students in this course were tasked with
designing a software system to manage tasks in an enterprise environment. The fol-
lowing case describes how the designers gained key insights while building and
testing prototypes and were inspired while experimenting with Lego

TM
pieces. The

resulting solution exceeded all expectations of the company that provided the de-
sign challenge and shows how experimentation with seemingly unrelated tools can
provide key insights.

The designers started with extensive literature searches, user surveys, and bench-
marking of existing technologies. While benchmarking, they encountered 30boxes,
a social calendar tool, which provided the inspiration for the first part of their solu-
tion, the so-called the BlinxBar.

While creating the input mask, the designers discovered that appointments and
tasks have many similarities. These similarities could be used to simplify the man-
agement of tasks and appointments drastically. Furthermore, when the designers
performed tests, they gained additional key insights.

“We invited five students for our user test. We first explained them the principles of 30boxes.
Then we gave them a list of activities that these students had to put into their agenda. Some
of these were tasks and some were appointments as defined in Outlook. For comparative
reasons, we wanted the test users to also write down tasks in the tagging system with pen
and paper as well as to use Microsoft Outlook to record tasks and appointments. [. . .] Blinx!
then asked the users, what were their reactions after working on Outlook vs. paper and pen.
Our test results and findings were astounding:

• Quality of data recorded with MS outlook was lower than with other methods;
user often chose the wrong functions (calendar, task manager, e-mail) and ex-
plained “I wanna try like this”.

• Many of the users had little experience with MS Outlook and were confident with
the tagging method more quickly.

• When recording tasks with MS Outlook, users seldom differentiated between the
two separate Outlook functions calendar and task manager.

• Users had different priority judgment for the wedding date: no priority for men,
highest priority for women.”

The results of the user tests made the designers reconsider tasks and appointments as
activities, which paved the way to the proposed enterprise task management system
solution.

“The BlinxBar and the Calendar Module provided a solution for a personal task manage-
ment system, whereby mainly simple activities are handled. Therefore, two questions were
raised:

How can more complex activities be handled? [. . .]

How can team collaboration be supported?”

“During the development of the BlinxBar, there was an intense discussion about workflow
integration for more complex standard activities. However, since the focus of the project lies
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Fig. 3 Lego
TM

pieces were used to simulate the attributes of complex tasks. The different colors
stand for different kinds of attributes (such as place, time, resources, documents, etc.). This visu-
alization provided the inspiration for a task management interface, which assembles tasks from
interchangeable and reusable activities. Each block can be fit with any other block and is inter-
changeable so that tasks may be modified for reuse without the need for recreating it. For example,
a weekly meeting preparation task may be updated for each week by modifying specific documents
that are needed and the time of the meeting without the need to modify the other attributes such as
place and responsible persons

on unstructured tasks this would have been insufficient, the user could only handle standard,
and therefore structured tasks. Through the idea of a personal workflow management tool,
we finally developed our BlinxBuffet based on activity patterns.”

“Why are they called activity pattern? The target is to provide flexible and not fixed patterns
of activities. It is a pattern, which can be reused and adapted to similar situations. It was
not meant to get unstructured tasks into a fix structured form as provided by predefined
workflows, but rather to keep an activity pattern flexible for any changes within the lifecycle.
Furthermore, since one unstructured task is never identical to the last one (otherwise it
would be a structured task), it allows the user to adapt a similar activity pattern, which
someone else has already created, to his or her current needs.”

“By first creating a Lego prototype, we visualized our ideas to discuss them in detail.”

“At this point, we found our idea.” (Fig. 3)

Even though the team was working on the design of a software interface that did not
involve any hardware, the students used hardware to physically represent and ma-
nipulate the attributes of activities. The interaction with the Lego

TM
pieces inspired

the design of the final interface and the assembly of tasks from interchangeable
attributes (Fig. 4).

In this case, the designers gained important insights during user testing and from
having tried a new toolset. The work with presumably unrelated tools – software
versus physical Lego

TM
pieces – provided the inspiration for a simple and effective

representation. The designers would not likely have come up with this idea if they
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Fig. 4 Task Management Interface inspired by Lego
TM

pieces that represent attributes, which are
interchangeable and can be assembled into a task

had stuck to using the tools that they were taught and expected to use. The interface
and visualization the team developed is now being considered for implementation
as a component in enterprise software.

4.4 Cross-case Analysis Reveals Pattern

These and other cases that were looked at have in common that the designers had
their breakthrough after they learned something new. The insights were often unex-
pected and were gained through prototyping and testing ideas rather than through
pondering the theoretical merits of ideas. The designers would likely not have cre-
ated such innovative outcomes if they had not switched modes from thinking about
ideas to prototyping and testing them.

A designer who worked on the task management software project said in an
interview:

I still remember, when we did the first survey at the university up on the hill. It was amazing
that nobody was able to recognize a text multiple times in the same way with the same pat-
tern. Instead, everyone treats information differently. I believe that we found many results in
this test, which were unpredictable. And we thus took a different path. That was important.
For sure.

Similarly, the idea of cutting a hole in a complete car to fix a problem (Case B)
defies traditional wisdom or even common sense. However, to create new concepts
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it is necessary to reach beyond what was considered possible and made sense in the
past. Although conventional wisdom is often right, in some instances, it is wrong
or incorrectly applied. Unfortunately, it is not possible to know this without testing
and therefore crazy ideas must be tested to avoid stagnation.

Critics may argue that prototyping and testing many ideas results in many fail-
ures. This is not, however, a waste of time and resources. Case C shows that failures
are also learning opportunities and therefore help pave the path to success. Thomas
Edison, unarguably one of the most creative inventors of all times, is attributed the
quotes:

“Results? Why, man, I have gotten lots of results! If I find 10,000 ways something won’t
work, I haven’t failed. I am not discouraged, because every wrong attempt discarded is often
a step forward. . ..”

“Just because something doesn’t do what you planned it to do in the first place doesn’t mean
it’s useless. . ..”

Simonton (1999) found that the greatest historical artists, scientists, and composers
did not have any lower failure rates than their contemporaries but they simply did
more. This means that the probability of one success increases as more ideas are
tested. Venture capitalists and financial investors rely on this simple fact to diversify
their risk.

Drucker, who described seven sources of innovation, writes that innovation is
“conceptual and perceptual” and that “would-be innovators must also go out and
look, ask, and listen” to gain the insights that will lead to new ideas (1998).
Hargadon and Sutton (2000) explain that new ideas are typically old ideas, which
are applied in new contexts or new ways. Based on their study of innovation power-
houses, they concluded that the most successful innovators are “knowledge brokers”
who transfer existing ideas to new contexts. They also found that testing ideas
“teaches brokers valuable lessons, even when an idea is a complete flop”. They
quote Thomas Edison as having said: “The real measure of success is the number of
experiments that can be crowded into 24 h.” This suggests that designers excel when
they are able to gather and test ideas rapidly.

If Edison is right, management should encourage designers to experiment as
much and as often as possible. However, every prototype and test, whether the out-
come aligns with predictions or not, is only useful if the results lead to an insight,
which is adapted to advance the design. This is highlighted in the “Theory of Adap-
tive Design Expertise” (Neeley 2007).

4.5 Execution Hypothesis

The four cases demonstrate that the design process is a process of creating opportu-
nities to gain new insights, and of advancing the design by adapting these insights.
Those insights are gained through learning by experimenting. Therefore, if design-
ers can increase their learning rate, they will have more insights at their disposal,
which they can then assemble into new concepts.
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The case analyses revealed that most insights were gained during prototyping and
testing rather than theoretical deliberations. This finding suggests that it is important
for designers to move from debating (or planning) to doing (or executing) in order
to maximize learning and discovery.

The resulting Execution Hypothesis is:
Designers who move from planning to execution most frequently and adaptively

will perform best in new concept generation.

5 Reviewers Often Discourage Experimenting

Reviewers such as managers or experts often discourage execution, thereby poten-
tially preventing innovation, as shown by the following review of the cases described
before.

5.1 Case A: Paper Bike

The design team that constructed the winning paper bike in 2003/2004 discovered
during testing that the interface between the axle and the wheel hub provides op-
portunities for major improvement. In order to reduce the weight penalty due to
non-paper weight, the designers considered eliminating lubricants and traditional
bearings in favor of a simple cardboard-cardboard interface. Even though some
members of the design team were initially skeptical about this, the designers tested
this prior to the race, and found the design to be sufficiently strong for the stresses
expected during the race.

However, during the review session on the day before the race, the teaching team
expressed strong concerns regarding the reliability of the design. One member of
the teaching team even urged the designers to redesign the interface before the race,
predicting that the design would fail. Although the designers considered this, they
trusted their test results and finished the race victoriously with their novel design.
In the epilogue of their report, the designers write:

“Lastly, I wish there was a meaningful way to have the design review after the race instead
of before. While I understand the need to have a milestone prior to the race to preclude pro-
crastination, there were several concerns expressed about the design and skepticism about
whether it would survive the race. Our team specifically worked to push the design enve-
lope with a non-traditional design. We chose not to use bearings or lubricants, but only after
several testing the concept. We eliminated much of the frame tubing to reduce the weight,
and had tested the design to ensure it was strong enough. Yet several of the “wishes” from
the design review would have pushed us back to a more traditional design, based on the
fear of failures during the race. It was pointed out that race conditions were very difficult to
duplicate or simulate in testing, so in essence our testing did not prove that the design would
work. In the end our bike performed perfectly during the race, even surviving an unplanned
“Lawrence Lap”. Presenting the design after the race would have given us test results from
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the race to validate that our design was adequate and sufficient to meet the requirements of
the race. Unfortunately it is a “chicken and the egg” scenario, so I do not know if there is a
simple way to resolve this.”

Had the designers not tested the design before the review, it is likely that the critique
by the teaching team, whose members are considered experts and authorities, would
have killed this new concept. The associated lost learning opportunity would have
impacted not just this team, but many future teams as well, as the majority of design
teams used the same design during the following years.

5.2 Case B: Convertible Experience

The design team that worked on the convertible experience project initially received
great help from the carmaker’s engineers, who ran several simulations for the team
on their CFD computers. Each of these simulations takes about one day to complete.
However, when the designers asked the company’s engineers to run a simulation on
a ‘hole in the windshield’, they were refused the help because the idea was too out-
landish. Only after the designers had successfully shown the merit of their concept
in reality, was the concept given time on the CFD computer. After the final presen-
tation, one engineer from the company stated that “We couldn’t have done this”,
referring to the fact that the organizational make up of the company precludes such
a ‘crazy’ idea from being implemented or even tested. This indicates that at the
company, reviewers and experts would likely have prevented the idea from being
validated based on limited conventional wisdom or for fear of embarrassment if it
failed.

Similarly, when the designers wanted to cut a hole into the windshield of the car,
they consulted with various experts for help with the cut. The designers write:

“The team had researched with countless experts the process of cutting windshield glass,
and had been told that it simply wouldn’t work. Nonetheless, the team recognized that
removal of the windshield would be destructive regardless, so they took the opportunity to
attempt a cut. Using a diamond coated cutting disc at 6,000 rpm in a Dremel tool, cooled
by flowing water from a small pump over the windshield, this imperfect process yielded
an entirely usable and clean hole with only a few cracks propagating from the corners of
the cut.”

This shows that even experts may err in knowledge and judgment, and advise against
a course of action because they do not understand the goal behind it. Wiley (1998)
writes that “novices may outperform experts in conditions in which experts cannot
make use of their domain knowledge”. She continues saying that “experts can be
outperformed by novices when a new task or context runs counter to highly proce-
duralized behaviors. Experts perform worse than novices when a shift from standard
means of representation is required or when a standard response is inappropriate.”
In experiments, Wiley found also that “domain knowledge can indeed act as a men-
tal set and promote fixation [. . .] on the incorrect solutions, preventing a broad search
of the solution space” (1998). This suggests that experts can inadvertently prevent
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viable ideas from being tested based on their limited and sometimes erroneous
preconceptions. In doing so, they prematurely lay to rest potentially successful new
concepts and prevent designers from gaining necessary insights.

5.3 Reviewers Can Encourage Experimenting as Exemplified
by Case C: Task Management Software

The interface for the task management software system designed by the team
of management students in case C was inspired by Lego

TM
pieces. It is unlikely

that software engineers would use a hardware toy to prototype an interface or
that managers would consider representing attributes of a business task with toy
pieces. However, in this case, the designers were encouraged to venture out into un-
charted territory and to try unproven ideas with atypical tools in order to create new
concepts.

The following excerpts from interviews with student designers show the im-
portance of being allowed the freedom to try, and even more importantly, to be
encouraged to try.

Student: Also that the environment allowed for all the “crazy ideas”. We were told: “Yes,
just do it”, especially “the dark horse”, “Just do something even if it is not useful”. I believe
that therefore you are not under the pressure that “You have to do it this way from the
beginning” and that one is given the room for one’s own ideas.”

Interviewer: So you would say that the possibility to make mistakes has helped?

Student: Yes. Yes, it is so unusual for university. Here you always have to memorize every-
thing and understand and always do it right – otherwise you have to leave. And this was
finally a course where you can really do what you want to. Of course, there was a goal
given, but that did not mean that we worked too goal focused. We at first simply just did
something. . .

Interviewer: This just doing something. . . Would you say that this “just doing something”
had an impact on trying?

Student: Yes, for sure. Crafting and when we had an idea, we went to the crafts stores
right away and bought something and then we put it together and saw it (for example) did
not work.

Another student alluded to this as follows:

We did not have the fixed target given from the top down as in “you do this and that”. No.
It was the uniqueness of the project that we could develop on our own. That ideas come
from everywhere and had to be filtered. It was important that we had the freedom to do
what we wanted to without fear. And this [freedom] was important.

The importance of the reviewers’ openness to new ideas and the ability of designers
to trust them were described by a third student designer:

The relationship of the teaching team to the students [was important], because through it,
it was clearly communicated that you can come round at any time. There is a communica-
tion, which gets across relatively clearly that you can come by at any time. For example walk
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into Barbara’s [Note: a member of the teaching team] office. The teaching team allows you
to present solutions for a problem, which have not been thought through yet. [. . .] Everyone
always says “there are no dumb questions”. But the [trust and openness] really create the
environment where you are finally willing to let out the dumb. Elsewhere, you don’t do it.

These comments suggest that the designers would not have been as successful if
they had operated in the regular framework: under close supervision by reviewers
and experts who rely on traditional tools, are constrained by conventional wisdom,
and maintain the authority to kill an idea before it is tested. However, they also
show that reviewers can have a positive effect by encouraging experimentation and
empowering the designers to venture into new territory.

5.4 Cross-Case Analysis Reveals Pattern

In Cases A and B, the designers succeeded by pursuing approaches that experts and
other reviewers had explicitly advised them not to pursue. In several instances, the
teaching team and experts were limited by their knowledge and experience, which
led to premature judgments, constrained the perceivable solution space, and made
them wary of new and unproven concepts. The only way to convince the experts in
these cases was by demonstrating the functionality in reality. This, however, may
not be possible if the reviewers or experts have the authority to stop the designers
from executing and testing an idea.

Furthermore, even though reviewers and experts may already know the immedi-
ate result of a proposed idea, they cannot imagine the indirect lessons, which can
be learned from testing an idea. Therefore, they may have to let designers go down
the ‘wrong’ path for some time to gain the insights that allow for the creation of
new concepts. On the other hand, reviewers can help designers by encouraging
and empowering them to experiment. The interviews from Case C show that the
reviewers had encouraged experimentation and deferred judgment until test results
were known. Here, the designers succeeded when they went beyond their traditional
toolset and tried something unusual. Thus, reviewers and experts must recognize
that designers will only create more standard results if they use only standard tools
and practices. Reviewers and managers must also acknowledge that experimentation
with new ideas comes with a lot of failure and that failure should not be perceived
as negative. The students at the University of St. Gallen especially emphasized this.
One student said:

Student: The individual prototypes and papers, which we did were often only attempts. We
had that freedom that things could go wrong sometimes. I believe that is very important.
Ok, maybe did not accomplish everything but one learns from it.

Interviewer: Fail early and fail often – and succeed sooner?

Student: Exactly. I cannot let that happen in other courses. In other courses, in a paper, I am
afraid that it is directly reflected in the grade.

In several interviews, the students declared that being given a second chance allowed
them to take risks, which they were unable to take in other classes. They argued that
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in other classes, they have one submission deadline with no feedback beforehand
and whatever they turn in seals the grade. Therefore, they play things safe and sim-
ply regurgitate what they were told while taking as little risk as possible. In this
class, on the other hand, they realized that they would have another chance to make
things right and thus could try out ideas, which they were unsure about. The students
also commented on the positive attitude of the teaching team towards failure. They
explained that in other courses, failures were turned into “burn marks” whereas in
this class they were almost celebrated. Here, a failure counted like a success if it
was carefully analyzed and lessons were learned and insights gained from it. They
also felt that the teaching team understood that failures were a necessary part of op-
erating at the cutting edge of new discovery and not the result of a lack of planning
or thinking. It is therefore important that reviewers appreciate failures as possibly
helpful to the advancement of the design, and that they communicate this to the
designers.

Finally, reviewers must consider the motivational impact of their feedback on
designers in addition to its effect on the ability to execute. One student responded to
the question about significant events as follows in two separate questionnaires:

“We get excited when we get ideas. Then they get shot down and we lose motivation for
a week.”

“Getting bashed by the TTeam 3–4 weeks in a row was bad for team morale. Then it was
just trying to get along after that.”

These comments demonstrate that by killing ideas, reviewers not only prevent de-
signers from gaining insights but also risk the motivation of the designers. Scott and
Bruce (1994) found that leadership’s expectations and the quality of their exchange
significantly impacts innovative behavior in the workplace. Instead of “shooting
down concepts by constantly saying ‘this will not sell”, managers should encourage
designers to “propose, experiment, and learn from the results, until [they] arrive at
a satisfactory result” (Dorst 2003). Kim and Wilemon (2002) argue that it is critical
to hire staff with “knowledge and passion (motivation)” in addition to the relevant
skills. This suggests that the role of managers goes beyond decision making to filter
ideas and that managers must create a culture and climate that is supportive of inno-
vation. Parnas and Weiss (1985) recommend that reviewers should “make positive
assertions about the design rather than simply [. . .] point out defects” and that “the
designers pose the questions to the reviewers, rather than vice versa”. In their studies
of design research reviews at the Navy, they have found that “Reviewers are often
asked to examine issues beyond their competence. They may be specialists in one
aspect of the system, but they are asked to review the entire system.” This happened
in several instances in the cases described and resulted in erroneous judgments by
the reviewers. The focus on review of the system rather than a specific section oc-
curred by choice of the reviewers and by the way the review was arranged. Parnas
and Weiss also found that “Often the wrong people are present. People who are
mainly interested in learning about the status of the project, or who are interested in
learning about the purpose of the system and may turn the review into a tutorial.”
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Observations indicate that this problem also occurs regularly during design reviews
in 310 (especially during reviews of high performing design teams who work on
exciting projects).

5.5 Censorship Hypothesis

Managers, experts and reviewers should encourage the shift from planning to execu-
tion, if designers gain most insights that advance the design through experimenting.
However, in academia and industry alike, regularly scheduled review sessions, gates
and milestones are designed to keep projects on schedule, feasible and within
budget, not to gate learning. At these points, the project ideas and concepts are
scrutinized and many unproven ideas, which are risky in the eye of the reviewer, are
killed. Therefore, instead of accelerating the design process, reviewers impede it by
acting as censors. They bar the designer from creating learning opportunities that
hold the potential for discovery and insight.

Wheelwright and Clark (1992) have shown that “autonomous or tiger teams” are
the most effective vehicle for developing new concepts. They suggest that motiva-
tion through ownership is an important reason for the superior performance of these
teams. The lack of involvement from outside reviewers in those teams may be an-
other important reason. These teams can simply try out ideas and learn as they wish
without requiring approval before shifting from planning to execution.

This is stated in the Censorship Hypothesis as follows:
Designers who can move freely from planning to execution will outperform those

who must pass through approval gates.

6 Discussion

The methodology for analyzing the cases and generating the hypotheses closely fol-
lowed established practice (Eisenhardt 1989) by using within-case and cross-case
analyses and enfolding the current literature. The simultaneous rather than succes-
sive development of theory and data analysis, however, bears the danger of selection
bias and a premature focus on specific aspects. Therefore, based on the qualitative
data analysis, no claim can be made towards the magnitude of the issues discovered
but only to their existence.

The unified innovation process model is shown as a flow diagram. This repre-
sentation combines elements familiar to both engineering designers and managers.
It also illustrates that the design process consists of both continuous and discrete
elements, with labels for each block that are part of the daily vocabulary of de-
signers and managers. On the one hand, this ensures that both sides can quickly
relate to and grasp the model. On the other hand, the use of common terminology
can lead to ambiguity because everyone has a unique preformed understanding of
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the meaning of each label. An ontology, which explicitly specifies every block and
every function, was created to eliminate this ambiguity.

All quantitative and qualitative data used in this study is from open-ended
long-term projects. The data describes the design process from original need for in-
novation to functional proof-of-concept prototype. This allows for a more realistic
investigation than data gathered from 2-h laboratory experiments would. However,
this also reduces the comparability of the data because every project is unique, and
because only a limited number of factors can be measured and controlled for. At
this time, when the interaction between designers and managers is barely under-
stood, this kind of field research is appropriate to uncover factors and relationships,
which must be verified and quantified in controlled experiments in the future.

The research described was performed in the context of an engineering curricu-
lum rather than in an industrial setting. Naturally, this questions the validity of the
results outside of education. The ‘Unified Innovation Process Model for Engineering
Designers and Managers’ was presented to practitioners at the product consultancy
IDEO and prompted the following comments:

“Prior to IDEO, I experienced censorship constantly. In fact, it’s part of the reason why
I left that company. On any given day, I’d find myself spending 30 to 40% of my time
creating PowerPoints in order to justify work that I should have been doing anyway as part
of innovation strategy. I had to create the decks so that my boss could take it to his boss
who would take it to his boss, and so on through various levels of senior management, so
that they could take the PowerPoint, and. . .censor it.

“At the corporation where I worked prior to IDEO, the notion of small experiments or
prototyping was not part of the ethic. It was frustrating for those of us who worked in
innovation. I didn’t think of myself as a designer back then but I certainly wanted to get
stuff done, so I was interested in doing more than talking.”

Holly Kretschmar, Practice Lead at IDEO

“I think it is just important to point this out. The censorship as a key; as you said, it’s a
gate switch or it’s something that most organizations don’t let people actually get in the
execution mode and they spend a lot of energy on the censorship part and you see so many
work-arounds.”

Diego Rodriguez, Partner at IDEO

These comments indicate that the model is applicable to industry and resonates with
both designers and managers. It can therefore serve as a tool that fosters communi-
cation and understanding between the two sides. The breadth of the investigation,
using multiple locations and cultures, also suggests that the findings are relevant to
individuals and organizations outside of Silicon Valley, and are not restricted locally
by culture or other circumstances. The results are also expected to be applicable to
innovation outside of engineering design. In all areas of innovation, whether it is
technology, business model or social innovation, important insights can be gained
during execution. Innovators in all areas and disciplines should therefore consider
prototyping and testing ideas rather than censoring them after only theoretical de-
liberation.

At the same time, it is important to point out that the recommendations are limited
to new concept development. Managers and designers must be careful to under-
stand when and where new solutions are desirable and when they can be dangerous.
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For example, software would become unusable if interface programmers created a
unique design for each screen based on what they think is the best user interface
for the application they are working on. In this situation, censorship, templates and
rules are needed so that users who are familiar with one screen can easily navigate
other screens.

It is therefore important that designers and managers know where they want inno-
vation and where they do not, and that this is clearly communicated and agreed on.
The ‘Unified Innovation Process Model’ should help them understand the impor-
tance of aligning their expectations.

7 Conclusion

The unified innovation process model synthesizes the perspectives and tasks of de-
signers and managers. It provides a map of the new concept development process
that clarifies the roles of engineering designers and managers relative to each other
and their respective influences on the innovation process. The resulting recommen-
dations for designers and managers can be summarized as follows:

1. Designers should maximize the probability of gaining insights by experimenting
with many ideas (i.e. executing) using simple prototypes rather than contemplat-
ing (i.e. planning) the possible merits of ideas in the abstraction of words.

2. Managers and other reviewers should let designers experiment instead of censor-
ing untested ideas, which forces engineering designers to rehash their planning
effort without new knowledge (Fig. 5).

The model provides an explanation for the success of practices employed by three
renowned innovation icons: 3M, Google, and Genentech. These companies are in
unrelated industries (manufacturing, information technology, and pharmaceuticals
respectively) and have historical track records ranging from more than 100 years
to only ten years. What all three companies have in common is the practice of
embracing independent projects, also known as pet-projects. In these projects, em-
ployees are given the opportunity to work on their own visions without management

Fig. 5 Unified Innovation Process Model for Engineering Designers and Managers depicting the
kernel of the design process. It shows where designers gain the insights to advance a design and
where reviewers intercept the design process at the censor and approver gates
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intervention. This allows employees to execute and test their ideas before a reviewer
can act as a censor. Key innovations have resulted from these independent projects
in each company.

The mantra of successful brainstorming (idea generation) is to “defer judgment”
and to “encourage wild ideas” (Kelley and Littman 2001). Continuing this line of
thought, when innovation is a priority, judgment must be deferred and any idea is
worthy of being tested. Since the necessary insights are gleaned mostly during exe-
cution and synthesis, managers and reviewers must let designers move to execution
and resist censoring ideas before they are tested.

Of course, this does not mean that all ideas should be taken to development for
production. Successful managers let designers create simple prototypes and then
decide on the next steps at the approver gate, based on the proposed solution and
considerations of the business at large. Steve Jobs, the CEO of Apple, another
innovation icon, said that if the company had created another PDA when every-
one wanted it, “we wouldn’t have had the resources to do the iPod. We probably
wouldn’t have seen it coming.” (Morris 2008). This is an example of killing an idea
to make room for others. On the other hand, Jobs also said the following about the
birth of the iPhone: “We had a big debate inside the company whether we could
do that or not. And that was one where I had to adjudicate it and just say, ‘We’re
going to do it. Let’s try’.” Here, he embraced a ‘just try it’ approach thereby encour-
aging the designers to experiment with novel and unproven ideas. These examples
show that organizational culture and leadership style can enable and facilitate or dis-
courage and prevent innovation. However, there is no standard recipe for creating
successful new concepts.
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Product Differentiation by Aesthetic
and Creative Design: A Psychological
and Neural Framework of Design Thinking

Martin Reimann and Oliver Schilke

Abstract As firms increasingly use design to successfully differentiate their
products from competitors, the concept of design thinking has lately received
raised attention among practitioners. Many consider design thinking to fundamen-
tally change the way firms will strive to innovate. Design thinking can be thought
of as a methodology for innovation that systematically integrates human, business,
and technical factors in problem-forming, problem-solving, and design. As ini-
tiatives for design thinking grow significantly, we need to better understand how
design thinking helps to foster creativity of designers and product managers and
how it supports firms’ goal of creating aesthetically appealing products. Despite the
relevance of the concept of design thinking, its underlying mechanisms have been
poorly understood. The purpose of this chapter is to shed light on the processes of
design thinking by integrating extant literature from psychology and neuroscience.
In particular, this research focuses on aesthetics and creativity as crucial processes
of design thinking. Subsequently, a definition of design thinking is offered, which
is accompanied by a psychological and neural framework of design thinking.

1 Introduction

In business environments, where core product attributes have become homoge-
nous across competitors, it is increasingly important for firms to understand how
to successfully set their products apart from other market participants by creat-
ing additional value for customers (Reimann et al. 2010a, b). Following this line
of thought, design has been argued to add a substantial amount of value to core
product attributes (Reimann et al. 2010c). In particular, Verganti (2008b) observes
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several firms using design to innovate product meaning and, therefore, increase the
emotional and symbolic value of their products. Moreover, Brunner et al. (2009)
calls design one of the last great product differentiators for firms to use. As such,
the design of products can be seen as a critical component of business competitive-
ness, to the extent that major firms such as Apple, Procter & Gamble, and Sony
have committed themselves to becoming design leaders in their industries (Dunne
and Martin 2006). Overall, firms are increasingly devoting to design and engaging
design specialists in their innovation processes (Nussbaum et al. 2005).

Despite design becoming a key strategy of differentiation for many firms, its un-
derlying mechanisms remain poorly understood. Particularly, two questions, which
are crucial for a better understanding of innovation processes based on design, are
in need of answering. First, what constitutes “good” design from the perspectives
of the individual designer? In trying to answer this question, we will review the ex-
tant literature from psychology and neuroscience and argue that good design must
be aesthetically appealing to its viewer. Verganti (2008a) posits that “if engineers
use technology to make products function, then designers use form to make things
beautiful” (p. 23). In line with this argument, our research will provide insights into
the affective and cognitive processes at play while experiencing aesthetic design.
Second, based on the notion that design is a creative activity (Maldonado 1991),
which methodologies can firms leverage to increase the creativity of their design-
ers and product managers? Here, the concept of design thinking has emerged as
a powerful methodology for integrating human, business, and technical factors in
problem-forming, problem-solving, and design (Martin 2009; Plattner et al. 2009).
As firms increasingly engage in design thinking, there is a need for a better compre-
hension of how design thinking helps to foster creativity. While several principles of
design thinking are well-established and anchored in a long history of social science
research (e.g., the brainstorming literature), other design thinking aspects are unique
and novel. Prior research on design thinking, however, has largely been restricted to
practitioner-oriented publications. Thus, there is a lack of systematic knowledge of
what the design thinking concept has to offer and how it distinguishes itself from
other problem solving approaches. Therefore, to arrive at potential answers to the
second question, we will integrate literature on creativity from both psychology
and neuroscience to shed more light on the mechanisms at play during creative de-
sign thinking. As a result, we will define design thinking and present a conceptual
framework, derived from the psychological and neural foundations of aesthetics and
creativity.

The objective of this research is to establish a model of design thinking by
integrating previous psychological and neuroscientific research on aesthetics and
creativity. Moreover, providing answers to the aforementioned questions will sup-
port firms in their quest for better product design and successful differentiation from
competitors.

The remainder of this chapter is organized as follows. Next, we lay out the the-
oretical background of aesthetics and creativity – two concepts, which we argue
are critical for a better understanding of design thinking and, consequently, product
differentiation by design. Subsequently, we will define design thinking and derive a
conceptual framework of its psychological and neural properties.
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2 Aesthetics and Creativity as Design Thinking Mechanisms

In design research, the “first generation” of design theories and methods predom-
inantly leveraged the fields of operations research for its optimization techniques
and cybernetics for its systems thinking approaches (Beckman and Barry 2007;
Rittel 1972, 1984). However, these purely mechanistic approaches to the design
process frustrated followers who were unable to reconcile the methods of the “first
generation” with the complexities of real design problems, especially once values
of social equity and pluralism were considered (Beckman and Barry 2007). There-
fore, the “second generation” of design theories and methods was initiated, focusing
on design as a social process (Bucciarelli 1988; Rittel 1972, 1984). Among those
design approaches, the increasingly popular concept of design thinking is con-
sidered to fundamentally change the way companies nowadays strive to innovate
(Nussbaum 2004). Design thinking can be thought of as a methodology for innova-
tion, placing the interaction environment that promotes creative design on the center
stage (Plattner et al. 2009).

As initiatives for design thinking in industry and academia grow, we need to
better understand how the aspects distinguishing design thinking from other prob-
lem solving approaches help foster creativity and aesthetically appealing product
design. Prior research on design thinking has often been restricted to practitioner-
oriented case studies (e.g., Brown 2008), reflecting its early stage. As such, there has
been little research aimed at exploring the psychological processes while a person
is engaging in creative design thinking or experiencing aesthetically appealing de-
sign. Thus, our research aims at providing further insight into the mechanisms that
underlie design thinking, while focusing on prior research on aesthetics and cre-
ativity. Besides investigating important psychological properties, this research also
integrates recent evidence from neuroscience. To isolate relevant mechanisms, we
aim at capturing specific affective and cognitive processes involved when people are
engaged in design thinking.

2.1 Psychological and Neural Bases of Aesthetics

The word aesthetics was coined by Baumgarten (1735), based on the Greek word
aisthēsis (i.e., perception from the senses, feeling, hearing, and seeing), and subse-
quently defined as “perfection of sensate cognition” (Osborne 1979). In this section,
we review aesthetics research in the context of psychology and neuroscience, fo-
cusing on relevant affective and cognitive processes while experiencing aesthetic
objects, including product design, artwork, and beautiful faces (e.g., Aharon et al.
2001; Kampe et al. 2001; O’Doherty et al. 2003; Senior 2003; Vartanian and Goel
2004).
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2.1.1 Psychology of Aesthetics

Numerous views on aesthetics have developed within psychology research. These
perspectives include empirical aesthetics (e.g., Berlyne 1971, 1974; Fechner 1871;
Martindale et al. 1990; Seifert 1992), Gestalt theory (e.g., Arnheim 1943; Eysenck
1942), and psychoanalysis (e.g., Hanly 1986; Segal 1952), among others. Within
these streams of research, aesthetics and associated terms of aesthetic apprecia-
tion, experience, judgment, perception, and preference have been related to arousal
(Berlyne 1971, 1974), prototypicality (Martindale 1988; Martindale and Moore
1988; Martindale et al. 1990), and appraisals (Silvia 2005). Recently, Leder et al.
(2004) proposed a psychological model of aesthetic experience, comprising of a
five-stage process, which includes the perceptual analyses of the object of aesthetic
interest, implicit memory integration, explicit classification, cognitive mastering,
and evaluation. This process results in aesthetic judgment and aesthetic emotion.
While aesthetic judgment (i.e., the cognitive element) is argued to be a result of un-
derstanding ambiguity in the object, Leder et al. (2004) further posited that aesthetic
emotion (i.e., the affective element) may be seen as an outcome of continuous and
satisfactory affective evaluation while processing the five process stages. Moreover,
in the tradition of these affective-cognitive models, Hagtvedt et al. (2008) have de-
veloped measurement scales for affective and cognitive components perception of
aesthetic objects. On the basis of these insights into potentially underlying affec-
tive and cognitive mechanisms, we would propose increased affective and cognitive
processing for viewers confronted with aesthetic product design.

An effective measure of affective and cognitive processing is reaction time
(Bruner and Postman 1947; Sternberg 2004). We expect greater attention and more
intense emotional responses (Chatterjee 2004; Leder et al. 2004) and, therefore,
longer reaction times, for design that is aesthetic (Reimann et al. 2010c). The no-
tion of longer reaction times in response to aesthetic design may be based on prior
research in psychology; for example, Madsen et al. (1993) found longer reaction
times in the aesthetic experience to music. As such, aesthetic product designs elicits
longer reaction times to arrive at choice than standardized packaging, resulting from
increased affect (e.g., increased emotional responses) and cognition (e.g., increased
attention) (Reimann et al. 2010c).

2.1.2 Neuroscience of Aesthetics

Recent studies in neuroscience have tried to draw neural frameworks of aesthet-
ics (Chatterjee 2004; Nadal et al. 2008). Chatterjee (2004) developed a conceptual
model of visual aesthetics, which was adapted from the cognitive neuroscience of
vision. After the viewer is confronted with the visual stimulus, the model proposes a
phase of early vision (i.e., a processing of color, luminance, shape, motion and loca-
tion), followed by a phase of intermediate vision (i.e., grouping of theses features).
These phases are coupled with attention and a representational domain (e.g., places
or faces) and subsequently followed by an emotional response (i.e., liking versus
wanting), and then the decision.
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In a follow-up study, Nadal et al. (2008) laid empirical results over Chatterjee’s
(2004) conceptual framework by comparing it to three different neuroimaging stud-
ies (i.e., Cela-Conde et al. 2004; Kawabata and Zeki 2004; Vartanian and Goel
2004). Three components of Chatterjee’s (2004) model were identified in the data
of the reviewed neuroimaging studies: the process of early vision, the emotional
response, and the decision.

Early visual processing was found in the occipital cortex, the most prominent
brain area for vision (Vartanian and Goel 2004). Emotional responses became ev-
ident in the representation of reward value and the awareness of the emotional
state (Kawabata and Zeki 2004; Vartanian and Goel 2004). Specifically, Nadal
et al. (2008) argued that the cortical component of reward value of the aestheti-
cally judged stimuli corresponds to activity in the medial orbitofrontal cortex. That
is, visual stimuli rated as beautiful were associated with a higher reward value in
participants’ brains than those rated as ugly (Kawabata and Zeki 2004). Further,
the subcortical component of reward value was identified in the caudate nucleus
by Vartanian and Goel (2004). Nadal et al. (2008) further proposed that increased
activation in the motor cortex could represent reward magnitude of ugly stimuli
or the motor readiness elicited by them (Kawabata and Zeki 2004). Further, the
subjective emotional experience associated with aesthetically preferred stimuli was
identified in the anterior cingulate cortex by Vartanian and Goel (2004) and the de-
cision component of Chatterjee’s (2004) framework was identified in Cela-Conde’s
(2004) work. Yet, Nadal et al. (2008) admitted that it is not possible to determine
whether the identified brain activity in the left dorsolateral prefrontal cortex reflects
decisions based on perceptual information or on information regarding reward value
or on both.

In summary, Nadal et al.’s (2008) review of Chatterjee’s (2004) model provides a
comprehensive overview of potential mechanisms at play while being confronted
with aesthetic stimuli. In another empirical neuroimaging study, Jacobsen et al.
(2006) showed specific brain activations for aesthetic judgments in comparison
to decisions on symmetric objects. As such, while the results of the three former
neuroimaging studies refer specifically to neural correlates of judging stimuli as
aesthetic versus ugly, Jacobsen et al. (2006) identified neural correlates of judging
the beauty of images compared to judging their symmetry, referring to the neural
correlates of the judgment process itself.

Although the insights into the visual and decision-making processes in the brain
are interesting, the findings on emotional responses seem to be most promising for
the present research. These findings suggest that reward (i.e., wanting the aesthetic
product) is what may trigger aesthetic preference, judgment, and subsequently deci-
sion (Leder et al. 2004; Zeki 1999). In their neural theory of aesthetic experiences,
Ramachandran and Hirstein (1999) claimed that experiencing aesthetics is by itself
rewarding. This claim is supported by several other empirical neuroimaging studies.

Specifically, Aharon et al. (2001) found that viewing beautiful faces activate the
reward circuitry, particularly the nucleus accumbens. Additionally, Kampe et al.
(2001) identified increased activation in the ventral striatum when an attractive
faces looks directly at the viewer instead of when eye gaze is directed away, also
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indicating that the reward system is engaged. Further, O’Doherty et al. (2003)
showed that smiling, beautiful faces produce activation of medial orbitofrontal cor-
tex, a brain area which is argued to be involved in representing stimulus-reward
value. These findings are in line with the studies reviewed earlier, who also found
activation in the medial orbitofrontal cortex (Kawabata and Zeki 2004) as well as
the caudate nucleus (Vartanian and Goel 2004), which is an area of the striatum.

In summary, while experiencing aesthetic product design (i.e., after early vision,
when emotional responses are elicited), we key areas of the brain’s reward sys-
tem are significantly greater activated for aesthetic design (Reimann et al. 2010c).
These brain areas incorporate the striatum (which includes the caudate nucleus and
the nucleus accumbens) as well as the prefrontal cortex. We expect that increased
activation in these areas arises at the point in time when viewer experience (i.e.,
emotionally respond to) the aesthetic design.

2.2 Psychological and Neural Bases of Creativity

Creativity underlies most of the performance assessments in the design thinking
literature (e.g., Brown 2008; Paulus and Brown 2003). But what is a creative idea?
The common definition that creativity involves both novelty (i.e., something that
is original and unexpected) and usefulness (i.e., something that is appropriate and
adaptive regarding the task constraints) (Amabile et al. 1996; Shalley et al. 2004)
works for understanding why the outcome of a product design process may be
judged as creative (Litchfield 2008). This outcome, however, is influenced by a
multitude of factors, including available resources to promote product design and
opportunities for innovation in the marketplace. Yet, to improve our understand-
ing of how firms can intervene to improve creative idea generation of designers, it
seems useful to measure creativity at an earlier stage, focusing on factors that can
be attributed to the humans involved in the product design process. In the following
sections, we will discuss creativity from the perspectives of psychology and neuro-
science and focus on the processes while people are being creative.

2.2.1 Psychology of Creativity

In psychology, the subject matter of creativity did not substantially develop until
after Guilford’s (1950) call for more research on this topic (Simonton 2000). Since
then, a number of theories have been proposed, including social, developmental,
cognitive, and biological perspectives (e.g., Amabile 1983; Eysenck 1993; Martin-
dale 1995, 1999).

Simonton (2000) summarizes that most research progress has been made in four
areas of creativity: first, the cognitive processes involved in the creative act; second,
the distinctive individual characteristics of the creative person; third, the develop-
ment and manifestation of creativity across the life span; and fourth, the social
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surroundings that are associated with creativity. In particular, the cognitive processes
related to creativity span from the process of insight (e.g., Sternberg and Davidson
1995) to the creative cognition approach (i.e., creativity as a combination of ordinary
cognitive processes; e.g., Ward et al. 1997). Moreover, relevant individual charac-
teristics of creativity have been said to include intelligence (e.g., Gardner 1993)
and personality traits such as being independent, nonconformist, or unconventional
(e.g., Dellas and Gaier 1970; Martindale 1989; Simonton 1999). Yet another topic
of research on creativity is its developmental dimension. Here, research has inves-
tigated acquisition and actualization of creative potential, suggesting, for example,
that exceptional creativity does not at all times emerge from creatively nurturing
environments (e.g., Eisenstadt 1978). Finally, after earlier research on creativity
focused mainly on the cognitive, individual, and developmental perspective (i.e.,
creativity was viewed as a process taking place in the mind of a single individual,
e.g., see Simonton 2000), research became interested in the social impact on creativ-
ity (e.g., Amabile 1983). For example, prior research investigated the interpersonal
environment of creativity, especially how reward or surveillance impact a person
that is engaging in a creative task (Amabile 1996), or how brainstorming improves
the level of creativity of an outcome (Osborn 1957).

In summary, psychological research offers a broad spectrum of insight into the
cognitive, individual, developmental, and social aspects of creativity. Especially, re-
search findings on the cognitive and social aspects of creativity seem to be valuable
to the study of design thinking. For example, based on the notion that creativity is a
combination of specific cognitive processes that interact (Ward et al. 1997), we pro-
pose that design thinking also recruits a unique set of interacting mechanisms. For
example, these processes include attention pertaining to the design problem as well
as acquisition and integration of memory, leading to a new, creative design idea.

2.2.2 Neuroscience of Creativity

The subject of creativity has recently also been approached with neuroscientific
methodology. A topical literature review by Fink et al. (2007) reveals that electroen-
cephalography (EEG) – a technique that allows the recording of electrical activity
in the brain’s cortex – is the most commonly used method for the study of creative
thinking. Besides other methods, functional magnetic resonance imaging (fMRI)
comes second to EEG in the number of existing creativity studies (Fink et al. 2007).
FMRI measures changes in blood flow in the brain, which is highly correlated with
brain activity (Logothetis and Wandell 2004). Compared to EEG, fMRI reveals brain
activity not only in the cortex but also in subcortical brain areas (i.e., regions re-
lated to affective responses). Experimental designs in prior studies comprise a range
of facets of creativity, including mentally composing a drawing (Bhattacharya and
Petsche 2005), generating creative stories by using given words (Howard-Jones et al.
2005), and creating uses for real objects (Folley and Park 2005), among others.

In particular, prior neuroscientific research indicates that creativity is related
to several regions in the brain. For example, Folley and Park (2005) report that
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their divergent thinking task (i.e., creating uses for real objects) is associated with
activation in the prefrontal cortex (PFC) in both hemispheres of the brain. Further-
more, in a fMRI experiment, Jung-Beeman et al. (2004) found increased activity in
the anterior superior temporal gyrus for creative insight (i.e., an “Aha!” moment)
relative to noninsight solutions. Moreover, Howard-Jones et al. (2005) report acti-
vation increases in the right medial frontal gyrus as well as the cingulate gyrus for
creative versus uncreative stories.

In summary, extant neuroscientific research suggests that multiple regions of the
brain are involved. While it is too early to make conclusions of the unique neural
network that lies beneath creativity, prior research using neuroimaging methodology
such as fMRI indicate that affect and cognition play an important role in the process
of creativity.

3 A Definition and Framework of Design Thinking

Prior research considers design thinking as a methodology for innovation that sys-
tematically integrates human, business, and technical factors in problem-forming,
problem-solving, and design (Plattner et al. 2009). This chapter focuses on the hu-
man factor by considering aesthetics and creativity as crucial dimensions of design
thinking. In line with previous research on aesthetics and creativity, we propose that
creative design thinking comprises of increased affect and cognition. In particular,
design thinking may require increased attention, memory acquisition, and learn-
ing, followed by an aesthetically appealing design as an outcome, which in turn
results in increased attention (e.g., slower reaction times while viewing it) as well
as an emotional response (e.g., wanting). Specifically component of the emotional
response to the aesthetically appealing design is linked to the reward system in the
brain (Reimann et al. 2010c). Besides these individual-level factors of creative de-
sign thinking and its consequence – an aesthetically appealing design – a number of
social-level factors are at the core of the design thinking concept and, therefore, may
distinguish design thinking from other problem solving approaches. Drawing from
the fragmented business literature on design thinking and related concepts, four fac-
tors can be highlighted as being central characteristics of design thinking in product
design.

Inspiration Before Ideation According to Brown (2008), product development
projects following a design thinking approach pass through three broad phases: in-
spiration (i.e., motivating the search for solutions), ideation (i.e., generating and
developing ideas), and finally implementation (i.e., bringing the product to the mar-
ket). In this process, it is considered fundamental that inspiration precedes ideation.

User-Centricity Design thinking is a methodology that imbues the full spectrum of
innovation activities with a user-centered design ethos (Brown 2008; Gerber 2006).
As such, innovation activities are driven by focusing on what people want and need
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in their lives and what they like or dislike about the way particular products are
made, packaged, marketed, sold, and supported.

Prototyping Design thinking is heavily dependent upon socially constructed, phys-
ical objects (Brereton and McGarry 2000). With a rudimentary prototype in hand,
product designers have a more precise idea about what the ultimate design should
accomplish. Prototypes also help to learn about the strengths and weaknesses of the
idea and to identify new directions that product improvements might take.

Avoiding Criticism Social interaction in exploring the intersection of different
points of view is at the heart of the design thinking approach (Gerber 2006). Embrac-
ing concepts from brainstorming research (Osborn 1957), design thinking involves
a commitment of participants and facilitators to discouraging criticism in product
development interaction (Litchfield 2008; Sutton and Hargadon 1996). Deferring
adverse judgments has been argued to fundamentally help improve creativity in idea
generation processes (Paulus and Brown 2003).

In summary, design thinking consists of specific individual-level and social-level
factors that determine the design outcome and its level of aesthetic appeal. Figure 1
illustrates the framework of design thinking. Based on this framework, we offer the
following definition of design thinking:

Design thinking is a creative, individual-level process influenced by social-level factors
(that is, high inspiration by others, high user-centricity, high prototyping, and low criticism
by other), which includes attention, memory, and learning and leads to an aesthetically
appealing object.
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Fig. 1 Framework of design thinking
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4 Conclusion

The prospect for research on the psychological and neural bases of design thinking
is promising. Adapting ideas from the extant literature on aesthetics and creativity
may help guide the testing of hypotheses about the affective and cognitive aspects of
design thinking, leading to a better understanding of differentiation by design. The
purpose of this chapter is to shed light on aesthetics and creativity, two important
processes at play during design thinking. Our conceptual framework now under-
scores the need for empirical research in seeking to understand the mechanisms
underlying design thinking and aesthetically appealing designs. We hope that fur-
ther studies will conduct experimental work both in the field as well as in controlled
settings, using psychometric, behavioral, and neuroimaging methodology.

Acknowledgments The authors thank the Hasso Plattner Foundation for a generous grant to
conduct research on the psychological and neural basis of design thinking. The authors are also
thankful for helpful comments from Ingo Balderjahn, Brian Knutson, Roderick M. Kramer, Larry
Leifer, Bryce Merritt, Mark Schar, Barbara Tversky, and the participants of several workshops
of the Hasso Plattner Design Thinking Research Program held at Stanford University and the
University of Potsdam. This research was conducted at Stanford University.

References

Aharon, I., Etcoff, N., Ariely, D., Chabris, C. F., O’Connor, E., & Breiter, H. C. (2001). Beautiful
faces have variable reward value fMRI and behavioral evidence. Neuron, 32(3), 537–551.

Amabile, T. M. (1983). The social psychology of creativity: A componential conceptualization.
Journal of Personality and Social Psychology, 45(2), 357–376.

Amabile, T. M. (1996). Creativity in context. Boulder, CO: Westview.
Amabile, T. M., Conti, R., Coon, H., Lazenby, J., & Herron, M. (1996). Assessing the work envi-

ronment for creativity. Academy of Management Journal, 39(5), 1154–1184.
Arnheim, R. (1943). Gestalt and art. Journal of Aesthetics and Art Criticism, 2(8), 71–75.
Baumgarten, A. G. (1735). Meditationes philosophicae de nonnullis ad poema pertinentibus, dis-

sertation, University of Halle.
Beckman, S. L., & Barry, M. (2007). Innovation as a learning process: Embedding design thinking.

California Management Review, 50(1), 25.
Berlyne, D. E. (1971). Aesthetics and psychobiology. New York, NY: Appleton-Century-Crofts.
Berlyne, D. E. (1974). Studies in the new experimental aesthetics: Steps toward an objective psy-

chology of aesthetic appreciation. Washington, DC: Hemisphere.
Bhattacharya, J., & Petsche, H. (2005). Drawing on mind’s canvas: Differences in cortical integra-

tion patterns between artists and non-artists. Human Brain Mapping, 26(1), 1–14.
Brereton, M., & McGarry, B. (2000). An observational study of how objects support engineering

design thinking and communication: Implications for the design of tangible media, CHI 2000,
217–224.

Brown, T. (2008). Design thinking. Harvard Business Review, 86(6), 84–92.
Bruner, J. S., & Postman, L. (1947). Emotional selectivity in perception and reaction. Journal of

Personality, 16(1), 69–77.
Brunner, R., Emery, S., & Hall, R. (2009). Do you matter? How great design will make people love

you company. Upper Saddle River, NJ: FT Press.



Product Differentiation by Aesthetic and Creative Design 55

Bucciarelli, L. L. (1988). An ethnographic perspective on engineering design. Design Studies, 9(3),
159–168.
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Part II
Understanding Design Thinking
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Abstract The use of media within the process of designing new products has not
been directed by rigorous research findings. In this chapter a media-model frame-
work is discussed, which categorizes media according to levels of resolution and
abstraction. This framework can be used to assess characteristics of various models
and as a general guide for discerning differences between media types. Design-
ers can utilize the media-model framework to make informed judgments about
appropriate prototyping and modeling approaches within various stages of the de-
sign process. New research in the application of media-models to Business Process
Modeling (BPM), which traditionally employs electronic media (in the form of com-
plex computer-generated flow-charts) aids in the generation of Business Process
Models. This research has resulted in the development of an innovative modeling
tool, called Tangible Business Process Modeling, or TBPM.

Keywords Media models · Media cascades · Prototyping · Tangible media
· Business process modeling

1 Introduction

Our research investigates the unexamined assumptions that underlie the use of media
in current design practice. The object of this type of investigation is to ether debunk
best practices or to find a scientific basis for them. Can we find rigorous frameworks
in order to make informed choices in the course of product or service development?

The hypothesis that we have examined this year concerns the use of rough
prototypes in early product development cycles and has two parts (Frederick 2007;
Buxton 2007):
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Rough sketches and prototypes yield paradigmatic changes in a model and
high-resolution renderings and models yield parametric changes in a model.

If we can establish these postulates as true, the next step is to develop an in-
structional framework which can inform intelligent design and implementation of
prototyping strategies to improve product and service development.

Our research led us to explore several domains, including cognitive science, de-
sign theory and methodology, science and technologies studies, economics, and
information technology. We have been fortunate to have the opportunity to work
closely over the past year with business process modeling researchers at the Hasso-
Plattner-Institute in Potsdam. This partnership enabled us to collaboratively design
a tool to assist designers and business managers in applying the framework we
developed, and to test it in both Stanford and Potsdam to see if our assumptions
were correct. This collaboration was particularly helpful in assisting the transfer of
mechanical engineering design practices into the domain of business process mod-
eling. This in turn, deepened our understanding of how shared models work and led
us to make adjustments to improve our framework.

2 Media Models and Media Cascades

During the initial phase of our investigation, we looked at the properties of the media
that design engineers use during product development. Specifically, we examined
the resolution of shared models and the kinds of conversations practitioners reported
during development meetings. Observations in the field led us to posit that, while
resolution was a critical factor in unpacking shared models, another factor was at
work, which we identified as abstraction.

2.1 Resolution

By resolution we mean the level of refinement or granularity that can be observed
in the fit and finish of a shared representation.

Figure 1 shows two shared representations used in the development of a test car
at a major university in the United States. The sketch of the car on the left exhibits
lower resolution than the CAD model on the right.

2.2 Abstraction

By abstraction we mean amplification through simplification, or pulling specific
characteristics out of context. This includes the notion of deliberately translating
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Fig. 1 Low- and high-resolution depictions of an experimental vehicle

Fig. 2 High and low material abstraction in research vehicle

something that is familiar into something unfamiliar. We have observed four classes
of abstraction:

1. Material, e.g., material construction
2. Formal, i.e., shape or appearance
3. Functional, e.g., “works-like”
4. Mathematical, e.g., dimensions, optimization

Figure 2 presents an example of two levels of abstraction. The wooden car on the
left is more abstract than the steel car on the right. The explicit rationale that went
into choosing wood as a material to prototype the car was so designers wouldn’t fall
into the trap of thinking about how cars are typically designed. The team supervisor,
a well seasoned design engineer, felt that using steel would limit choices. This is an
example of how abstraction can make the familiar unfamiliar.

2.3 Media Cascades

Hundreds if not thousands of representations are enlisted in the development of new
products. We have coined the term media-model to refer to a single representation
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Fig. 3 A media cascade from a student project

Fig. 4 Media-models framework

in the arc of new product development. Media-models are characterized by the
dimensions of resolution and abstraction. We have appropriated Bruno Latour’s no-
tion of “cascades of media” to describe the sequence of representations though
which projects develop and unfold in different media during the course of a devel-
opment cycle, and which we refer to as a media-cascade.

Figure 3 depicts some highlights of a media cascade from a student project, a
binding for a snowboard. Shown here are product briefs, rough sketches, rough pro-
totypes, CAD models, functional prototypes, and an actual working model. Rather
than seeing these representations as examples of different classes, we see them as
different examples of the same class, media models, and we examine how they differ
in respect to abstraction and resolution.

2.4 The Media-Models Framework

Figure 4 shows the framework for media models as a conceptual 2×2 matrix. CAD
models are both highly abstract and highly resolved. In CAD rendering, specific and
actual physical things are reduced to geometric boundaries, or lines, which have no
specific material existence. CAD models refer to an entire class of objects, not one
real object. In this respect they are highly abstract. CAD models are highly resolved
in that they clearly define features and tolerances. There is little or no ambiguity in
a CAD model. Instead, design engineers enlist CAD to reduce uncertainty.
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Rough sketches and prototypes exhibit low resolution and varying levels of
abstraction, depending on the context in which they are used. For example, we con-
sider a sketch to be more abstract than a physical model in the context of designing
a physical object. The rationale here is that the three dimensions of the physical
object are reduced to two dimensions in the sketch. In the case of the wooden car
prototype, the material itself is leveraged as an abstraction to pull out specific design
constraints that are invoked by steel.

Note that we consider manufactured products to be highly resolved and not at all
abstract. We assume here that the product development has undergone numeric op-
timization before manufacture. We say that manufactured products are not abstract
because they are the actual things.

2.4.1 Completion

Media-models only present a slice of an actual or finished project, and therefore
present a profile of incompleteness. A media-model’s profile of incompleteness al-
lows design engineers to fill in the presented gaps. Thus, media-models encourage
different levels of completion in order to frame discussion.

Media-models may be classified into three categories - ambiguous media, math-
ematized media, and hybrid media. Each class encourages a different kind of
completion.

2.4.2 Ambiguous Media

Ambiguous media, such as rough sketches and rough physical prototypes, serve as
a scaffold for engineers to fill in the gaps, and are completed as engineers posit
many possible formulations of the problem. They are pluri-potential objects, and
may express as variants depending on the experience and knowledge of each design
engineer who works with them. They encourage divergent conversations (Fig. 5).

The objects say: I am not the real thing. I am an ephemeral notion.

Fig. 5 Ambiguous media
prototype for a
communication device
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Fig. 6 Mathematized media, CAD model of a device for analyzing material

2.4.3 Mathematized Media

Mathematized media, maps, and highly realistic images are completed through
refinement of what is presented. Thus they encourage convergent conversations.
These media-models present themselves as sacrosanct, and seem to resist substantial
changes (Fig. 6).

The objects say: I am the real thing. I am the underlying, unchanging truth of
the thing.

2.4.4 Hybrid Media

Hybrid media allow several kinds of operations and discussions. Media-models in
this category are in the sweet spot for design engineers. They often involve using
physical interfaces in conjunction with high-level frameworks. This has proven to
allow a flexible exploration of how different elements relate to one another. Design
engineers are able to move elements to see how they fit into frameworks, as well
as change frameworks to see how they describe phenomena. Hybrid models often
involve combinations of different media, such as photographs, drawings, and text.
The type of media enlisted in hybrid media has an effect of how the model is com-
pleted. Mathematized elements tend not to get changed, while ambiguous elements
invite change of the element (Fig. 7).

The objects say: I am about provisional relationships among things.
To summarize:

Ambiguous media-models afford paradigmatic shifts.
Mathematized media-models afford parametric adjustment.
Hybrid media-models afford understanding and changes in relationships.
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Fig. 7 Hybrid media,
physical objects with text
narrative on a 2×2

We have observed that successful design projects employ many kinds of
media-models, or have a broad bandwidth of media-models. This is because the
varying kinds of media-models engender different kinds of thinking and different
kinds of exploration. It is through the translation form one kind of media-model to
another that insight is gained, and the project is moved forward.

On the other hand, some media-cascades are characterized by a limited band-
width of media-models. Design engineers may make more judgments with six CAD
models than with one, but they are making the same kind of judgment, and are
engaged in the same kind of thinking. This can also be said of media-cascades con-
stituted of a single, homogeneous material, such as white foam core.

3 Cognitive Strategies

It is through the agency of media-models, which serve as cognitive prostheses, that
various kinds of thinking occur. Insight is gained by the translation of concepts
into media that embody different levels of resolution and abstraction. Successful
product development is dependent on the ability of a design team to employ different
cognitive strategies.

The underlying assumption here is that by moving the choice of representation
around the media-models framework, design engineers can benefit from different
kinds of thinking. As mentioned, highly resolved, abstract media is associated with
parametric adjustment. Media that exhibits low levels of resolution and high levels
of abstraction is associated with paradigmatic shifts. In order to understand these
phenomena, we turn to contemporary findings in cognitive science and to an exper-
iment of our own.

Andy Clark has pointed to research that indicates that certain kinds of thinking
cannot occur unless subjects’ hands actually move (Clark 2008). Clark asserts that
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much of what we consider to be thinking happens in the hands as well as the mind.
Clark’s research suggests that thinking doesn’t happen only in our heads but that
“certain forms of human cognizing include inextricable tangles of feedback, feed-
forward and feed-around loops: loops that promiscuously criss-cross the boundaries
of brain, body and world” (cf. Clark 2008, p. 129f). In other words, the media itself
has an effect on how and what design engineers can think.

Cognitive scientist Barbara Tversky has observed that when presented with rough
sketches, experimental subjects engaged in what Tversky calls sketchy thinking
(Tversky et al. 2003, 2006), or the ability to think conditionally, or roughly. Other
work in cognitive science has investigated the fitness of representations. Accord-
ing to the Cognitive Fit theory, the way the problem is re-presented determines the
thinking model applied (Agarwal et al. 1996; Vessey and Galletta 1991). All of this
research supports the notion that the kind of media and the characteristics of the
media with which people engage have a profound effect on how they think and
consequently on the nature of their conversations.

4 Experimental Data

We performed an experiment in order to test some of the assumptions that underlie
the media-models framework. We videotaped four teams of three members in two
redesign tasks using two different stimuli. One stimulus was a CAD model of a
device intended to analyze the properties of material (Fig. 8). The other stimulus
was a rough physical prototype of a device intended to project a voice to a specific
user (Fig. 9). Instructions were deliberately left vague, in order to see what effects
the stimuli would have.

50 mm 50 mm

50 mm

50 mm

30 mm

80 mm

13 mm

13 mm

9 mm9 mm

DISPLAY SCREEN FOCUS RING SAMPLER DATA SELECTION

29 mm 29 mm

Fig. 8 Experimental stimulus, CAD model
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Fig. 9 Experimental
stimulus, rough physical
prototype

Our instructions for the CAD model were, “Do whatever is necessary to take
the model forward. This product enables you to analyze and identify the material
composition of objects.”

Our instructions for the rough prototype were, “Do whatever is necessary to take
the model forward. This product enables you to project your voice to a specific
target.”

4.1 Results

The results were for the most part what we expected. The CAD model generally
led to convergent conversations, meaning only parametric changes in the model,
or the addition of features. Discussions pertaining to the rough prototype generally
led to divergent conversations, which suggested big changes in the model, including
adding functionality, as well as frequent additions of features. However, when teams
deviated from the norm, we got a close look at how teams innovate and how media
supports innovation.

When teams suggested paradigmatic changes in the presence of the CAD model
they made lots of rough sketches and prototypes. In a very real way, they covered the
CAD rendering with rough sketches. This had the effect of giving the CAD model
a cognitive vote, but not a veto. This reinforced our assumptions about the effect of
objects on conversations.

4.2 New Insights

We also noted several behaviors that were unique to these teams:

1. Statement of intention
2. Asking process questions
3. Envisioning user scenarios
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4. Enacting user scenarios
5. Combining metaphors (It’s like X+ Y)
6. Experiencing eureka moments (“Ahhh!”)

4.2.1 Statement of Intention

When teams were able to deviate from the norm of convergent conversations while
engaging with a CAD model, they explicitly agreed that they intended to change
the model completely. Other teams either never agreed on what they intended to do,
or agreed to improve the existing idea. An example of strongly stated intention is,
“. . .[Let’s] throw out this design all together.”

4.2.2 Asking Process Questions

We noted a significant increase in the number of process-oriented questions in the
conversations of the teams who deviated from the norm. Process questions refer to
how the team will approach the problem, rather than focusing on the problem itself.
An example of this is, “Do we want to make assumptions about whether this is used
in the field or in the lab?”

4.2.3 Envisioning User Scenarios

User scenarios differ from use cases in that the latter are generic assumptions about
a class of users and don’t take into account specific circumstances of engagement.
An example of a use case would be, “archeologists could use this.” The conversa-
tions of all teams with both stimuli contained numerous examples of use case. The
conversations of teams who deviated from the norm also included numerous depic-
tions of user scenarios. User scenarios tend to concern an actual user in a specific
situation, often described with rich sensate detail. An example of a user scenario
is, “This is so cool that people will want to use it doing anything. They’ll use it
all the time. They’ll be going home and they’ll steal it from work. . .What’s in my
counter top. . .”

This insight led us to postulate a mechanism for how radical change to a model
occurs. We refer to these changes as “K–C Transits”, that is “Knowledge to Concept
Transits”, invoking Hatchuel and Weil’s work on C–K Theory (Hatchuel and Weil
2002) (Fig. 10).

The Cad model may be considered to be an anchor object when it is the single
reference point that influences the conversation. When teams generate several user
scenarios, they loosen the authority of the anchor object, and the user scenarios
themselves become new anchor objects, affording new perspectives that allow the
team to make changes in the CAD model, which is now a mutable object.
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Fig. 10 Mechanism for K–C Transit

4.2.4 Enacting User Scenarios

Enactment is a phenomenon related to user scenarios, and often occurred in the
course of describing a user scenario. Enactment can be observed when team mem-
bers act out the use of an object. This can occur by either pantomiming the action or
using a proxy object like a water bottle or a cell phone to represent the object while
enacting a scene in which the object is being used. Here again, we found numerous
examples of enactment in teams that made paradigmatic shifts with CAD models.

4.2.5 Combining Metaphors (It’s Like X+Y)

It’s like X + Y involves combining two example metaphors, and seemed to occur
in conjunction with enactment. When teams used single instances of metaphor to
describe how a stimulus was thought to work, we observed that functional changes
would be made to the model. However, when two metaphors were combined, we
found that paradigmatic changes in the model occurred. For example, one team
combined the metaphor of a scanner with the metaphor of a glove during an enact-
ment and came up with a new notion that was a radical departure from the form of
the device in the CAD rendering.

4.2.6 Experiencing Eureka Moments (Ahhh!)

In teams that achieved their explicit intention to change the model, a moment of
excitement and recognition occurred. The teams seemed to have co-crafted a new,
shared vision. Outbursts of “Oh yeah!” and “Ahhh!” were recorded, and these teams
set about hammering out the details of the vision.

5 Tangible Business Process Modeling

The development of Tangible Business Process Modeling (TBPM) began in
response to information deficits in process elicitation. A year ago, our colleagues
at the Hasso-Plattner-Institute approached us in order to collaborate on solving the
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problem of how to get meaningful information about processes from end users.
Software implementations are only as good as the blue prints (process models) upon
which they are based, and theirs depend on solid, nuanced end user input. Current
elicitation practices rely heavily on end-user interviews, which have yielded less
than satisfactory results (see Grosskopf and Veske, Sect. 2): when confronted with
a formal business process model and a narrative, which embodied a distillation of
the interview, most end users found themselves at a loss. Hundreds of thousands of
dollars are typically spent on software implementations of the knowledge contained
in process models based on interviews, only to find that important information was
missed.

5.1 The Media of BPM

When we examined the media (Fig. 11) that was in use during the process model
development, we noted that BPM media-cascades are overwhelmingly weighted to-
ward highly abstract and highly resolved media-models (Fig. 12). We were anxious
to see if adding media-models with a different profile of abstraction and resolution
would help solve the problem. IT was new ground for us, as we had been accus-
tomed to dealing with physical products and services, and not used to translating
user input into process models.

In working with business process model researchers, our driving question was,
“How can we engender better conversations among the stakeholders (domain ex-
perts and process experts) by consciously shifting the BPM media-models around
our framework?” We felt that working in a new area was a perfect way to test our
framework in a real world arena. In the course of addressing this question, we made
unexpected discoveries about media-models and how they worked.

Fig. 11 BPMN process model
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Fig. 12 BPMN media-models

5.2 Intermediary Objects

A second, related question we tackled concerned a close relation to the media-model
framework. (Eric Blanco has found that representations serve as intermediary ob-
jects Blanco et al. 2007; Boujut and Blanco 2003), which act and are acted upon in
the network of design practices and which permit distributed cognition. According
to Blanco, shared models may be considered as enlistment devices, either allowing
or barring access to collaborative participation. Media that allows collaboration is
open and media that restricts collaboration is closed.

Often, the modeling that is done with software can be considered closed, as it
keeps control of the model and possible changes in the model in the hands of a
few people that are experts with the software tool. Another characteristic of closed
models is that they contain little or no explicit affordance inviting change from
stakeholders.

The media of BPM has little affordance for direct user involvement. Process
experts own and drive the model. As a result, domain experts are left to watch. This
means that they have difficulty accessing the kinds of thinking that hands-on work
fosters. Thus, our second question became, “How can we create an open media in
order to give direct involvement to BPM end users?”

5.3 Development of TBPM

We went through several iterations of prototyping strategies in the course of devel-
oping Tangible Business Process Modeling, or TBPM (Fig. 13).
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Fig. 13 Media-models used in the development of TBPM

Fig. 14 Role-playing with Legos
TM

5.3.1 Role-Playing with Legos
TM

Our early explorations into changing the media of BPM centered around the notion
of getting process experts and domain experts to engage in role playing using

Lego
TM

blocks to represent stakeholders and their places of work (Fig. 14). In re-
spect to the media-models framework, this is a move away from high abstraction and
high resolution (Fig. 13). While not as concrete as actual enactments, these medi-
ated simulations encouraged players to gain empathy and insight with other players.
We also found that the simulation was often cumbersome, encouraging a level of
process detail that seemed unnecessary.
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Fig. 15 Interview using Post-It R© Notes

5.3.2 Post-It R© Notes

In another experiment, we enlisted a favorite media of design thinking practitioners,
Post-It R© Notes (Fig. 15). We found that Post-It R© Notes served as an excellent
memory aid for domain experts in recalling the steps of their processes. This type
of media also provided an object that both the domain expert and the process expert
could point to for clarification. One significant shortcoming to Post-It R© Notes, we
found, was that it failed to frame the elicited process in terms of BPM. This meant
that domain experts failed to develop insight into BPM structures, insights which
we believe would be central to breaking down the barrier to informed involvement
in later stages of process modeling.

Even though Post-It R© Notes are easily moveable and rearrangeable, they did not
seem to encourage domain experts to express their processes in terms of parallelism
or alternatives. Post-It R© Notes allowed domain experts to quickly enumerate the
steps of their process, but did not lead to greater depth in their understanding. When
domain experts were asked if there was anything else they would like to share about
their processes as laid out in Post-It R© Notes, few if any changes were made.

In respect to the media-models framework, Post-It R© Notes are less abstract and
less resolved than traditional BPM media (Fig. 13). Our observations of domain
experts and their conversations when using Post-It R© Notes support our laboratory
findings about media and conversations in design teams.

5.3.3 Systems Modeling Objects

In our next iteration, we made a set of acrylic blocks based on Systems Model-
ing Language (Odum 2004; Meadows 2008). Domain experts and process experts
could use dry erase markers and write directly on the acrylic blocks (Fig. 16). Users
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Fig. 16 Interview using systems modeling objects

Fig. 17 TBPM elements and interview with TBPM

reported that the pieces were gratifying to handle, and that it was easy to make
changes in their renditions of their processes by sliding the pieces around the table.
With respect to the media-models framework, tangible systems modeling objects
constitute a move towards less resolution and less abstraction than traditional BPM
media (Fig. 13).

We found systems modeling rubric to be somewhat arbitrary in respect to BPM.
Why not try a tangible set based on BPM Notation? While this may seem obvious
in retrospect, it was not a clear choice to begin with.

5.3.4 Tangible Business Process Modeling (TBPM)

In our current instantiation of BPM media, TBPM, we translated four basic BPMN
shapes into tangible acrylic pieces (Fig. 17). Virtually all other BPMN shapes could
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be made form these four basic shapes by writing on them with dry erase marker.
With TBPM, the table itself becomes an explicit player, upon which BPM swim
lanes are drawn, along with lines connecting activities.

Experimental subjects who had used TBPM elements had the benefits of a mem-
ory aid. However, they were able to frame their experience not simply as steps, as
with Post-It R© Notes, but as a process, which included an understanding of par-
allelism and alternatives, achieved by placing TBPM elements above one another.
The final question, “Is there anything else you would like to add?” led to numer-
ous adjustments and changes, including exceptions to the process they had not yet
reported.

When we observed interactions between domain experts and process experts, we
found the heightened level of involvement of both parties striking. Domain experts
easily grasped fundamental BPM concepts, noting parallelism and alternatives in
their processes. At the end of modeling sessions, when asked if there was anything
else they would like to share, domain experts dug more deeply into their processes,
noting details, exceptions, and making changes.

We were also surprised to learn that interviewers exhibited a higher level of en-
gagement with the domain expert than they did in standard interviews or interviews
conducted with Post-It R© Notes. We speculate that this was due to two factors: using
a shared physical object, and using a domain specific representation.

Interviewers were able to focus on the unfolding of the process without at-
tempting to hold all the disparate pieces in their memory or having to concentrate
on writing down responses to questions. Furthermore, because TBPM is domain
specific, the burden of interpreting data was lifted, since much of the work of in-
terpretation happened on the table. It seems that our bias toward the end user in
user-centered design obscured the fact that there was more than one kind of user in
the equation. We realized that the interviewer, or process expert, is a user as well.

In respect to the media-models framework, TBPM is an example of hybrid media,
tangible elements on a loosely rendered timeline. While more abstract and more

resolved than our first attempt, role-playing with Lego
TM

, TBPM is less resolved
and less abstract than traditional BPM media (Fig. 13).

One of the most enjoyable outcomes of our work with HPI was the unexpected
learning we gained. The biggest insight showed us the importance of domain-
specific instantiations of media-models. Having worked almost entirely in mechan-
ical engineering design, we took for granted that the media-models we used should
be situated in that practice. It took some time to realize that we had to create media-
models that were specific to BPM. Through framing the media of TBPM as a process
model, we found that end users could frame their experience also as a process with
very little training. This made it much easier for them to understand and give mean-
ingful feedback when they were presented with formal process models.

The comparison of TBPM and Post-It R© Notes told us that simply having mov-
able objects did not make for meaningful interviews. In order to be effective, shared
media needs to be tuned to the domain in which it is situated.
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6 Conclusion

While our research is still in the early stages, the media-models framework has
been a successful guide to navigating the landscape of shared media. Through the
empirical investigation of shared objects, we have brought a modicum of research-
based rigor to the perceived best practices of the engineering design community.

The media-models framework has been particularly useful in identifying the
“missing media” in BPM practice. As detailed in this paper, traditional BPM relies
heavily on highly abstract and highly resolved media, such as flow charts and well-
formed narrative. Media of this sort has been shown not to support paradigmatic
shifts in the shared model, a necessary component of innovative design thinking.
Furthermore, the media of traditional BPM has been “owned” by process experts,
which has the effect of barring domain experts from participating in uncovering their
implicit processes.

In response to our first question, “How can we engender better conversations
among the stakeholders (domain experts and process experts) by consciously mov-
ing the BPM media-models around the media-models framework?” we have found
that by translating traditional BPM media into media characterized by lower res-
olution and lower abstraction, we have made a more flexible media that supports
exploration and negotiation amongst stakeholders.

As for the second question, “How can we create an open media in order to give
direct involvement to BPM end users?” TBPM explicitly delivers control of the
model into the hands of all participants at the table, allowing the ability to “think
with their hands” as they work out what the nature of their implicit process is. TBPM
affords moving, rearranging, adding, and putting aside its elements.

7 Future Work

More work remains in the development of a robust TPMN toolkit and methodology.
Process improvement is a facet of BPM that is particularly interesting to us. We
believe that TBPM will prove to be a strong tool for process improvement among
existing stakeholders. However, a broader perspective may serve process improve-
ment. To that end, we are exploring Customer Value Chain Analysis (Donaldson
et al. 2006) with the TBPM toolkit. It is our desire to develop media and method-
ologies which support a generative approach to modeling the Customer Value Chain
(CVC) in contrast to an analytic approach. Though physical embodiment of rela-
tions, time, and effort we hope to uncover pain-points for stakeholders. This in turn
will allow designers to explore alternatives to the current CVC. The insights gleaned
from this approach can be channeled back to TBPM as a framework for making
global improvements to process models.
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The Co-evolution of Theory and Practice
in Design Thinking – or – “Mind
the Oddness Trap!”

Julia von Thienen, Christine Noweski, Christoph Meinel∗, and Ingo Rauth

Abstract In Design Thinking, theory and practice are closely interconnected. The
theory serves as a blueprint, guiding companies in general and design teams in par-
ticular through the design process. Given such a close interrelation of theory and
practice, we argue that Design Thinking research needs to be set up in a particular
way too. This setup ties in with Design Thinking process models: To attain ever
more befitting design solutions, prototypes are supposed to be tested and refined.
Correspondingly, Design Thinking research should help to test and refine theory
elements of Design Thinking. Researchers may serve as “dialogue facilitators,” aid-
ing the community of Design Thinkers to intensify their “dialogue” with empirical
reality.

To provide reliable data on issues of central concern, we have tested experimen-
tally two widely held convictions in the field of Design Thinking: (1) Multidisci-
plinary teams produce more innovate design solutions than monodisciplinary teams.
(2) Teams trained in Design Thinking (by the D-School) produce more innovative
solutions than untrained teams. In addition, degrees of communication problems
were assessed. While both “multidisciplinarity” and “D-School training” have been
associated with more unusual design solutions, with respect to utility a different
picture emerged. Thus, hotspots have been identified that may stimulate some pro-
ductive refinements of Design Thinking theory.

1 From Design Thinking to Design Thinking Research

How should teams approach design challenges? What do students need to learn to
tackle design challenges successfully? With increasing frequency, Design Thinking
is called upon to help answer these questions. Used by multiple big companies such
as SAP, P&G, IDEO or GE Healthcare, accompanied by a lot of media attention and
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propelled by an increasing number of training institutions, Design Thinking seems
on its way to become the state-of-the-art innovation method. And yet, we understand
only little about what really matters for it to be successful.

In the armchair we may think about these issues, but many crucial questions will
remain unanswered. Those who truly wish to know will have to confront the real
world: Careful empirical analyses are in place! With this thought in mind, we de-
cided to make a real job of it – and put fundamental assumptions of Design Thinking
to an experimental test.

Naturally, in the booming, buzzing field of Design Thinking there are innumer-
able aspects that warrant careful scientific investigations. Of course, one might just
cherry-pick some questions, selecting the issues according to personal interests. Yet,
the research ought to take into account the interests of people working in the field
as well, or shouldnt it? So, we made it our first empirical research task to scan in
a somewhat broader fashion the interests, hopes and worries of experts in the field.
But sure enough, there was some trouble ahead: While the term “Design Thinking”
seems to allude to a common set of practices and a common theoretical matrix,
the experts held ready an astonishing variety of understandings. What does that
imply for the task of testing empirically central assumptions of Design Thinking
theory? Our answer will be an outlook on research endeavours particularly designed
to match the characteristic relation of theory and practice in Design Thinking. It will
be the basis we start from and return to in our experimental work.

2 Experts Revealing What They Think About Design Thinking

In the winter of 2009, we had the opportunity to speak to a number of Design
Thinking experts and conducted a series of guideline interviews of about 1 1

2 h each.
In this context, we wish to thank once more members of IDEO, the Design Services
Team of SAP, design consultants from Procter & Gamble and Palm as well as mem-
bers of the staff and teachers of the Design Schools in Potsdam and Stanford. The
interviews focussed on three major issues:

1. The definition and understanding of Design Thinking (the process and its meth-
ods) as well as prototypical conflicts in Design Thinking projects

2. needs regarding the work environment and tools
3. successful team orchestration and its specific needs

Key insights were synthesized using storytelling and clustering techniques within
the project team. Papers have, or will be published on each of the topics. Here, we
shall briefly review those issues that helped to shape our further approach within the
HPI research program.

What stroke us as most momentous for the whole enterprise of Design Thinking
research was the grand variety of understandings across experts in the field:
The interviewees did not convey a common understanding of Design Thinking.
They specified differing process models and named differing methods as crucial
elements of the design process.
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We found, for example, opposite beliefs regarding the question whether design
work should be outsourced or not. According to some experts, design teams need
to work outside of common business contexts to avoid being “captured” in their
routines. These experts argue that creative freedom needs to be maximized. Ideally,
the development of new design ideas should therefore be outsourced. Other leading
experts prefer integrative approaches where managers set up teams by bringing to-
gether employees from different departments. This way, a single team may attend
a project from the earliest up to the latest stages. While different departments are
responsible for different steps in the design process (e.g., idea generation versus fi-
nal implementation), representatives of all departments are joined in the responsible
design team right from the start.

To mention another point of divergence, some experts highlight the pivotal im-
portance of individual genius. Others believe, however, that individual genius is
comparably unimportant when it comes to predicting the success of a design project.
Instead, they say, teams need to be assembled according to sophisticated theories so
as to combine particularly “matching” characters and competences.

Interestingly, the experts did not only differ in the concrete approaches they pre-
ferred. They explained their understanding of Design Thinking on different scales
and reflected upon differing academic discourses. Obviously, there is no common
set of beliefs (yet) associated with Design Thinking. Rather, there are differing lines
of debate as well as differing practices. To what extent we should strive to bring
them together is an interesting question by itself.

Apart from considerable differences in the general understanding of Design
Thinking, there were – fortunately! – a number of important commonalities too.
Without any such visible connecting factors it would be hard to see how Design
Thinking could be studied as a collective enterprise.

A strong focus on user needs is considered essential across the board and the
aim of true innovation is a shared concern. Design teams should not just head for
quantitative improvements (such as devising a memory stick with yet more stor-
age capacity, applying well known technologies). They should also be able to bring
about qualitative improvements (e.g., by devising new technologies that are more
potent or by developing solutions that make memory sticks superfluous altogether).
That is, design teams should reconsider initial design challenges (“reframing”):
They should try to understand what the users’ true needs are. Then, they should
consider a whole variety of approaches, including (and quite essentially so) uncom-
mon ones, the so called “wild ideas.” In a continuous dialogue with the users, a
solution shall finally be worked out that suits the users’ needs particularly well.

Another aspect that many Design Thinkers view as central is the academic diver-
sity of design teams. Commonly, multidisciplinarity is considered a good choice.
Teams are supposed to be academically diverse so that they may integrate impulses
from many different domains. It is assumed that multidisciplinarity is particularly
well-suited to foster true innovation.

Next to multidisciplinarity, other factors are thought of as crucial for team
performance too. In particular, many interviewees stressed the importance of a pos-
itive communication culture.
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In sum, the experts named a number of common concerns. But, strikingly, they
did not sketch out a common theoretical matrix associated with the term “Design
Thinking.” This is a finding that should occupy us! Given the cloudy theory structure
of Design Thinking, what are we to expect of Design Thinking research?

3 Telling Differences, Illuminating Parallels

Traditionally, theories are considered to be systems of axioms: There are a couple
of fundamental propositions from which everything about the field of interest may
be deduced. When a scientist refers to “the theory,” he refers to its set of axioms.
Correspondingly, accepting a theory means to accept “the axioms.” With this clas-
sical picture in mind, there seems to be something quite worrisome about Design
Thinking. If it is a theory – or builds on a theory – where are its axioms? As became
all too clear in the expert interviews, there is no common set of propositions that De-
sign Thinkers accept in virtue of their expertise. There are some shared convictions
that may be understood as guiding theoretical ideas. But, they certainly do not cover
the whole domain of interest. Apart from that, rather than there being fundamen-
tal assumptions, there are shared centres of concern: Usability, multidisciplinarity,
unusualness (“go for the wild”), reframing of original tasks – to name some in a
random order. Experts occasionally disagree as to how important each issue is in
differing project phases. But they routinely monitor and discuss them. Now, what
does the lack of a classical theory-structure mean for Design Thinking? Is it non-
professional after all? Is it in such an early stage of its development that it has not
even managed to produce a meagre axiomatic system?

We, in contrast, believe the “axiomatic system” is a misguided ideal for Design
Thinking. There are good reasons for the open theory-structures that characterize
Design Thinking today. These open structures are sensible, but nonetheless they
may – of course – be improved. To see how the structures make sense and what
likely aims there may be for improvements, it seems a good idea to scan the aca-
demic field for domains with similar challenges.

Musicology, for instance, does have some interesting parallels to Design Think-
ing. First of all, its subject is something productive and creative: Musicologists study
pieces of music and their composition just like academic Design Thinkers study de-
sign solutions and their coming about.

When looking at – say – pop songs, music theory serves a dual function. On the
one hand, it describes songs. On the other hand, by working out and comparing song
patterns the theory provides a blueprint how songs may be composed (successfully).
For example, there typically is an intro, then strophes and the chorus alternate, there
are bridges, breaks and, finally, an ending. Longer instrumental interludes are typi-
cally placed in the second half of a song, not the first.

Yet, such a scheme is not enough for a song. Individual musicians have to fill
in the blanks. Novices in particular may profit from following strictly the blueprint
they are given. But experts (or: visionaries) may produce masterpieces by breaking
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the rules. Some of the time, they thus establish new patterns that other musicians
will use fruitfully in the future.

In Design Thinking, things are not all that different. Design Thinking theory
serves a dual function as well. It helps to describe and analyse design projects (e.g.,
does reframing happen at some point? What does the team do and when to ensure
usability?). Design process models convey standards as to which phases there are
and in which order they be put. They also encompass methods that may be invoked.

When a design team orchestrates its own project, it may well profit from given
schemes. But sure enough there are blanks to fill in. (For instance, “Here we are in
the research phase. We have methods A through H at our hands. Which shall we
pick? How exactly shall we proceed?”)

As Design Thinkers grow more and more experienced, they may identify circum-
stances in which unconventional procedures seem more promising than standard
ones. Out they move of common schemes. They break the rules! If this happens, it
is an interesting case for Design Thinking theory. Such a “breaking of rules” should
not be generally damned. It is a precious test case. Maybe it fails. But if it doesn’t,
Design Thinking theory hits on an alternative whose potential is yet to be explored.

The parallels between musicology and Design Thinking illuminate two impor-
tant issues that we need to keep in mind to avoid working towards an inadequate
theoretical ideal.

The co-evolution of theory and practice. According to the classical understand-
ing, a theory is true if it describes the empirical world correctly. An unbridgeable
gap separates theory and world. Changing the theory will not change the world.

In the case of Design Thinking, as in the case of musicology, the gap is being
crossed all the time. Since the theory provides blueprints to practitioners, a change
in the theory is likely to change the empirical world itself. Theory and practice co-
evolve. In consequence, the question of whether or not Design Thinking theory is
true does not “function” in a conventional way. In many respects, Design Thinking
theory may be true for trivial reasons: Because it serves as a scheme according to
which practitioners proceed. Truth is cheep to have for Design Thinking theory in
these regards. And truth does not suffice.

Consider the two claims:

(a) The theory is true. True or false?
(b) The theory is (most) useful. True or false?

Conventionally, scientists ask whether claim (a) is maintainable. In the case of
Design Thinking, claim (b) seems to be the more fundamental, the more demanding.
It is the one whose correctness calls for rigorous empirical investigations.

Since theory and practice are meant to co-evolve, empirical evidence for a lack
of utility will not (and should not) lead to the rejection of claim (b). Instead, care-
ful analyses need to follow. Design Thinking theory – in particular: aspects of its
process model – may have to be modified to become ever more useful.

The researcher as a dialogue facilitator. What is the second issue we may – and
should – learn from the parallels between musicology and Design Thinking? In
our understanding, one more point is particularly important for a proper setting of



86 J. von Thienen et al.

goals. The example of musicology teaches us how fruitful it can be to have both
at the same time: An overall-open theory structure that may seem cloudy – yet a
rigorous precision in analytic conceptions.

On the one hand, it is clear that there are many ways to produce felicitous pieces
of music; and there are different music styles that may be just as appealing. In this
sense, it would be detrimental if musicology would specify one single theoretical
matrix according to which music ought to be produced. Musicological theory needs
to be open; it needs to be able to handle plurality and to incorporate new develop-
ments that the future will (hopefully) bring. This openness in theory structure does
not, however, imply that it is necessary or helpful to work with cloudy concepts
and claims. For example, think of notes and rhythms that do a marvellous job in
documenting and structuring something as elusive as played music! (Do you think
you could come up with just two concepts such that whole design projects could be
reconstructed on their basis? If you have some spare time, maybe sitting in a bus or
plain, why not give it a try?)

The aim of potent and precise analytic conceptions – despite of an overall open
theory structure – is, we think, an excellent target for Design Thinking as well.
While it is clear that Design Thinking theory needs to remain open to allow for new
developments, we should still strive to refine our analytical conceptions so that they
be ever more potent systematizing factors. We should also try to learn more about
our individual versus collective claims – and how well they are substantiated.

With this background understanding, we feel that some rather peculiar role befits
us, the researchers. We wish to serve as dialogue facilitators: We wish to help Design
Thinkers enter in an intense dialogue with empirical reality. What concepts, what
assumptions work well, which do not work all that well yet? The research ought to
put Design Thinkers in a position to sharpen their vocabulary and their fundamental
beliefs in a way that makes them ever-more adapt to reality, ever more fruitful.

4 Preparing a Look Behind the Curtain: Specifying Hypotheses

As there is no written out axiomatic system in Design Thinking that specifies crucial
assumptions one after the other, it is the researchers’ first job to pin down crucial
beliefs in the field. Our take in the last year was this: In general, it is assumed that
Design Thinking fosters innovation. After all, Design Thinking is supposed to be an
innovation method (or even: the state-of-the art innovation method). So, people who
have been trained in Design Thinking should produce more innovative solutions
than people who have not been thus trained.

Of course, there are multiple institutes who offer Design Thinking education. As
the Design Thinking Research Program in Potsdam and Stanford enjoys a close
cooperation with the D-Schools in Potsdam and Stanford, the Design Thinking
education we shall look at will be a D-School training. Our starting hypothesis may
thus be formulated more specifically: It is assumed that D-School trained teams
produce more innovative solutions than teams without this training. Additionally,
to consider one rather confined factor, we shall test the widespread belief that
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multidisciplinarity enhances innovation. If the belief is correct, multidisciplinary
teams produce more innovative solutions than monodisciplinary ones on average.

While the two hypotheses concerning D-School training and multidisciplinarity
are viable starting points, they need to be further refined. In particular, “innovation”
is such an abstract notion that it is too remote from potential measurement opera-
tions. In such a case, it is usually a good idea to break the abstract concept down
into disparate factors that may be assessed more easily. This is our take:

A design solution S1 is considered more innovative than a solution S2 if S1 is
more unusual as well as more useful than S2.

Given this clarification of what “innovative” means, both of the starting hypotheses
split into two more specific claims. These are the assumptions regarding D-School
education:

1. D-School trained teams produce more unusual solutions than teams without this
training.

2. D-School trained teams produce more useful solutions than teams without this
training.

Accordingly, two hypotheses may be formulated concerning multidisciplinarity:

3. Multidisciplinary teams produce more unusual solutions than monodisciplinary
teams.

4. Multidisciplinary teams produce more useful solutions than monodisciplinary
teams.

While there are ample reasons to believe that multidisciplinary teams will indeed
produce more innovative solutions than monodisciplinary ones on average, there is
at least one notable reason to believe the opposite – and it may be fruitful to consider
these reasons distinctly.

Experts who have been trained in the very same way of analyzing and approach-
ing a subject matter are likely to invoke the strategies they are all used to when
working on a new problem. Whatever work strategies are being used, by and large
they pave the way for some particular type of result while detracting from other
options. For example, imagine a team of chemists and a team of classical philolo-
gists who are to analyze a painting. While the chemists might take tiny samples of
the paint and find out which material components have been used, the philologists
might identify a scene from Greek mythology and reason backwards to the exact lit-
erary sources the painter had been exposed to. Given the specialized knowledge and
training of the experts, there seems no way that the philologists could hit on the work
results that chemists get and vice versa. Limiting oneself to a fixed set of (common)
work strategies usually means limiting oneself to particular types of (common) re-
sults. In multidisciplinary teams, however, the approaches that team members are
familiar with are likely to differ. Thus, there will be no immediate way of setting
about the task. Rather, team members will have to (re-)consider the approaches they
find convenient. In bargaining how to move on, they will have to detach themselves
from common practices – melding, merging, blending the strategies they know in
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a way that seems appropriate in the context of their current challenge. The broader
the domain of strategies experts are willing to consider, the broader is the domain
of results that their team may obtain. Insofar as new approaches are tried, the odds
increase that something rather unusual results. Thus, it seems likely that multidisci-
plinary teams produce more unusual results than monodisciplinary teams.

Regarding the second facet of innovation – usefulness – multidisciplinarity may
be all the more advantageous. After all, the development of useful solutions depends
upon knowledge, e.g., knowledge concerning the situation of users or knowledge
about technical options for realizing some particular idea. Imagine experts who are
equally well trained. Clearly, if they are all trained in the very same domain, the
knowledge their team disposes of is rather limited compared to the knowledge of
a team whose members differ in their fields of expertise. Thus, multidisciplinary
teams seem better equipped for developing useful solutions.

Yet, at the same time, there is a reason to believe that, on average, multidisci-
plinary teams will produce less innovative solutions than monodisciplinary ones.
Why that? Even if multidisciplinary teams have a greater potential for innovation,
communication problems might hinder them. It seems reasonable to expect that
communication will be more challenging in multidisciplinary than in monodis-
ciplinary teams. Just as people with differing academic backgrounds have been
trained to use different strategies when approaching a problem, they have also been
trained to use different concepts. The words they use may differ, the categories by
which they sort things in the world may differ and the implications associated with
one or the other categorization may differ as well. If design teams are unable to
work out a common conceptual ground, they may not be able to make good use of
the wide-ranging expertise of their team members. Thus, we decided to consider a
fifth hypothesis that may shed some light on important team processes in the design
process:

5. Multidisciplinary teams experience more communication problems than mono-
disciplinary teams.

At the same time, D-School training might well make a difference with respect
to communication success. D-School trained team members might – or rather: they
should – be able to handle potential communication problems, whether or not work-
ing multidisciplinarily. After all, it is assumed that they are particularly apt for
design work. Thus, they must not be thwarted or halted by potential communica-
tion obstacles. A sixth and final hypothesis is therefore:

6. D-School trained teams experience less communication problems than teams
without this training.

5 Why Experiments Matter

As preliminary considerations have been formulated, a choice needs to be made
as to how the subject matter shall be tackled empirically. In principle, two alter-
natives are available. Investigations can be experimental or non-experimental. Both
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approaches have their advantages as well as their disadvantages. The experimental
method has been devised to fade out or “oppress” all the factors potentially relevant
to an outcome except for those factors whose influences are to be investigated (as
specified by the hypotheses). Thereby, the relationship between the factors that one
takes interest in becomes maximally clear. But, naturally, one doesn’t find out any-
thing about the other factors (not addressed by the hypotheses) that one is at such
pains to fade out in the experimental setting. In non-experimental studies, on the
other hand, one may explore all the facets of real-life situations in their full boom-
ing buzzing mix-up. Thus, you may come to consider aspects you would never have
thought about in your office armchair, extrapolating from the data hypotheses as to
how they might be interrelated. Yet, whether these putative causal relations truly
exist, one cannot really tell.

In our case, factors have been selected that are of primary interest. The crucial
question is whether or not they are causally related. If D-School training and multi-
disciplinary actually do enhance innovation (as is hypothesized), a hook-up question
may be how strong their effect is. These are questions to which experiments alone
provide thoroughly compelling answers.

6 The Challenge

In every experiment, the setup requires thorough considerations as it sets the upper
limit of what can be found out. In our case, a challenge needs to be formulated con-
cerning a topic that all participants are about equally familiar or unfamiliar with.
Otherwise, some teams might dispose over a lot of knowledge regarding the sub-
ject matter right from the start as some members would be experts, while other
teams would have laypersons only. Regardless of whether one believes that teams
profit from an expert (due to their knowledge) or whether one considers experts as
a threat to innovation (because they might act as rigorous sensors), the teams with
versus without experts would not be working under comparable conditions. Let’s
assume that, in the end, the presented solutions actually differ in their quality. These
differences could not be clearly attributed to the factors of multidisciplinarity ver-
sus monodisciplinarity or D-School training versus no such training if the teams
had differed in other respects as well, such as expert knowledge versus no such
knowledge.

In addition, the scope of the challenge should be somewhat grand, or at least
not minute. It should be “open” enough so that it would be possible to come up
with a technical or a social solution or an artistic or political or yet other type of
solution. A related demand is that there should be the possibility of using knowledge
from diverse fields. If, on the other hand, only people with one particular academic
training could complete the task (e.g., implement a certain computer algorithm), this
would probably forestall successful Design Thinking right from the start.

The challenge that was chosen to meet these needs was this: Come up with some-
thing that helps traumatized people to manage their everyday lives!
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Indeed, the participants of our experiment (40 students) indicated that their pre-
experience with the subject matter, trauma, was basically negligible. For example,
no one had ever been a practitioner in the field or had had a considerable training
in the domain. Only one student had ever encountered the subject matter in her
university studies.

7 Operationalization or: Let’s Be Concrete!

Now that a challenge has been specified the question of how to asses, how to
“measure” the attributes of interest needs to be considered. Each team will present
its suggestion for how to help traumatized people. What is to be done so that reliable
measures result, i.e. estimates of the unusualness of each solution?

When invoking numbers in every day life, we often ask questions about concrete
things. For example, how many eggs are left in the fridge? In cases like these, we
may start counting right away. In our study, on the other hand, the factors of interest
are quite abstract. This does make a difference for the procedure of assessing or
“measuring” those factors. How is one to count the unusualness of a design solution,
for instance? Obviously, some further steps need to be taken.

In order to assess abstract factors they need to be operationalized. The question
to be pondered is this: Given the context of your particular study, what could you
observe straightforwardly to find out about the factor(s) of interest? Your task is to
find concrete entities that one can look at to arrive at reasonable statements about
the abstract notions of interest.

In the setup of an experiment, the operationalization is a crucial step. If one’s
operationalization is unconvincing, one’s data will fail to bear on the issue that one
sets out to investigate! Thus, in the case of our experiment as well as in general,
we want to invite you to take a very careful look at the operationalizations: What
do people (we) actually observe when they (we) make claims about highly abstract
matters? Is the step they (we) take from observed entities to theoretical entities ac-
tually warranted? In our case, on the level of theory there are five factors of interest:
(1) D-School training, (2) academic diversity, (3) the unusualness of design solu-
tions, (4) the usefulness of design solutions and (5) communication problems.

While the factors (3)–(5) truly call for discussion, for reasons of completeness we
shall mention the first two as well. There was a very convenient way of assessing
the academic background of participants: We basically asked them. In the case of
Design Thinking experience we consulted official lists of D-School trainees and
alumni.

What is “unusual”? While the “unusualness of a design solution” is too abstract
to be looked at and counted directly, we may ask people questions and attain con-
crete answers, counting how many times particular replies are given. To arrive at a
pertinent question, the following consideration seems reasonable: In the context of
our experiment, a group presents an unusual solution if the other teams (who have
worked on the same challenge, after all) failed to consider that particular possibility
when discussing options for helping.
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In the course of the experiment, every team has to present its solution. All the par-
ticipants need to fill out a questionnaire including the following question – regarding
each single presentation (of the other groups):

Item 1 Has the presented solution been discussed in your group as well?

�� Yes, exactly in this form (1)
�� Yes, in about that way (2)
�� More or less (3)
�� No, but that may have been a coincidence (4)
�� No, we would never have hit on it (5)

The brackets show our coding. Thus, the statistical values obtained range from 1
to 5. Greater values indicate a greater degree of unusualness.

Of course, the participants of our study are not the only people to ever think
about how one could help in the case of traumatisation. There are experts in the
field, trauma therapists in particular, whose job it is to help traumatized people. In
addition, there are people who have suffered a traumatisation, of course. They too
may have thought about options for improving their situation. Accordingly, these
experts shall be contacted, introduced to one design solution after the other and
asked a question quite similar to item 1:

Item 2 Have you ever considered this option for helping before?

�� Yes, exactly in this form (1)
�� Yes, in about that way (2)
�� More or less (3)
�� No, but that may have been a coincidence (4)
�� No, I would never have hit on it (5)

Again, values range from 1 to 5. Greater values indicate a greater degree of
unusualness.

What is “useful”? While the design teams may contribute information regarding
the unusualness of a design solution, they are hardly in a position to specify utility.
Of course, members of design teams can say something about what they think how
useful their solution is (and we did ask them this question). Yet, whether or not a tool
is actually helpful is not decided by the developers but by the users. In our context, the
users are traumatized people or therapists who work with traumatized people. (Many
teams actually developed tools that would aid the therapists in helping their clients.)

To attain judgements of how useful each solution is experts have been asked the
following question:

Item 3 What do you think, how helpful is this approach for the target group?

�� Very helpful (5)
�� Quite helpful (4)
�� Somewhat helpful (3)
�� Barely helpful (2)
�� Not helpful (1)
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Again, values range from 1 to 5. Greater values indicate a greater degree of
usefulness.

When working with operationalizations, disposing over a second estimate for
each factor of interest is commonly quite advantageous. It helps you check whether
the numbers you attain actually represent what they are supposed to. If two different
indicators of the very same factor point in the same direction this gives you some
(further) evidence for their working properly. If, on the other hand, indicators for
the same subject matter point in different directions, this is ample evidence for there
being something wrong with your assessment procedure(s). Thus, a second item
was formulated that ought to cap onto the factor “usefulness.”

Item 4 Which approaches should be realized by all means?

Please mark up to five approaches!

Marked (1)
Not marked (0)

Again, the brackets show our coding. Values range from 0 to 1. Greater values
indicate a greater degree of usefulness.

How to assess “communication problems”? Communication problems, of
course, would have to be estimated by the team members and not by the ex-
perts (who were contacted after the experiment). At the end of the workshop, the
participants were asked to fill out a questionnaire containing three items to assess
potential communication problems.

Item 5 Was it easy or difficult for your group to reach an agreement?

�� Very easy (1)
�� Easy (2)
�� Neither nor (3)
�� Difficult (4)
�� Very difficult (5)

Item 6 Have there been group decisions that you felt uncomfortable with?

�� Not at all (1)
�� Very few (2)
�� Some (3)
�� Several (4)
�� Plenty (5)

Item 7 Have there been communication problems in your team?

�� Not ever (1)
�� Rarely (2)
�� Sometimes (3)
�� Often (4)
�� Very often (5)
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Table 1 The constructs of interest and their operationalization
Variations Outcome
(Independent variables) (Dependent variables)

Level of theory

Of interest Team setup Innovation Communication
D-School

training
Academic

diversity
Unusualness of

solution
Usefulness of

solution
Problems

Level of observation (operationalization)

Who rated Experts and teams Experts Teams
Observable Statements, list Statements Item 1 (team) Item 3 (aid) Item 5 (agreement)

Item 2 (experts) Item 4 (choice) Item 6 (decisions)
Item 7 (problems)

In all three cases, values range from 1 to 5. Greater values are taken to indicate
more communication problems.

Table 1 summarizes the variables of interest in the experiment and how the con-
structs have been operationalized.

Once the blueprint has been worked out and all the necessary provisions have
been made, the experiment may begin. This is what happened:

8 Looking Behind the Curtain: The Experiment

The experiment spanned over five full days. It took place at the D-School on the
Potsdam campus. The participants had to be present for the whole time, beginning
from 9.30 each morning; on some days there were teams still working as late as
midnight.

The project had been announced both as a “workshop on trauma” as well as an
“experiment.” It was made clear on all placards that the project was part of an ex-
perimental research program. Thus, the activities of participants would be observed
and documented. At the same time, the program to be followed throughout the five
days resembled that of a workshop. Participants would be supplied with information
regarding trauma and had the task of developing some helpful approach.

40 students participated in the study, 15 men and 25 women. About half of the
students had a technical background (software systems engineering). The back-
ground of the other students varied widely. Majors included business studies,
languages, sports and others. On average, the participants were 22.71 years old
and studied in the 4.82 semester. Half of the participants had been trained by the
D-School, half of them not. We randomly assigned them to the mono- versus mul-
tidisciplinary team condition, making sure that there would be the same number of
teams in each condition. Ideally, there should be three teams (of four members each)
in all the four conditions:

1. D-School trained, multidisciplinary
2. D-School trained, monodisciplinary
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Fig. 1 The experimental setup allots three D-School trained multidisciplinary teams, three D-
School trained monodisciplinary teams, three multidisciplinary teams without D-School training
and three monodisciplinary teams without D-School training

3. Not-D-School trained, multidisciplinary
4. Not-D-School trained, monodisciplinary

Due to illnesses, there were some minor variations in the number of participants.
On each day of the experiment, multiple observations were made over and above

those already specified. The participants filled out questionnaires regarding diverse
issues such as their plan for proceeding, their satisfaction with their current stand-
ing, how they spent their time etc. A random sample of teams was filmed throughout
the entire week, insofar as they were present at the D-School. Pictures were taken of
all workspaces. The final presentations of all groups (approximately 10 min) were
video-recorded. These video presentations as well as written summaries of the de-
sign solutions (1–2 pages) were made available online.

In the context of a lecture, the material was presented to trauma therapists and
clients who had agreed to evaluate the solutions. The participants of the work-
shop/experiment were not present at that lecture so that personal sympathies or
animosities would not bias the expert judgements (Fig. 1).

9 Design Thinkers Versus “Ordinary Students”: Results

Of the two aspects of innovation that have been distinguished, lets consider
unusualness first. D-School teams receive higher ratings than Non-D-School teams,
as was hypothesized. The finding is consistent across experts and team members.
Experts rate the unusualness of solutions by D-School teams with 2.80 on average;
solutions by untrained teams 2.54. (Higher ratings indicate a greater degree of un-
usualness.) The participants themselves rate solutions by D-School teams 4.06 on
average, solutions by other teams 3.65. The average unusualness ratings of experts



Mind the Oddness Trap! 95

Table 2 Results regarding “usefulness” as estimated by the experts, comparing D-School trained
teams with untrained teams

Question on usefulness D-School N Mean Mean diff. p
What do you think, how helpful is this approach for

the target group? (Experts, 1–5)
Trained 20 3.60 0.65 <0.05
Untrained 24 4.25

Which approaches should be realized absolutely?
Please mark up to five approaches! (Experts,
0 or 1)

Trained 20 0.25 0.258 n.s.
Untrained 24 0.42

versus participants differ quite considerably in their height: Experts generally give
lower ratings than participants. Thus, experts seem to have tapped the domain of
potentially helpful interventions more completely than the project teams. Yet, the
data consistently favors D-School teams in terms of unusualness.

Regarding the second facet of innovation, usefulness, all teams perform quite
well. In none of the experimental conditions the average rating falls below “3,”
indicative of a “somewhat helpful” solution.

Just like the two measures of unusualness yield a consistent picture, the two
measures of usefulness are consistent with one another too. However, the picture
they suggest deviates from what had been expected. Not only does the data fail to
show a significant superiority of D-School solutions. Indeed, Non-D-School teams
outplay teams with D-School experience.

In Table 2, the column “N” specifies the number of ratings upon which the group
averages are calculated. The column “p” specifies whether or not the difference
between trained versus untrained teams is statistically significant. “N.s.” means not
significant, “<0.5” means significant and “<0.01” means highly significant.

Teams without D-School training receive higher ratings (4.25) on average than
D-School trained teams (3.6). Higher values indicate a greater degree of usefulness;
values may range between 1 and 5. The second measure of utility – whether or not
a solution is chosen by the experts to be implemented “by all means” – points in the
same direction. Solutions presented by teams without D-School training are selected
more often (0.42) than solutions by D-School trained teams (0.25). Again, higher
values indicate a greater utility; values may range between 0 and 1.

Now that we have considered trained versus untrained teams, lets take a look at
the mono- versus multidisciplinary team condition.

Of all the groups, multidisciplinary D-School teams perform worst. Their average
rating is close to 3 (somewhat helpful), whereas teams of all the other conditions
receive an average rating above 4 (quite helpful) by the experts. Monodisciplinary
teams outperform multidisciplinary teams, both in the D-School and in the Non-D-
School condition.

Please note that statistical calculations for levels of significance depend not only
on the size of the effect (here: the actual group difference) but also on the number of
ratings. Thus, it is always a good idea to look at effect sizes over and above levels of
significance. In Table 3, the average difference between mono- and multidisciplinary
groups is greatest for D-School trained teams alone (first row in Table 3). It amounts
to 1.083 as opposed to 0.167 for untrained teams (second row) or 0.633 for all teams
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Table 3 Results regarding “usefulness” as estimated by the experts, com-
paring mono- versus multidisciplinary teams

Teams N Mean Mean diff. p

D-School trained Mono 8 4.25 1.083 0.05
Multi 12 3.17

Not D-School trained Mono 12 4.33 0.167 n.s.
Multi 12 4.17

All teams Mono 20 4.3 0.633 <0.05
Multi 24 3.67

together (third row). Yet, since the number of cases is halved when D-School teams
are considered alone, the level of statistical significance is actually lower in the
first row (for D-School teams only) than in the third row (where all the teams are
considered).

Now, an interesting hook-up question may be whether there is some interrelation
between unusualness and usefulness: Knowing that a solution is rather unusual (or
usual), can you predict to some extent how useful the solution is? Or, vice versa,
knowing that a solution is rather useful (or barely helpful), can you predict to some
extent whether it is a rather unusual (or usual) solution?

Indeed, this is possible! The correlation between “unusualness” and “usefulness”
is highly significant. It is negative: −0.547 (p<.001). This means, that the more
unusual solutions are, the less they are helpful on average. (Correlations vary be-
tween −1 and 1. A value of zero indicates that there is no interrelation. A value
of 1 indicates a perfect positive relation. A value of −1 indicates a perfect nega-
tive relation, that is: the higher the value of the first variable, the lower the value
of the second and vice versa.) When only D-School teams are considered, the neg-
ative correlation between unusualness and usefulness becomes even more drastic:
−0.700 (p < 0.001). This is an issue we will return to in the discussion.

Regarding communication problems, there is no statistically significant differ-
ence between mono- versus multidisciplinary teams; the effect sizes are negligible.

There is, however, a consistent difference between D-School trained teams versus
untrained teams. According to all three indicators (items 5, 6 and 7), untrained teams
experience more communication problems than teams with D-School training. This
holds true both in the monodisciplinary as well as in the multidisciplinary team
condition.

Teams without D-School training find it significantly more difficult to reach
agreements (2.89 as opposed to 2.13). Members of not-trained teams report more
group decisions they felt uncomfortable with (2.42 versus 1.88). Members of not-
trained teams report more communication problems than members of D-School
teams (2.53 as opposed to 1.88) (Table 4).

While some of the group differences fail to be statistically significant due to small
N, it is noteworthy how consistent the picture is even when the mono- and multi-
disciplinary team condition are considered separately: All six comparisons indicate
less communication problems in D-School teams (Table 5).
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Table 4 Results regarding “communication problems”, comparing D-School teams versus Non-
D-School teams

Questions on communication problems D-School N Mean Mean diff. p
Was it easy or difficult for your group to reach an

agreement? (Item 5, teams, 1–5)
Trained 16 2.13 −0.77 <0.05
Untrained 19 2.89

Have there been group decisions that you felt
uncomfortable with? (Item 6, teams, 1–5)

Trained 16 1.88 −0.546 n.s.
Untrained 19 2.42

Have there been communication problems in your
team? (Item 7, teams, 1–5)

Trained 19 1.88 −0.651 <0.01
Untrained 19 2.53

Table 5 Results regarding “communication problems,” comparing
D-School teams with Non-D-School teams, multi- and monodisciplinary
teams separately

D-School N Mean Mean diff. p

Multi Item 5 Trained 10 2.50 −0.600 n.s.
Untrained 10 3.10

Item 6 Trained 10 2.00 −0.400 n.s.
Untrained 10 2.40

Item 7 Trained 10 1.70 −1.00 <0.01
Untrained 10 2.70

Mono Item 5 Trained 6 1.50 −1.167 <0.05
Untrained 9 2.67

Item 6 Trained 6 1.67 −0.778 <0.05
Untrained 9 2.44

Item 6 Trained 6 2.17 −0.167 n.s.
Untrained 9 2.33

10 Discussion

Regarding our two major experimental issues – innovation and communication –
the second may be commented with greater ease as the findings approximate prior
expectations. In terms of communication problems, no difference between mono-
versus multidisciplinary teams has been found. Yet, D-School teams consistently
report less difficulties than untrained teams. Does D-School training enhance com-
munication skills so that communication obstacles may be handled more easily?
Potentially. In pondering this causal claim, it needs to be considered that D-School
trained team members generally knew each other in advance as they had studied
together at the D-School. This familiarity yields an alternative explanation for re-
duced communication difficulties. Yet, quite a few of the untrained participants had
known each other in advance as well. For example, most monodisciplinary teams
comprised students of software systems engineering who knew each other from
regular courses. Thus, there is some reason to assume that D-School training helps
people to develop effective communication strategies. Whether the training does
indeed have a causal effect in that regard, and what elements of the D-School expe-
rience most powerfully enhance communication skills, are issues that would have to
be addressed by further studies.
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More demanding, and potentially more interesting is the issue of innovation.
Why were D-School teams, and multidisciplinary D-School teams in particular, out-
performed by teams with no D-School experience?

A first reply might highlight the shortness of time available for the task. In a
Design Thinking process, teams are encouraged to explore the problem space co-
piously before actually deciding on one particular solution. Indeed, this is what
D-School teams did in the experiment. Untrained teams, on the other hand, were
much quicker to decide. Quite a few of them selected their approach on the first day
of the workshop. This left them with a lot more time for developing and refining
a prototype. Following this line of thought, one might argue that D-School teams
would have performed much better had they had a few more days to work on the
project. Yet, this line of reasoning does not seem to endure careful consideration.
After all, the experts did not rate the prototypes presented by the teams. These pro-
totypes were, as a matter of fact, all rather foreshadowing than usable. What the
experts did rate were the ideas teams had come up with. (If the suggestions were
to be carried out, how helpful would they be?) D-School teams spent a lot of time
selecting their idea, so the process of evaluation applied in the experiment should
not work to their disadvantage. Thus, the supremacy of Non-D-School teams in our
experiment calls for another explanation.

One important hint may be the strong negative correlation between usefulness
and unusualness. Wild ideas are explicitly encouraged in the D-School training.
While there is no need to question this outlook in general, there certainly is a danger
of what may be called an oddness trap. When much effort is put into devising a
solution that others will find surprising, solutions may be surpassed that are rather
self-evident and yet highly effective. Indeed, these likely solutions may be the most
effective ones in some circumstances. A “go-for-the-wild” approach might be more
productive in circumstances when basically all likely solutions have already been
explored and something else is wanted. In our experiment, this was obviously not
the case. In all conditions, the average expert rating of “unusualness” falls between 2
and 3. That is, the experts state they have already considered the solutions presented
by the teams, just not in all details precisely as the groups would have them.

In general, awareness of the oddness trap – knowing that there may be a trade-
off between unusualness and usefulness – is only a first step. What we ought to
strive for are means, strategies and potentially even techniques for avoiding the trap.
Falling in love with funny ideas must not deflect designers from the user’s true
needs.

11 What We Wish to Pass Back

Having been endowed with a number of considerations by the Design Thinking
community, we focused on a few recurrent believes. Now that the experimental re-
sults are in, our theory prototypes may be refined. In the dialogue between Design
Thinkers and empirical reality, some hotspots have been identified that certainly
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span room for improvements. So, how can we sharpen our vocabulary? How can
we refine our central believes so that they be ever more adapt to reality, ever more
fruitful?

Regarding Design Thinking education, we might consider more explicitly what
it is we wish to promote in differing circumstances. Certainly, there may be many
situations in which fanciness or oddness is valuable in itself. In other cases, the
users will want nothing but a working solution – whether fanciful or not. Maybe
we can do a better job in systematising circumstances under which fanciness versus
usefulness needs to be the ultimate standard. Maybe usefulness should always be
the ultimate standard because fanciness trumps only when there is a major need for
fanciness. In parallel to these theoretical issues, methodological considerations are
likely as well: Should we equip students with (more) powerful methods to ensure a
close(r) tie to the users’ central needs? If so, ought we to provide a fixed procedure
or would it suffice to make utility tests more explicit a factor in Design Thinking
process models? Or, to name another possibility, should “carful utility tests” rather
be taught as an overarching value/goal that students need to internalize?

Regarding the second experimental issue, we wish to turn to the advocates of
multidisciplinarity in particular. Taking seriously the experimental results, some
refinement in Design Thinking theory would seem helpful. This does not necessarily
mean a major reorientation; some further specifications might due.

Perhaps multidisciplinarity does have a positive effect on innovation – but the
effect is so small that it was easily overridden (and even “conversed”) by chance
variation in our experimental setting. If this is true, Design Thinking theory would
surely profit from a realistic estimate of the effect size: If the effect size is small, we
need to expect very limited gains with respect to innovation simply by assembling
multidisciplinary instead of monodisciplinary teams. Or, to address another likely
reasoning: Multidisciplinarity may have a considerable positive effect, but not in
all contexts. For example, it comes to unfold its positive impact only after longer
periods of time (months, not days). Another viable thought may be that multidisci-
plinary design teams provide more helpful prototypes than monodisciplinary ones
when it comes to communicating design ideas to development divisions who work
out final products. Such a handover was no subject of our experiment. Thus, there
are many ways in which Design Thinking theory may be carried forwards by helpful
specifications.

In sum, there is “experimental feedback” we may seek and use to refine Design
Thinking theory – just as there is “user feedback” which design teams may seek and
use to refine their prototypes. To be sure, this seeking and refining is a lot of hard
work! And it may be a painful experience to see ones precious conceptions wobble
under the pressure of an experimental test. But: We wouldnt be Design Thinkers if
we were to duck out of the test, would we?





Innovation and Culture: Exploring the Work
of Designers Across the Globe

Pamela Hinds∗ and Joachim Lyon

Abstract This chapter describes the preliminary results of a study of design
practices in different regions and industries with the goal of understanding the
relationship between culture, especially national culture, and the work of designers.
In our ethnographic study, we have talked so far with 32 designers from Asia,
Europe, and North American and observed designers as they did their work. We
report initial insights about the role of the institutional context, especially client
expectations, different attitudes toward what it means to be creative, different inter-
action norms within professions, different ways of using prototypes, and different
ecologies around design education.

1 Introduction

Designers work every day in countries around the globe. They design cell phones,
kitchen accessories, furniture, clothing, services, and just about everything we can
imagine. How they do this and what it means to be a designer in different regions
and cultures, however, is not well understood. In this research, we set out to un-
derstand and describe how design is practiced and what it means to be a designer
in Asia, Europe, and the United States. Of course, this is a tall task and unlikely
to be accomplished in a single year-long study. We did, however, gain insight into
methods for doing such a comparative study and into a few key differences worthy
of deeper exploration.

In this project, we take a broad, contextualized view of culture. Although
we acknowledge that cultures are often characterized by different values (e.g.
individualistic vs. collectivistic, see Hall 1963, Hofstede 1991), we focus more
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Fig. 1 A nested view of
design thinking and practice
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holistically on collaborative practices as situated in local and institutional contexts.
Practices, the local context, the institutional context, and peoples’ values, we be-
lieve, are intertwined and inseparable. In keeping with this view, we define culture
as “a fuzzy set of attitudes, beliefs, behavioral norms, and basic assumptions and
values that are shared by a group of people, and that influence each member’s
behavior and his/her interpretations of the ‘meaning’ of other people’s behavior”
(Spencer-Oatey 2000, 4).

We also subscribe to the point of view that culture is reflected not only in national
culture, but is a mosaic composed of cultural identities derived from a variety of
sources, including national culture, demographic features, and associations (see
Chao and Moon 2005). In this study, we focused on national culture, but incor-
porated company culture and disciplinary culture as intertwined cultural forces that
shape design practice. A nested view of culture considers the context in which peo-
ple are embedded as instrumental in understanding behavior (see Perlow et al. 2004).
Figure 1 reflects our perspective on how design thinking and practices are embed-
ded within their cultural context. Each layer affects and is affected by the adjacent
layers.

2 National Culture and Design Practice

In examining the related literature, we found no studies that explicitly investigated
the relationship between national culture and design practice. One of the most
relevant studies compared innovation management in Germany and China (Wang
et al. 2005). They reported that German innovation activities were more clearly di-
vided, sequential, and scheduled while the Chinese preferred to have overlapping
activities. Khurana and Rosenthal (1998) also noted cultural differences in new
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product development, suggesting formality in US firms and a holistic approach in
Japan. These studies support our a priori belief that design practices may vary by
culture. A gap, however, remains in our understanding of how national culture is
manifested in the actual practice of designers in context. Further, most studies to-
date focus on cultural dimensions and not the social and institutional context in
which people are embedded. In a review of economic development in China, for
example, Zhao et al. (2006) reported that China may have difficulty incorporating
the voice of the customer because of their Confucian value for stability over change
and may adhere more strictly to supervision and rules. This could directly affect
how design thinking is manifested in China. A recent article published in Interac-
tions Magazine (Chavan et al. 2009) describes the limitations of design methods
in emerging countries, suggesting that there is significant opportunity to evolve de-
sign practices to be more sensitive to those cultures. Chavan describes, for example,
her Bollywood method that is more suited to the Indian market because it engages
users in a dramatic Bollywood-style storyline as a means of transcending Indians’
reluctance to give feedback in user studies. Our study extends previous research by
asking how culture and the cultural context is embodied in innovation practices.

To explore questions about the relationship between culture and design practice,
we are conducting ethnographic research. Ethnographic research rests on insights
that emerge during the investigation. This approach enables us to understand the
meanings that people associate with idea generation, prototyping, sketching, and
other design practices, thus providing a deeper understanding of these perspectives
than is available using quantitative methods.

3 Method

Our study involved interviews with and observations of designers as they worked.
We have conducted interviews with designers and design managers in North
America, Europe, and Asia. Each of these interviews generally lasted about
60 minutes with a range of about 30–90 minutes. Most interviews were conducted
in private offices and meeting rooms, although sometimes the situation dictated that
we conduct interviews in open spaces, cafes, and over meals. The interviews were
semi-structured. Although we prepared an interview protocol, our primary goal was
to understand the designers, how they worked, and what it meant to be a designer
from their perspective, so the interviews were driven by what they told us was
important and interesting. The interview protocol also evolved over the course of
the study as we learned more and identified avenues for fruitful exploration. In gen-
eral, we asked questions about a current or recent project and explored with them
how that project was organized, the sources of innovation, how prototypes were
used, and how that project reflected (or didn’t) them as a designer. All interviews
(unless the interviewee requested otherwise) were recorded and transcribed. Where
possible, interviews were conducted in the native language of the designer either
directly or, on occasion, through an interpreter. When interviews were conducted
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in languages other than English, they were transcribed and then translated by a
professional translator or by the interviewer him or herself. In total, we conducted
approximately 32 interviews of designers in China, 8 in Korea, 12 in Europe, and
12 in North America.

In addition, we reasoned that in order to understand the work practices of
designers in different regions, we need to understand how designers were trained.
We therefore conducted interviews with students and faculty in design programs in
the U.S., Asia (Korea), and Europe (The Netherlands). We plan to conduct addi-
tional interviews with students and faculty in China, other programs in the U.S., and
in other countries in Europe.

We also observed designers at several of the firms. Our preliminary work made it
clear that observations of designers were necessary to compare the nuances of how
practice differed between sites. During the summer of 2009, our research team spent
approximately 7 weeks in China and Korea talking with and observing designers.
We will observe at additional sites as the project continues. Our observations entail
watching designers as they work and keeping detailed and extensive notes of their
activities, conversations, frustrations, and successes. Thus far, we have observed
for 7 weeks in China and Korea and for very limited amounts of time in North
America and Europe. Table 1 captures our data collection strategy, including the
type of data being collected in each type of firm and in each region.1 Although we
only indicate observations when we were able to spend an extended amount of time
at the field site, in all cases, when we visited the site for interviews, we conducted
ad hoc observations and include these field notes in our analysis.

Our goal in this study is to understand designers from multiple regions, dis-
ciplines, companies, and countries. Our sampling strategy was therefore to study
design consultancies and inhouse design firms that spanned at least two continents
and operated in different design spaces (see Table 1). With the help of the Zhejiang
Innovation Center, we were able to negotiate access to two Chinese design centers,
one of which has a European design operation. Although SinoCo did not have de-
sign centers outside of Asia, we included them in the study because they offered

Table 1 Sample by type of company and region

North America Asia Europe

SinoFashion (inhouse) 17 interviews,
7 weeks of
observations

Planned

SinoCo (inhouse) 7 interviews
Elite (design

consultancy)
12 interviews 13 interviews 12 interviews

Innovat (design
consultancy)

Interviews and
observations
planned

9 interviews,
observations
planned

Interviews and
observations
planned

1 To maintain the confidentiality of the firms being studied, we have not specified the exact coun-
tries in which the offices are located.
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useful insights into home appliance design in China and had worked extensively
with design consultancies inside and outside of China and were, as a result, able to
share with us their perceptions of the client-consultant relationship. We were also
fortunate to gain access to two design consultancies with global operations, one of
which has invited us to conduct observations of their designers in North America,
Asia, and Europe.

One of the challenges of conducting cross-cultural research such as this is that the
data are richer and more complete if the interviews are conducted in the designers’
native language and if the observers have adequate language skills to understand the
conversations that are taking place in the work setting. We therefore composed a
research team in which several members had Chinese or Korean language skills and
were native to or had lived for an extended time in those countries. As we continue
to collect data in Europe, we will augment the team as appropriate.

4 Insights

4.1 Culture and Design

Our preliminary research has revealed several insights related to culture and design
practices including the role of the institutional context, especially client expecta-
tions, different attitudes toward what it means to be creative, different interaction
norms within professions, different ways of using prototypes, and different ecolo-
gies around design education.

4.1.1 Client Expectations

One of our findings was that design practices can be strongly affected by the cor-
porate culture, but adaptations also may be required to meet the demands of the
local clients. The structures of local culture, institutional context (such as client
demands), and organizational culture were intertwined and mutually determined
the practices of designers. Client expectations, particularly at design consultancies,
were described as heavily influencing the types of prototyping, concept generation,
and storytelling processes followed by designers in different regions. Our data sug-
gest, for example, that clients have frames that determine their expectations for
what the designers should deliver, how they should behave, and of their own role
in the process. These frames then affect the way in which design is interpreted and
enacted. Specifically, we found the strongest effects from frames or expectations
around building relationships, process as a deliverable, whether design activity is
seen as a cost or an investment, and the value of form versus function. On most of
these dimensions, the client environments in North America, Asia, and Europe were
quite different.
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Client-consultant relationships. Building and maintaining relationships with
clients was universally seen as a critical aspect of being a designer in a design
consultancy. What we found interesting though was that the nature of the rela-
tionship was experienced differently in different regions. In North America, for
example, the relationship with the client was described as collaborative. Clients got
involved in the activities of projects, including need finding, and this was seen as a
way of “bringing the client along.” In Europe, the distance between the client and
the designers was described as greater with some resistance on the part of the client
to “reverse” the client-consultant relationship or disrupt the power relationship by
“being too friendly.” One designer told us, “They are in charge and in the driver’s
seat, and they deliver that harsher than U.S. clients.” Asia was similar, if not more
extreme, in their concerns that the design consultancies were “reversing the service
direction” by asking clients to make choices or approve of design concepts mid-
stream. Asian clients were described as wanting the design consultancy to work
on the project and deliver a final design based on their own counsel. In addition,
contracts with Asian clients tended to be more fluid and there was an expectation of
getting “extras” as a show of strength in the relationship.

Differences in these perspectives on the client-consultant relationship affected
how design was done in each of these locations. When the project involved more
participation of the client and both parties were perceived as having more or less
equal status, such as in North America, designers anticipated regular feedback from
the client which they would integrate into the design process on an ongoing basis. In
these cases, designers saw their role as balancing client involvement in the process
and, at the same time, maintaining the integrity of their designs. A critical practice
involved managing the boundaries of client involvement so that they had adequate
freedom within which to innovate. In Europe and Asia, the challenge for designers
was to design in the absence of regular interaction with and feedback from the client,
so although they had more freedom to design, they spent a larger percentage of their
time working on design briefs to sell their ideas to clients at pivotal points in the
project and generally seemed more anxious about client acceptance.

Process as deliverable. With regard to process as a legitimate deliverable, Asian
clients were said to not care about how the designers approached the design activ-
ities. One informant told us that “They don’t care [about] the process. . . just show
me the cool stuff.” In contrast, in North America, being a partner in the process was
highly valued. Clients wanted to own part of the process. Different attitudes toward
process as a deliverable affected design practices, for example, because Asian de-
signers were required to produce concrete and visual forms of the design much more
quickly while the North American designers could remain conceptual and even de-
liver representations of their processes (as opposed to the design itself) as legitimate
forms of progress. European clients seemed to occupy the middle ground, although
seeing what the product was going to look like was important. As one designer put
it, the client says, “You’re designers, show me visuals. I want to see what this is
going to look like. . .”
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4.1.2 What It Means to Be Creative

In our conversations with designers and design directors, we found significant
differences between North America and Asia in what it means to be creative. We
were surprised (and intrigued) in several parts of Asia to hear that Western designers
were perceived as “too creative.” When we probed for the meaning of this phrase,
we learned that Western designers were sometimes seen as being radical and de-
signing products that couldn’t easily be manufactured or were only appropriate for
a “niche” market – they were just too “out there.” In Asia, particularly when observ-
ing inhouse designers, we noticed that using existing similar products as sources of
inspiration was the norm. Day after day (in multiple environments), we observed
designers sketching new designs as they looked back and forth from images of sim-
ilar products in magazines or on related websites. When asked about this, designers
in Asia told us that their goal was to design something that fit within the stream of
existing products. Although preliminary at this point, we got the sense that while the
North American and perhaps the European notion of creativity is to stretch beyond
what is expected or known, Asian notions of creative design valued harmony with
existing products. This finding resonates with cross-cultural research on individual-
ism and collectivism which suggests that those from the West tend to prefer to stand
out, to differentiate themselves from others, whereas those from Asian cultures tend
to prefer to blend in and be seen as part of the group (see Nisbett 2004). Consistent
with this, in design consultancies, we were frequently told that Asian clients would
ask for a design that essentially replicated an existing “hot” product on the market.
These requests were puzzling for Western designers, but made sense to designers
who were born and educated in Asia.

4.1.3 Interaction Norms Across Professions

Although we found that, superficially, many of the same occupations and roles
existed across regions, we are beginning to see interesting differences in the way
that those occupations are constituted and the interaction among professionals from
different occupations. In the U.S., for example, there is a strong value placed on
multi-disciplinary teams within which designers of different stripes work closely to-
gether and even learn to make contributions that go beyond their own occupational
boundaries. Mechanical engineers, for example, may get involved in user studies
and anthropologists might make contributions that would generally be made by
industrial designers. We saw some evidence that the lines between occupations were
less blurred in Asia. In our observations of fashion designers in Asia, for example,
we learned that there was less cross-training between designers and pattern cutters
and that it would have violated the norms for designers to cut their own patterns.
In France and England, we were told, fashion designers were trained to be pattern
cutters and were expected to be able to take on this role, or at least demonstrate
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a high level of competency when working with a specialist pattern cutter. These
occupational jurisdictions had a significant effect on what work designers did (and
didn’t do) in different regions and how they interacted with other professions as they
implemented their design ideas.

4.1.4 The Role of the Prototype

Across regions, firms, inhouse vs. design consultancies, and industries, prototypes
played highly social roles as objects around which questions were asked and so-
cial interaction occurred. In all cases, designers created prototypes throughout the
design process and used these as a way of understanding their own designs and
getting feedback from others. We found numerous objects referred to as proto-
types, including models, sketches, scenarios, CAD drawings, garment patterns,
etc. The creation and use of prototypes was somewhat determined by the disci-
plinary training (e.g. mechanical engineering, industrial design, fashion design,
etc.) of the designer as well as the local context (e.g. client expectations, speed
of the design cycles, etc.). Designers, not surprisingly, relied heavily on their dis-
ciplinary training in the type of prototypes they were likely to create and the
types of questions they asked through the prototypes. Although this somewhat
aligned with their role in the design process, it was not a perfect match. Me-
chanical engineers, for example, regardless of the stage of the design, were more
likely to talk about CAD drawings and physical prototypes that enabled them
to see how the mechanisms were going to work. Client (internal and external)
expectations also determined when and how prototypes were created and used.
External clients in Asia and Europe, for example, were more responsive to pro-
totypes that were polished and resembled the “real thing” whereas North American
clients tolerated prototypes that were strung together with duct tape and bail-
ing wire.

4.1.5 The Ecology of Design Education

From the interviews that we have conducted with design educators and students,
one early insight is that the ecologies around design education vary across regions.
In all cases, there are multiple constituents including students, faculty, administra-
tors, potential employers, government bodies, and professional associations. How
these constituents interact with educational institutions, the amount of influence they
have, and how these interactions shape design education and the future work done
by students educated at these institutions varies by region. We are continuing to
collect data and analyze the interviews and observations from design programs to
explore these relationships.
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4.2 Methodological Insights

Although the primary goal of this study is to understand how design practices vary
based on the cultural context in which designers are embedded, we also gained in-
sight into methods for doing this type of research and summarize those here. First,
we begun the study with interviews and quickly realized that observations were nec-
essary because interviews did not yield the level of detail required to compare the
nuances of how practices differed between sites. We concluded that cross-cultural
comparisons of design practices require observations of the designers as they en-
gage with ideas, objects, each other, and their clients. Second, it became clear that
the most insight was available when studying the design of products whose design
was not “universal,” e.g. the products are likely to be used/understood differently in
different cultures, since these products are more influenced by the local cultures in
which they were sold and used. When studying objects such as cell phones or laptop
computers, there were significantly fewer differences than when studying products
such as home appliances and fashion because the design of these objects was more
intertwined with the culture and context in which they were being used. Home
appliances, for example, need to account for the particular culinary preferences,
available ingredients, and the configuration of kitchens in a given region. Third,
consistent with research in cross-cultural psychology, we found that Asia, Europe,
and North America were distinct regions. Although there are, of course, cultural dif-
ferences within each region, even larger differences are in evidence between these
three regions. As a result, including designers from North American, Asian, and
European locations enables comparisons that facilitate broader understanding. Fi-
nally, we noticed significant differences in the design practices of inhouse designers
vs. those working in design consultancies. Conclusions for one may not hold for
the other. Sampling strategies, therefore, need to account for these differences either
by systematically including and analyzing the different types of design activity or
focusing on one or the other.

5 Conclusions

In this preliminary research, we have refined methods for studying design practices
in different regions around the world and have gleaned insights about how and why
practices might vary. This initial foray into research on the relationship between
culture and design practices reinforces our idea that there are not universal “best
practices” for design and that each region, country, and culture finds its own design
path that leverages the culture and context in which the designers are embedded and
is sensitive to the clients for whom they are designing.

We write this chapter with great caution. First, this work is very preliminary and
our insights are the result of an, as yet, superficial analysis of the data. Although we
have confidence that the insights that we write about in this chapter reflect what we
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were told by designers, more data collection and much more analysis is necessary to
make sense of all that we learned and to derive deeper and more meaningful insights.
Second cross-cultural research runs the risk of using and/or perpetuating cultural
stereotypes. Our goal is to identify cultural differences and to build knowledge about
and respect for the importance of these differences within the cultural context in
which design work is being carried out.
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The Efficacy of Prototyping Under Time
Constraints

Steven P. Dow and Scott R. Klemmer∗

Abstract Iterative prototyping helps designers refine their ideas and discover
previously unknown issues and opportunities. However, the time constraints of
production schedules can discourage iteration in favor of realization. Is this trade-
off prudent? This paper investigates if – under tight time constraints – iterating
multiple times provides more benefit than a single iteration. A between-subjects
study manipulates participants’ ability to iterate on a design task. Participants in the
iteration condition outperformed those in the non-iteration condition. Participants
with prior experience with the task performed better. Notably, participants in the
iteration condition without prior task experience performed as well as non-iterating
participants with prior task experience.

Keywords Prototyping · Iteration · Empirical studies of design

1 Introduction

Many designers evangelize the value of prototyping [3, 7–9, 31, 37, 50], encap-
sulated in the design adage, “Enlightened trial and error outperforms the planning of
flawless intellect.” Prototyping entails repeatedly trying ideas and getting feedback
[31]. A canonical prototyping iteration comprises four steps: envisioning possi-
bilities, creating a prototype to embody a possibility, getting feedback about the
prototype, and reevaluating constraints [29]. However, time constraints often lead
organizations and individuals to focus on realization rather than iteration [3, 50].
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This paper investigates if, under tight time constraints, several rapid prototypes
yield more valuable design insights than allocating that time to a single iteration.
Twenty-eight participants were randomly assigned to one of two conditions for an
individual design task. Participants in the iteration condition were encouraged to
test and refine their design multiple times. Participants in the non-iteration condition
spent all their design time on construction; they were prevented from testing their
design. After the design period, participants set aside all prototypes and entered a
build period to implement their design.

The design task for this experiment was an egg drop exercise where participants
design a vessel from everyday materials to protect a raw egg from a fall. This task
has several appealing properties: success is objectively measurable (drop height),
participants need only minimal technical expertise, there are many possible valid
solutions, and it can be completed in an hour-long session. Drop height was the
primary dependent variable. Participants also estimated their vessel’s performance
before and after the design period. We gathered participant demographics and con-
cluded each session with a semi-structured interview.

The iteration condition significantly outperformed the non-iteration condition:
the iterating participants’ designs reached higher drop heights before breaking an
egg. Self-assessment of performance increased significantly across the design pe-
riod for individuals in the iteration condition. Unsurprisingly, participants with prior
egg drop experience outperformed those without prior experience. More notably,
non-experienced participants in the iteration condition did as well as experienced
participants in the non-iteration condition.

Prior to describing our experiment, we summarize the existing literature that
sheds light on the function and value of iterative prototyping.

1.1 Oscillating Between Creation and Feedback

Prototypes can help define an idea’s role, implementation, and look and feel [26];
they can build empathy for users [8]; they communicate to clients, users, and fellow
designers [56]. Designers embody creative hypotheses in prototypes and then ob-
serve the outcome [31]. An iterative prototyping practice oscillates between creation
and feedback: creative hypotheses lead to prototypes, leading to open questions,
leading to observations of failures, leading to new ideas, and so on.

In the creation phase, designers ask the abductive question of “what might be”
[43, 44]. Much of previous design research has emphasized the importance of cre-
ative idea generation [6, 34, 45, 47, 55]. Research on brainstorming [6, 45, 47, 51],
synthesis [34], and framing [22, 57] techniques seeks to improve the abductive part
of prototyping. Expertise literature suggests expert practitioners develop an organi-
zational framework for retrieval and application of knowledge [17]; expert designers
learn to effectively organize and act on locally contextual design information.

In the feedback phase, designers make inferences from observations [35]. Experi-
mentation and feedback leads designers to discover unknown attributes, constraints,
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and opportunities that may not have been conceived of a priori. Discovery is not an
automatic consequence of experimentation; the way people frame problems makes
some insights salient and hides others [32].

1.2 Prototyping with Internal and External Representations

Designers can use mental imagery to envision and improve ideas [2, 18–20]. Chris-
tensen and Schun analyzed an engineering design setting where designers use
mental simulation as a proxy for external prototyping, reducing “uncertainty lan-
guage” within meetings [4, 10]. Similarly, Schön remarked that an expert designer
possesses the ability to conduct a series of “what-if” moves with “discovered conse-
quences, implications, appreciations, and further moves” [48]. But as Schön points
out, the web of moves can become too complicated to manage in one’s head – even
for virtuosos – due to limitations in human memory and processing.

People leverage the physical world to overcome limitations in memory capacity
[5, 46], to convert highly cognitive tasks into perceptual/motor tasks [12, 25, 27, 38],
to effectively represent problems [36, 58], and to explore alternatives [33, 41, 42].
Kirsh and Maglio’s study of the game Tetris found that players manipulated the
pieces more than was pragmatically necessary for moving them to the right place
[33, 42]. Kirsh and Maglio argue that these manipulations provide an epistemic tech-
nique for exploring alternatives. Prototypes are designer’s way of trying things out.

Larkin and Simon [36] explored the representational differences between a dia-
gram and a written description. They demonstrate two external representations may
be informationally equivalent, but have significantly different computational effi-
ciency. Designers’ choice of external representations in prototyping has significant
influence on how they explore a design space [9, 21, 39, 40].

Tversky and Suwa investigated how external representations promote discovery
and inference. They show that by attending to visual features in sketches, designers
discover ideas that were unintended when they were drawn [52, 53]. Prototypes
similarly elicit information about the design context that did not previously exist in
the designer’s head.

1.3 Is Iterative Prototyping Undervalued?

Design is often heavily time-constrained; this can discourage designers from
iterating. Many feel that organizations undervalue iteration [3, 16, 30, 49, 50]. Proto-
typing has an actual bottom-line cost associated with it, but this cost estimate is often
inaccurate or changes over time [3]. Organizations often avoid prototyping because
they believe the cost/investment will be significant and the return will be minimal.
As Schrage suggests, “it is hard to persuade companies that one more iteration costs
less than a flawed product,” [50]. While researchers have devised economic models
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and performed cost-benefit analysis to argue for rapid iteration [16, 30], resource
considerations remain a primary barrier to its application in industry.

On the view of prototyping as a learning process, psychological explanations of
learning barriers can provide insight into why prototyping may happen too little
in practice. Dweck has demonstrated that people’s belief in whether intelligence is
mostly fixed or mostly shaped by practice has a significant impact on whether people
seek out learning opportunities [14]. Dodgson and Wood have shown that with high
self-esteem, people respond less negatively to failure and focus on strengths rather
than weaknesses [13]. Earnest experimentation requires risk. The educational psy-
chology literature can inform how to structure the environment so that designers
fully engage the prototyping process [1, 14].

2 Method

The design task had two conditions: individuals encouraged to conduct iterative
testing (iteration) and individuals prevented from conducting iterative testing (non-
iteration). We tested the following hypotheses:

• Participants in the iteration condition will outperform the non-iteration group.
• Participants in the iteration condition will report a larger increase in pre/post

confidence levels (perceived ability) than the non-iteration condition.
• Participants with prior exposure to the design task will outperform participants

with no exposure.
• Participants with prior general design experience will outperform participants

with no design experience.

2.1 Materials and Design Task

In selecting the experimental task, we sought to achieve the following four criteria:

• Presents a clear, objective measure of design quality
• Requires minimal design or engineering expertise
• Can be completed by individuals within one hour
• Offers many paths to achieve an effective result.

We chose the egg drop exercise, where participants design a vessel from everyday
materials to protect a raw egg from a fall. Variations of the exercise are practiced in
secondary and tertiary education classrooms around the United States. This study
measures performance by dropping a single egg from a one-foot marker, then two,
then three, and so on until the egg cracks. Task performance is measured by the
highest height (in feet) at which the egg survives a fall.



The Efficacy of Prototyping Under Time Constraints 115

Fig. 1 Left: Materials constraints in the design task: pipe cleaners, popsicle sticks, rubber bands,
tissue paper, poster board, and flat foam. Right: Experimental setup for the design exercise

Pilot studies showed that our choice of materials should be diverse enough to
elicit many approaches yet challenging enough to produce a wide range of per-
formances. We selected the following design materials: eight pipe cleaners, eight
rubber bands, eight popsicle sticks, one 4′′ ×8′′ piece of poster board, one sheet of
tissue paper, one 4′′ × 6′′ piece of flat foam, and 1 ft of scotch tape (Fig. 1, left).
Participants worked on a table next to a drop zone area with foot markers written
on the wall (Fig. 1, right). All of the supplies were on the table, including build
materials, scissors, eggs, and instructions.

For their participation, subjects received either credit towards their course
research participation requirement or a $20 Amazon gift card. As additional in-
centive, participants were told the two best performing vessels would receive
additional Amazon gift cards.

2.2 Participants

Twenty-eight students averaging 21.1 years old and representing a wide range of
majors from our university participated in the study. Participants were randomly
assigned to one of two conditions. The study balanced for gender, prior egg drop
experience, and general design experience across the two conditions. Twelve of the
participants had prior experience with the egg drop exercise. Six had either worked
as product designers or participated in regular design activities.

2.3 Procedure

Participants filled out a consent form and demographics questionnaire. The
experimenter verbally described the egg drop exercise and the specific rules for the
assigned condition. All participants were told they would have 25 min to design.
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Fig. 2 Experiment procedure with time markers for requesting tests in the iteration condition
(triangles) and for requesting task performance estimates (vertical bars)

They were given a set of construction materials, and were told they could get
replacement materials if necessary. After the design period, the researcher cleared
the workspace and provided a fresh set of the original materials (this time without
replacements). Participants were given 15 min to build the final design, followed by
a 10-min interview, and the egg drop test (Fig. 2).

During the design period, participants in the control group (no iteration) were
provided one egg, which was also used in the final egg drop. Individuals in the
manipulation group (iteration) were given a full carton of eggs. We encouraged
iteration participants to conduct a test drop at the 5, 10, 15, and 25-min marks during
the design phase. We did not limit participants to only four drops, nor did we strictly
enforce all four drops. The drop zone was adjacent to the design table so participants
in the iteration group could test their design ideas at any point (Fig. 1, right).

Participants were asked to estimate their perceived performance on the task (in
feet), both after hearing the instructions and right before the egg drop test. We con-
ducted a short open-ended interview at the end of the build phase, asking participants
to describe their concept and their biggest concern for how the egg might break.

3 Results

This section describes the effect of iterative testing on task performance, the effect
of iterative testing on task confidence, and the influence of prior task exposure on
design performance.

Vessels created in the iteration condition outperformed the non-iteration condi-
tion, with an average successful egg drop height of 6.1 ft compared to an average of
3.3 ft (t = 2.38, p < 0.03) (Fig. 3).

Participants’ confidence level in the iteration condition rose from an average of
4.14 to 5.93 ft from before to after the design task (t = 2.21, p < 0.05). The non-
iteration condition saw no significant change in perceived ability, averaging 3.1 for
both pre and post design task (Fig. 4). The pre-measure of performance slightly
favors the iteration condition, although the mean self-estimates are not significantly
different (t = 1.92, p = 0.23).



The Efficacy of Prototyping Under Time Constraints 117

8

7

6

5

4

3

2

1

0
Non-iteration

A
ve

ra
g

e 
d

ro
p

 h
ei

g
h

t 
(f

ee
t)

Iteration condition

Fig. 3 Individuals in the iteration condition significantly outperformed the non-iteration condition
in the egg drop mechanical design task

Fig. 4 Individuals’ self
estimate of performance
(measured in feet) – shows a
significant rise between pre-
and post-task estimate, but
only in the iteration condition
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Participants in both conditions estimated their performance fairly accurately. On
average, iterators estimated 5.9 ft, just underestimating their actual score of 6.1 ft,
and non-iterators estimated 3.1 ft, just underestimating their actual score of 3.3 ft.

3.1 Influence of Prior Exposure to Design Tasks

Twelve of the twenty-eight participants reported previously taking part in the egg
drop exercise. Prior egg droppers outperformed those without experience, 6.3 ft
compared to 3.5 ft (t = 1.98, p < 0.04) (Fig. 5).

Both experienced and inexperienced participants in the iteration condition
outperformed their counterparts in the non-iteration condition (Fig. 6). A two-way
repeated measures analysis of variance (ANOVA) was performed, with Iteration
(iteration/non-iteration) and Prior Experience (prior/no-prior) as factors and egg
drop height as dependent variable. Participants with prior egg drop exposure in
the iteration condition performed the best, with an average successful drop height
of 8.7 ft compared to 3.8 ft for prior egg droppers in the non-iteration condition
(F(1,26) = 6.84, p = 0.015). Similarly for participants with no prior egg drop
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Fig. 5 Individuals with prior
exposure to the egg drop task
significantly outperformed
those who had not done this
exercise before
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Fig. 6 Breakdown of
participants with or without
prior egg drop exposure and
those in the iteration or
non-iteration condition (chart
and table numbers in feet)
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exposure, the iterative testing condition outperformed the non-iteration condition,
4.3 ft compared to 2.8 ft (F(1,26) = 5.93, p = 0.023). The Iteration x Prior Ex-
perience interaction was nearly significant (F(1,26) = 2.45, p = 0.130). Iteration
helped participants with no prior egg drop experience perform at the same level as
non-iterators with prior egg drop exposure.

3.2 Influence of Design Experience on Task Performance

Six of the twenty-eight participants had prior professional product design experience
or participated in regular design activities. Prior design experience had no significant
effect on the outcome of design task performance (t = 1.84, p < 0.17). With only
six qualifying participants, the sample size is not large enough to fully explore the
effects of prior design experience.
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4 Participant Creations

Participants explored a wide variety of creative design concepts including
parachutes, damping stilts, tubes, boxes, suspension systems, and nests for catching
the egg raw (Fig. 7). The top three performers – 15, 13, 10 ft came from the iteration
condition (top of left column). Based on these participant creations, we conducted
an analysis of the design space [15] and determined five key design dimensions: the
amount of drag created in the air, the distance between the egg and the first point
of impact, the damping upon impact, the balance of weight before and after impact,
and the containment of the egg. While this analysis of the design space is informal,
it sheds light on relevant design factors. The interviews provide further insight on
how participants discovered important variables, and typically focused only just one
or two of these factors.

5 Interviews

The interviews revealed how participants employed different prototyping strategies,
learned from iteration, and used mental simulation.

5.1 Prototyping Strategies

Some participants employed their understanding of physics to build a vessel
designed to absorb impact. For P22’s vessel (Fig. 8, left), he coiled “the foam
(into) a spring to absorb the shock.” P24 said she included a “stabilizing layer”
for “bigger surface area” and so “the force was a little more dispersed.” As P3
explained “the part that hit the ground had the most impact, so I didn’t want that
part to be the egg.” Her design, a self-described “spiky creation,” included damping
stilts protruding in many directions. According to another participant, P18, the key
was to provide a “buffer,” so the “impact point doesn’t hit the egg directly.”

Other participants approached the egg design task as bricoleurs. As P23
described, “I started with a poster board box and then lined it with the foam
box, and then I tore up little pieces of foam ‘cause I had extra. And then, ‘cause
I had ‘em I threw in the pipe cleaners around the top of the egg. On the bottom
there are sticks, partly because I had ‘em, but also it makes it more likely to land
on the bottom.” P25 (Fig. 8, middle) simply wrapped the egg with as many layers
of materials as possible. This approach of mashing together materials echoes the
opportunistic design practices reported by Hartmann et al. [23].

Other participants drew inspiration from objects outside of the immediate design
context. P11 said, “My design is a Turkish cone. This is the same thing they use
to sell chestnuts. . . When I drop chestnuts usually they would not crack, although
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Fig. 7 Twenty-eight participant creations ordered according to best performers (from top left
down) and separated by study condition (iteration in left two columns; non-iteration in right two
columns)

[chestnuts] are much harder” than eggs (Fig. 8, right). In a similar vein, P21 related
the design task to protecting passengers in vehicles. Both participants thought of
analogous situations for protecting precious objects.
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Fig. 8 Left: Participant 22 (iteration) successfully protected the egg at 13 ft. Middle: Participant
25 (non-iteration) protected at 7 ft. Right: Participant 11 (iteration) protected at 5 ft

Fig. 9 Left: Participant 3 (iteration) successfully protected the egg at 5 ft. Middle: Participant 18
(iteration) protected at 2 ft. Right: Participant 28 (iteration) protected the egg only at 1 ft

Many participants used the materials and gestures to communicate about the fea-
tures of their vessel. P20 said “I designed an outer boundary [hands around the
prototype], using the [looks up at reference sheet] pipe cleaners. . . and I designed
an inner boundary using the [look up at sheet] sticks.”

5.2 Learning from Iteration

Most participants in the iteration condition made a concerted effort to learn and
improve their designs with each iterative test. As P3 stated, “experimentation with
materials is important, especially at the beginning, so you figure everything possible
you can do with them. It is also really important to see what actually happens when
it hits, ‘cause with my first design I didn’t realize it would hit so hard.” Her main
design insight was to have damping sticks protruding at different angles (Fig. 9, left).

P9 learned the vessels do not fall evenly: “What I didn’t account for is, as it
gets to higher heights, this will not drop straight down.” P18 recognized a different
problem with her design. “The main problem with the last design is that it wasn’t
covering the egg enough, so I was afraid it was going to fall out” (Fig. 9, middle).
The iterative process helped participants identify issues such as creating drag, bal-
ancing the weight, managing the landing, and containing the egg.
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Iterative testing does not always reveal the source of failure. P28’s first vessel
braced the egg with a square wooden structure. It broke at 1 foot. Then he added a
platform underneath and parachute, while he kept the wooden frame (Fig. 9, right).
Although, his design continued to fail from low heights, P28 never inferred a key
problem: the wooden frame can easily jab into the egg, cracking it with very little
force. However in the final interview he did say “I was thinking that I could use – for
the holding bay – instead of the wood, I could actually use the pipe cleaners since
they are a little bit softer.”

5.3 Using Mental Simulation

The interview right before the final egg drop asked participants to envision how their
concepts performed. P12 commented and gestured using his design, “When it falls,
it’s probably going to fall one way or another. Once it starts getting dropped from
higher, it’s going to bounce and flip maybe [shows how the vessel might flip over].”
P14 projected his design would “land kinda crooked sideways.” P27 was concerned
her design would impact the floor on its side (Fig. 10). She also correctly observed
that the parachute should keep her design from falling on its side.

5.4 Effects of Manipulating Iteration

In the iteration condition, many participants expressed frustration with having to
drop so early and often. At one point during the task P16 says to himself: “What is
sturdy enough to support an egg drop?” Then he sighs, takes a deep breath, and sits
back in his chair looking frustrated. He felt pressured to come up with something
under the tight time constraint. In the interview he said, “I thought five minutes was
too soon to really have anything substantial” (Fig. 11, left). While the tight itera-
tion cycles were stressful, his vessel scored 6 ft – average for the iteration condition

Fig. 10 Participant using her vessel to illustrate possible failure scenarios
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Fig. 11 Left: Participant 16 (iteration) successfully protected the egg at 6 ft. Middle: Participant
21 (iteration) protected at 7 ft. Right: Participant 15 (non-iteration) protected the egg at 2 ft

and significantly better than the average non-iteration score. Other participants em-
braced the opportunity for iteration and really stress-tested their vessels, such as P22
who stood on the table to test his design.

In the non-iteration condition, participants were often ready to test their idea
before the end of time period, as P15 said, “so if I’m done can I start?” Similarly,
with 10 minutes left in the design period P25 declares, “Alright, I’m finished.” It was
not clear (at least to us) a priori that the multiple-iteration condition would be so
much more engaging for participants than the single-iteration condition.

5.5 Iteration did not Lead to Divergence

While participants in the iteration condition were allowed to test multiple egg drops,
they did not necessarily explore a variety of concepts. As P16 described, “I’m not
a very good outside-the-box thinker, so I kinda just had one idea and I was going
to try to make it work.” P27, who had the best overall design, expressed a similar
notion: “I went with the whole parachute idea. . .from the beginning. So, I had one
core idea.” Generally participants selected an initial design direction and iterated to
improve on that idea.

More unexpectedly, some participants claimed that their chosen design seemed
like the only possibility. P21 said, “For some reason this seems to be the only idea.
There needs to be a platform and then as good of cushion as possible. I don’t see any
other way” (Fig. 11, middle). Likewise P20 asserted, “This is the best approach for
such a design.” Despite oft-mediocre preliminary tests and a wide range of possibil-
ities available, many participants appeared fixated on their initial design concept.

5.6 Factors that Prevented Divergence

The short time period impacted why participants did not diverge. As P18 stated,
“This is what I thought of first [holding his design], and I started thinking, ‘well
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that’s one idea what else can I do?’ Then I said, ‘nah, I better make this to make
sure I will have time.” P24 discussed the notion of changing to a new idea, “With
time and with trials, I was sort of improving upon the first idea I had and not trying
to scrap it and go on to a whole new idea.” Participants may not have felt they had
time to brainstorm different ideas, and once they got started, they found it difficult
to justify changing to a new idea.

While many participants described how they had “one idea and just went with it”
(P6), some participants indicated ideation occurred before prototyping. P27 talked
about constructing “some sort of box with the sticks and involving rubber bands so
the egg is in the middle.” P24 said, “I think if I had more time I probably would
have been more accurate, maybe even do some calculations.” Participants may have
considered ideas that were not pursued due to lack of time and perceived complexity.
P4 commented: “There were a lot of different ideas I had originally. . . possibly even
using the tissue paper like a parachute.”

Participants’ underlying assumptions affected their fundamental design choices.
P15, like others in the experiment, assumed the egg had to drop by itself into a nest:
“I just figured I was supposed to build a vessel to catch the egg on its own” (Fig. 11,
right). P11’s sense of personal pride in his “Turkish cone” perhaps dissuaded his
willingness to pursue other concepts between iterations: “An [alternate] design may
have been better. . . but I am proud of mine.” (P11)

6 Conclusion

Participants entered the final fifteen-minute build period armed only with what they
learned during the design period. Why did participants in the iteration condition
outperform non-iterators? One interpretation says that participants in the iteration
condition discovered more flaws and constraints, and tried more new concepts. Non-
iterating participants could only speculate how their design would perform. Another
interpretation says participants in the iteration condition became better carpenters;
they often built the same construction multiple times and thus they tuned the craft.
These interpretations are not mutually exclusive, as experimenting and discovering
constraints are part of craftwork.

Why did participants in the iteration condition significantly increase their es-
timated performance on the design task? Unlike the non-iteration condition, the
iterating participants received multiple benchmarks. Each iterative test contributed
to their judgment of performance. Participants in the non-iteration condition also
managed to correctly estimate their low performances, so it remains inconclusive
whether the feedback alone leads to better self-estimates. Surprisingly, the non-
iteration condition saw no rise in perceived performance despite working on the
task for 40 min.

Why did iterating participants with prior experience far outperform all others?
Prior exposure to the egg drop exercise gave participants a head start in forming
initial design concepts, but why did they make stronger gains with feedback than
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preliminary ideas from newbies? One argument says that prior experience gives
people an index of examples (or cases) and feedback merely aids people to sort
through the good and bad ideas. Another argument says prior experience is not only
about knowing examples; it’s about knowing how to perceive and analyze feedback
on proposed solutions. This finding suggests the possibility for scaffolding design
expertise with domain-specific examples, along with various feedback perspectives.
Future authoring tools, for example, could include domain-specific design exem-
plars, each with a host of expert feedback.

What factors influence the use of rapid iteration? We found some participants
expressed anxiety from having to iterate too early and too frequently. The iteration
condition demanded proficiency and imprecision. On the other hand, several of the
non-iterating participants were unsatisfied because they could not immediately see
how their design performed. Participants may favor longer iterations over short and
early iterations to avoid duress; this emotional factor may affect design outcome.

Iterative prototyping does not necessarily lead to an exhaustive exploration of
alternatives. Participants in both conditions of the study explored a narrow range
of possibilities in the design space. The short time frame and uncertainty about
more complex constructions influenced participants. Unlike many real-world design
processes, the design period did not include structured time for divergent thinking.
More interestingly, several of the participants talked about how they believed their
idea to be the only possibility. Design research explains people often fixate on con-
cepts, especially if they have invested energy and time into one path [11, 28].

External validity is a concern for any lab study. While most real world design
ventures are often social in nature, we focused on individual designers in this pre-
liminary study to avoid the potential confounds of groupthink and interpersonal
relationships. Likewise, design problems are typically solved over the course of days
or months. To control for external stimuli, we chose a time frame that only required
a single uninterrupted session. Our choice of a design task placed value on having
an objectively measurable outcome. In the real world, the problem space or “design
brief” is often not set in stone; it gets defined along the way. That said, the egg drop
design exercise might be in some respects representative of design tasks that do have
clear goals (e.g., designing a bridge always has a clear objective: to insure that cargo
and people can cross safely). As a whole, participants demonstrated a range of cre-
ative solutions to the egg drop problem. Just as in real design settings, the outcomes
cannot be defined by success/failure/right/wrong, but by what concept best fits the
current design context.

7 Future Work

Questions remain about how designers perceive the efficacy of prototyping. Do
designers undervalue rapid iteration? Within a given timeframe, how do designers
determine an iteration strategy? How do designers decide the frequency and tem-
poral spacing of iterations? Do designers typically plan iterations or do they unfold
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organically? The literature on organizational research can help us hypothesize about
the interaction between plans and situated prototyping practices [3, 24, 50, 56]. We
hypothesize for example that planning for lots of rough iterations will achieve better
results than planning fewer meticulous iterations.

Does the particular formation of iteration affect how designers explore concepts
in a design space? Do designers benefit when explicit juxtaposition and reflection
are built into iteration? The study indicated that iteration did not necessarily lead
to more divergence; participants sought incremental improvements to their concept.
We hypothesize exploratory techniques – such as performing analogy training [54]
and creating parallel prototypes – can lead to more divergence between iterations
and enable more explicit comparisons when processing feedback.

Do the benefits of iteration pertain to groups? While we know group brain-
storming leads to unique ideas and serves organizational functions [47, 51], the
advantages of team prototyping are less understood. What strategies emerge? Do
participants prototype different ideas and later combine them? Do participants work
together to understand the feedback? We hypothesize an interaction effect between
groups and the presence of feedback; groups will get farther with iterative feedback
than individuals because of their ability to collaboratively perceive and interpret
feedback on prototypes.

Does iterative prototyping positively affect designer self-efficacy towards a de-
sign task? Do the “small wins” of iterative prototyping lead to greater confidence
as the design process proceeds? Further, if iteration does have a positive effect on
self-confidence (and potentially team confidence), how do these emotional wins
contribute to the overall outcome? We hypothesize prototyping practices can have
positive effects on individual emotions and team dynamics.

In the face of motivational barriers, what methods encourage the best practices
for iteration? For example, if we believe anxiety hinders rapid iteration, we can
test the relative merits of anxiety management and team building techniques. If we
find participants make false assumptions about prototyping’s return on investment,
we can investigate how to structure the economic environment to encourage best
practices.
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An Instrument for Real-Time Design Interaction
Capture and Analysis

Matthias Uflacker, Thomas Kowark, and Alexander Zeier∗

Abstract How do designers leverage information and communication technology
to collaborate with team partners and other process participants? Given the increas-
ingly complex, distributed, and virtual setups of design environments and processes,
answering this question is challenging. At HPI, we have developed computational
data collection and analysis techniques to improve the efficiency and range of obser-
vations in technology-enabled design spaces. Using our software, we were able to
capture and evaluate complex characteristics of online interactions in distributed
design teams at quasi real-time. Besides new insights into the communication
behavior of design teams, it could be demonstrated that communication activity
signatures of high-performance design teams are significantly different than those
of low-performance teams. The combination of new techniques along with quan-
tifiable performance metrics provides a stable foundation for real-time design team
diagnostics.

1 Introduction

It is incontrovertible that communication plays a central role in collaborative
activities such as engineering and design (Maier et al. 2006; Minnemann 1991;
Poltrock et al. 2003). The success or failure of complex projects is considerably
determined by how design teams communicate and interact to request information,
negotiate, generate ideas, make decisions, or resolve conflicts (Eckert and Stacey
2001; Hales 2000). A strong need exists for design teams and researchers alike
to be able to inspect and observe team communication early and during project
runtime. Acknowledging communication as an influential factor that determines
team performance, communication behavior should be made measurable in order
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to establish deeper insight into what characteristics are beneficial or detrimental for
success. However, new techniques are required to efficiently study team interactions
during the early stages of engineering design projects. The augmented virtualiza-
tion and geographic dispersion of team environments raises demand for an adaptive,
computer-supported design research methodology, which takes the increasing role
of online communication into account.

The Design Loupes project develops new technology to instantaneously collect
and process arbitrary team interactions in the course of virtual collaboration. In the
effort to construct, apply, and evaluate an automated approach to design team obser-
vation, the work gives answers to the following research questions.

Research Question 1. How can design team interactions be chronologically mod-
eled and represented in a computer-processable format?

The computer-supported analysis of team collaboration requires the formaliza-
tion and recording of activities under observation. The first research question is
asking for an appropriate data structure, which is able to maintain a temporal
representation of the identified collaboration properties. The requirements for the
formalization of generally informal activities are complex. To ensure applicability
in the myriad of different scenarios, the data structure cannot be designed for a par-
ticular predetermined environment or project, nor must it interfere with the natural
creative modes of the subjects under study. This raises demand for a generic data
schema, which supports the flexible configuration of extensible, yet unambiguous
and clearly defined semantics.

Research Question 2. What are the structural and dynamic properties of a software
system that facilitates the real-time1 capture and analysis of design interactions in a
technology-enabled environment?

The second question addresses the architectural layout of a software system
to handle the formalization process and to provide capabilities for real-time data
inspection. The system design clearly needs to respond to the characteristics of
prevailing design environments without interfering with the natural mode of col-
laboration. Multiple workspaces distributed in time and space, concurrent team
interactions, and a diversity of media and groupware for virtual collaboration cre-
ate demand for a scalable solution. Service-orientation defines an architectural
paradigm to construct distributed and loosely coupled software systems that pro-
mote integrability, flexibility, and reusability (Erl 2005). The instantiation of a
service-based software system to conduct computational observations and analy-
ses in distributed and heterogeneous design environments presents a new direction
in design research. What is the nature of the services to be provided and how can
such a system be integrated into the design process?

1 With regard to the ambivalent meaning of this notion in computer science, real-time refers here to
the ability to collect and prepare data from user observations steadily and almost instantaneously,
i.e., within the range of minutes.
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In the background of these research questions, the following hypothesis is being
formulated:

Hypothesis. Online interaction signatures of high-performance design teams are
significantly different than those of low-performance teams.

Identifying significant correlations between properties of the formalized inter-
actions and independently measured team performance is a necessary, but not
sufficient requirement for the computational evaluation of design process qualities.
A multitude of indeterminable factors are influencing the project outcome, prevent-
ing a complete and definite assertion by means of IT. However, correlations can
provide indicators for what potentially impacts the design process and point to be-
havior that is worth to observe in more detail. With first indicators revealed, the
presented approach would suggest itself as a platform for a design management
dashboard to monitor those indicators at real-time. Testing this hypothesis was a
major component of the Design Loupes project. Exemplary findings from a case
study analysis are given at the end of this chapter.

2 Improving Design Process Instrumentation

The increasing proliferation of software services for computer-supported coopera-
tive work (CSCW) and virtual collaboration has changed design environments and
the way people communicate and share information. Groupware applications have
moved to the Internet and the World Wide Web, providing an open interface to
connecting people and information. In fact, communicating over the Internet has
become standard and indispensable, especially in global organizations. About 62%
of all employed Americans have Internet access and virtually all of those (98%) use
email on the job (Fallows 2002). Web 2.0 services and other communication meth-
ods such as instant messaging are increasingly moving into the workplace (Shiu
and Lenhart 2004). Storing and distributing project data in online services creates
an unprecedented level of information availability. At the same time, the expansion
of online instruments in the information handling and negotiation activities of de-
sign teams causes the digital footprint of communication to grow. This footprint can
be leveraged to study communication structures during the early phases of innova-
tion without interfering with the process. In combination with traditional empirical
techniques, computational observation and analysis methods offer a powerful new
approach to the study of team processes (Ashworth 2007).

Previous literature in design research has advanced the assessment and trans-
parency of performance-relevant process variables, but instruments to evaluate
computer-mediated team activities in real-time are still relatively uninformative and
piecemeal (Dooley and Van de Ven 1999; Wang et al. 2002). There are two prin-
cipal reasons for this significant lag of design process instrumentation. One is the
growing complexity of continuously changing design environments. Distributed en-
gineering design is an increasingly common phenomenon in professional practice
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and the ongoing emergence of new collaboration tools in design practice has led
to a situation where research methodology to study the effects of technology use
does not follow. Second, it is mostly unknown to which extent the technical level of
communication can ultimately serve as an indicator for differences in design team
activity and performance. What are relevant metrics in technologically mediated col-
laboration that might be observable surrogates for semantic level team interactions?
If low-level data in the form of recorded interaction events can reveal beneficial or
detrimental process characteristics, it can be used to monitor and manage design
processes more effectively.

2.1 Challenges in the Development of Computational
Design Research Instruments

Research in the IT-based analysis of virtual design team interactions has to deal with
a number of non-trivial challenges that stem from human factors and the complex-
ities inherent to creative environments. Design knowledge resides in processes, in
the tactics and strategies of designing (Cross 2006). Hence, a major area of design
research is methodology: “the study of the processes of design, and the develop-
ment and application of techniques which aid the designer” (Cross 2006). If design
methodology research is to be supported by computational data processing, the for-
malization of the subject under study is a necessity. Conceptual design, however, is
deeply informal in its nature. It is inherently unstructured and ad-hoc on the level
of individual activities. This renders the computational measurement, comparison,
and prediction of complex process variables idiosyncratic (Dooley and Van de Ven
1999). IT systems that are to conduct empirical design observations must be built
with universality in mind. They need to be configurable in a way which allows react-
ing appropriately to arbitrary social interactions and informal behavior. On the other
hand, the systems need to apply well-defined and precise semantics in the encoding
of the design process in order to ensure the validity of its formalization. Balancing
between flexibility, adaptability, and formalism is one challenge in the design of a
generic technological foundation for real-time team diagnostics.

A second dimension of complexity is spanned by a constantly transforming tool
landscape in engineering design, which is and will remain heterogeneous. The un-
structured and varying team activities in the different phases of iterated design
demand for a diverse set of support tools with individual strengths and charac-
teristics. Any analysis focusing on a single communication tool or homogeneous
collaboration environment can therefore only comprise fractional and isolated parts
of the information handling process. In order to complete this picture, capabilities
to centrally monitor a broader range of distributed and concurrent communication
activities over multiple channels are needed. Critical system requirements also stem
from the complexities in design collaboration environments, which are increasingly
distributed across multiple sites. Aggravating the effects of a heterogeneous tool
landscape, geographically dispersed design teams further add to the clustering and



An Instrument for Real-Time Design Interaction Capture and Analysis 135

partitioning of project information and interaction therewith. The distribution and
concurrent nature of the subject under study needs to be appropriately reflected by
the architecture of a system to support its observation.

2.2 Can Digital Traces of Communication Be a Surrogate
for Team Behavior?

Fundamental to this work is the assumption that low-level data at the technical
level of communication can be a proxy for the original intent of an interaction. The
correlations between the formalized encoding of online communication and its se-
mantic value in a collaborative environment are relatively unexplored. This problem
is deeply rooted in the nature of communication itself. Shannon and Weaver (1949)
nominate it to the category of semantic problems: how precisely do the observable
symbols convey the desired meaning? (Fiske 1990)

Shannon and Weavers model of communication can be used as a basis to sketch
out a non-interfering approach to communication capture (Fig. 1). While acknowl-
edging the legitimate criticism for the static and linear nature of this model (cf.
Mortensen 1972), its technological bias towards discrete units of information is
tolerable as computer-mediated communication activities are targeted exclusively.
Information is digitally encoded by a software system (encoder) and sent via a not
further specified data connection (channel) to a receiving software system (decoder).
Each of the three entities represents a potential information source for capturing
team interactions. Depending on the sending and receiving software systems, public
interfaces, log files, or other traces of interaction may be leveraged to unobtrusively
tap into the information sharing process.

Recent studies give first evidence that data at the technical level of communication
might be an observable surrogate for the semantic intent of a message (Milne 2005).

Information
Source 

Transmitter
(Encoder)

Channel
Receiver
(Decoder)

Destination

Message Signal Received
Signal

Message

Noise
Source

Comm.
Capture
Storage

Fig. 1 Shannon and Weavers model of communication (Shannon and Weaver 1949), shown in
a multi-instance setup to highlight the concurrent nature of communication. The figure visual-
izes three starting points for imperceptive communication capture. Note that the dashed arrows
again resemble a communication process between an information source (a transmitter, channel,
or receiver) and a capturing destination storage



136 M. Uflacker et al.

If and how data in the form of recorded interactions could ultimately serve as an
indicator for differences in design team activity and innovative performance re-
mains a largely open question. If dependencies between observable patterns in team
communication and objectively measured qualities of a design process can be iden-
tified, the envisioned instrument would qualify itself as an improvement to design
research methodology.

3 A Real-Time Design Research Instrument

To implement real-time communication capture and analysis capabilities in real
design environments, we articulate an extensible software architecture of distributed
and loosely-coupled sensor and monitoring components. A collection of software
services provides the functionality needed to incrementally capture and query de-
tailed communication properties immediately during the course of collaboration.
This establishes a central point of access to information about how design teams
virtually communicate over time. The focus is on technology-enabled, distributed
engineering design spaces, in which computer-mediated team interactions are nec-
essary, common, and widespread.

This service approach to communication capture and analysis facilitates a
symbiosis between design practice and research (Fig. 2). For design researchers,
the system acts as an instrument to collect data. A number of client applications
may continuously check for digital traces in the utilized communication channels
and feed information about captured interactions to the services provided. At the
same time, the services provide the functionality to measure trends and character-
istics in the recorded events and to systematically explore the past and present of
communication behavior in the observed teams. New theories in conceptual design
methodology can be developed and tested, leading to a deeper understanding of rel-
evant metrics in team communication. Completing the symbiosis, the set of services
can be iteratively refined and adapted to form the basis for improved guidance,
management, and design process support.

Design
Processes

Design
Research 

Capture &
Analysis
Services 

Guidance

Interactions Measurement

Refinement

M
etrics &

T
heories

Fig. 2 A service-based approach to the concurrent capturing of heterogeneous communication
artifacts can stimulate design research and support the design process through centralized access
to communication properties. New insights into team behavior help to refine design tools and to
optimize design process support
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3.1 Capturing Design Team Activities

The development of an appropriate data model to describe the individual
communication activities of design teams is a necessary first step for the analy-
sis. While the observation of technology-mediated design activities has been the
subject of many previous works, a more flexible and generic approach is required,
which supports real-time application in the diversity of existing and future IT-
supported design environments. The work introduces team collaboration networks
(TCN), a graph structure in which the occurrence, attributes, and relationships of
heterogeneous actors and information objects are represented over the course of a
project.

Figure 3 gives an example of a team collaboration network with a set of four
nodes (V := {a,b,c,d}). Nodes a and c each represent a person, b depicts an email
that has been sent by person a, and d represents a wiki page that has been created by
person c and which is referenced by email b (e.g., through a hyperlink). The model
structure preserves the history of previous network states and maintains the trace-
ability of collaboration activities. This way, the exploration of previous interaction
behavior becomes feasible.

3.2 System Implementation and Testbed Integration

In a second step, we implemented d.store, a resource-oriented platform for team
collaboration networks. The system provides a rich API for the continuous recording
and evaluation of virtual collaboration activities in heterogeneous groupware appli-
cations. The services have been applied in an 8-month period of early stage concept

a

address: john@example.com

b

from_address: john@example.com
to_address: paul@example.com 

hasSent

c

wikiname: paul
address: paul@example.com hasR

ece
ive

d

d

create_account: paul

createdBy

VPerson VWikiPage

VEmail

linkedFrom

Fig. 3 Example of a team collaboration network, showing instances and different types of nodes,
relations, and attributes. Team collaboration networks are used to describe associations between
actors and information objects involved in a project-based design process
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Fig. 4 Schematic representation of roles and process participants in the project-based engineering
design curriculum “310”

creation in eleven engineering design projects and used to collect interactions
through email messaging, wiki pages, and online shared folders. The generated net-
works provide the basis for the exploration of communication structures.

A project-based engineering design curriculum served as a testbed for the plat-
form. Stanford University’s “Mechanical Engineering 310 Project-Based Engineer-
ing Design, Innovation & Development” is a 9-month graduate level engineering
course in which Stanford students collaborate with students at other universities
around the world to develop innovative solutions to open-ended problems. Small
distributed teams worked on real-world engineering design challenges posed by in-
dustry partners. The design tasks were purposely phrased broadly to challenge the
students to determine, isolate and pursue a particular opportunity for innovation
(Skogstad 2009). Figure 4 illustrates the general setup of the engineering design
projects in 310 for the term 2007/2008. A total number of eleven teams were formed
with students in Stanford and those of six partner institutions around the globe.
Stanford’s engineering graduates were partnering with students in product design,
industrial design, or computer science, to foster inter-disciplinary teamwork and
problem solving. The general team size was six, with three students representing a
collocated sub-team both at Stanford (local) and global partner side. All teams had
an equally sized budget at their disposal, which they could use to purchase materials
or services and to craft prototypes.

Each of the globally dispersed teams was assigned with a design challenge given
out by a corporate liaison. During the course, the students had to work together to
identify needs, generate concepts, and create fully functional prototypes to show
a potential path to innovation to the corporate sponsor. The project timelines have
been structured into three major phases with a duration of approx. 3 months each.
The first phase (make it up) starts with team building (local and global sub-teams
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come together for a short kick-off workshop) and is characterized by a high level of
benchmarking, fact finding, and ideation activities. The second phase (make it real)
aims towards the technological feasibility of the student’s vision and the implemen-
tation and testing of their ideas. The third phase (make it happen) is about getting
things done, making final decisions and presenting a functional solution at the end
of the projects.

3.3 Case Study in Team Performance Measurement

The d.store platform supports the focused observation of specific communica-
tion parameters in unstructured interaction and virtual design collaboration. This
functionality has been utilized to closely monitor specific patterns in the captured
activities of the testbed projects presented before. In this case study, statistical corre-
lations between the observed interaction properties and team performance measures
are explored. We have captured more than 10,000 emails on the team distribution
lists, over 800 wiki pages with approx. 4,000 edit events, and more than 8,000 ac-
tivities in public team folders.

To test dependencies between the online interactions and performance-relevant
process metrics, a number of performance measures have been empirically col-
lected from the teams. One example is self-reported performance measures, which
were surveyed after completion of the projects to quantify process performance
from the perspective of the designer. The questions are taken from an established
team diagnostic survey (Wageman et al. 2005). They provide a measure of three
performance-relevant aspects of teamwork, which are controlled by the team and its
members (Skogstad 2009). The aspects are (a) the quality of team task processes,
a measure of team effectiveness, (b) the satisfaction with within-team relationships,
a measure of the willingness to work together again in the future, and (c) the individ-
ual affective reactions to the team and its work, a measure of the individuals learning
and well-being. Skogstad (2009) points out that the survey “provides a measurement
of the design process quality from the designers point of view. It accounts for the
fact that design performance must include more than just the project result, because
no organization will survive if the designers are consistently unsatisfied.”

Correlations are tested by linear regression analysis. The study considers col-
laboration patterns as dependent variables, which can be interpreted as a sign of
applied design thinking principles or “designerly ways of interacting.” Three basic
principles that characterize a design thinking process are considered: (a) the con-
stant involvement of end-users and customers, (b) interdisciplinary teamwork and
knowledge sharing, and (c) a culture of prototyping. Directed by these interaction
patterns in design thinking, the study compares performance measures with team
communication signatures that may reflect according behavior in the virtual inter-
action space of designers.
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4 Key Findings and Contribution

We briefly highlight the findings related to the hypothesis and the contribution of
this research in terms of input to a common knowledge base and to the research
environment.

4.1 Findings Related to the Hypothesis

Based on the team collaboration networks and the performance measures collected
during the case study, we have tested the hypothesis that “online interaction sig-
natures of high-performance design teams are significantly different than those of
low-performance teams.” We could identify statistically significant correlations in
the online interaction behavior of the eleven design teams that assert this assump-
tion. The findings suggest that those teams generally perform better, which put
emphasis on external communication, team-internal information sharing, and diver-
sity in the solution space through iterative prototyping. Accordingly, dependencies
between independent team performance measures and the email and wiki-based
team interactions can be made out in the data set. For example, a positive and sig-
nificant correlation exists between the average team member satisfaction and the
proportional amount of outbound email messages sent by a team, suggesting that
the involvement of external sources of information (e.g., end-users and customers)
has beneficial effects on team performance (Fig. 5).
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Fig. 5 One example for performance indicators found in the data set of a case study application:
The proportional amount of outbound emails (compared to team-internal messages) sent by a team
correlates positively and significantly with the average team member satisfaction
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Fig. 6 The average team member satisfaction correlates even more significantly with a combina-
tion of two variables in the email-based team interactions: the ratio of external to internal messages
sent by the team and the amount of emails received from the teaching team. The quality of the pre-
diction is remarkable, considering the computational and automated nature of the data collection
process

The quality of the prediction further increases when additional independent
variables are incorporated into the regression model. In a second analysis, the num-
ber of emails a project team has received from the teaching team is factored into the
regression equation. The results of the second linear regression analysis indicate that
teams who receive more emails from the teaching team are statistically less satisfied
with their project. A reasonable interpretation of this phenomenon is grounded on
the remediating intervention of the teaching team in case of defects or conflicts in
the collaboration process. The remarkable accuracy of the values predicted by the
two-dimensional regression model is illustrated in Fig. 6.

Another inspection of the knowledge sharing behavior addresses the wiki spaces
of the eleven observed projects. The team collaboration networks hold information
about the point of time wiki pages have been created, edited, and hyperlinked to
other resources of a project. This data allows insights into the structuring and coher-
ence of information stored in a wiki system.

A graphical representation of the project wiki spaces has been created with data
received from d.store services. Three examples are shown in Fig. 7. The structures
represent the final topology of a project wiki space, which is defined by the hyperlink
relationships between wiki pages and external resources of different types. This
simple form of observation already reveals that design teams utilize wikis quite
differently.

The wiki networks of the three teams (Theta, Alpha, Gamma) exhibit distinctive
structures in the relationships of resources. Theta and Alpha show a relatively large
number of wiki pages, each one covering a particular topic or subject-matter. Several
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Wiki page Web Resource Wiki Attachment WebDAV Resource
AlphaTheta Gamma

Topologies of Project Wiki Spaces

a b c

Fig. 7 Three graphical wiki space representations for projects Theta, Alpha, Gamma. Clustering
and general connectedness of wiki pages may be an indicator for the quality of knowledge- and
skill-related process criteria

pages obviously serve as indices to a bulk of other resources, forming clusters of
closely related nodes and serving as hubs to other wiki pages or external information
resources. In contrast, the topology of the wiki space of team Gamma is relatively
lean. Not only is the total number of wiki pages considerably smaller, but also is the
connectedness of the resources less pronounced.

Statistical relevant correlations to performance measures could not be revealed in
these quantitative properties of wiki spaces. However, certain sub-scales of the team
diagnostic survey indicate a relationship between process criteria of team effec-
tiveness and the observed wiki structures. The instrument developed by Wageman
et al. (2005) assesses, amongst others, the degree to which the team uses the full
complement of member knowledge and skill. Based on the grading of knowledge-
and skill-related statements (e.g., “Members of our team actively share their special
knowledge and expertise with one another” and “Our team is quite skilled at captur-
ing the lessons that can be learned from our work experiences”) the scale contributes
to the overall measure of the quality of team task processes.

The average results of this sub-scale in Theta, Alpha, and Gamma correlate with
the visual impression that the breadth of information shared in a wiki system and
increased connectedness of the resources contribute to the quality of a knowledge
sharing process. This supports the assumption that wiki structures can partially re-
veal insights into knowledge sharing behavior and suggests a more detailed analysis.

4.2 Contributions to the Knowledge Base

The work presents a solution to a research problem rooted in the discrepancy
between the informality of creative design processes and the formal requirements
for their computational real-time analysis. Team collaboration networks constitute
a model for representing and storing activities during project-based collaboration in
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a chronological manner. The networks can be configured and used to capture and
compare the semantic properties of actors and information resources in multiple
design projects. The results of an exemplary application suggest that the compu-
tational analysis of virtual design collaboration activities is expedient. Significant
differences between the online signatures of low- and high-performing teams could
be made out in the data set. The identified correlations with team performance mea-
sures substantiate the beneficial impact of fundamental design principles in the early
stages of engineering projects.

Recently published studies build on the results of this work. Skogstad (2009) has
developed a new theory about how designers gain insights needed to create novel so-
lutions and how reviewers can have both positive and negative effects on the design
process. Parts of the hypothesis testing are grounded on the interactions captured in
team collaboration networks. Overall, the developed constructs for the observation
of team communication provide a basis for achieving new insights into design as-
pects and performance-relevant properties of virtual collaborative processes. Future
research projects may build upon this technological foundation and refine the results
through additional case studies and improved software instantiations.

4.3 Contributions to the Research Environment

The contribution of this work to the field of applied design research is a flexible
software tool, which provides services for the combined analysis of concurrent de-
sign activities in a direct and non-interfering manner. Tools and techniques have
been developed, which support the study of the ever-widening variety of technolo-
gies and phenomena arising within distributed engineering team activity. The d.store
platform decouples the data collection from the concurrent analysis and allows for
streamlined and non-interfering team observations. The service-oriented approach
simplifies the automated recording of distributed communication data and expedites
the unobtrusive integration of team work analysis into existing and future research
projects. A novel approach to real-time team diagnostics is established.

The same service-based approach that has been introduced to generate insights
into the communication behavior creates new possibilities for supporting the man-
agement of design teams. With a more precise understanding of performance-
relevant indicators, real-time awareness of potential drawbacks and process imped-
iments is generated. This creates new starting points for the design and implemen-
tation of improved tools and dashboards for the management of design processes.

5 Conclusion and Future Work

We have developed an instrument for the real-time capture and analysis of multi-
modal team interactions in technology-enabled design spaces. The d.store platform
provides a technological foundation to collect and monitor concurrent interaction
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events and distributed online communication in a graph-like representation named
“team collaboration networks.” The system has been applied in the conceptual
design phases of eleven distributed, inter-disciplinary engineering projects over a
period of 8 months. The online activities detected in the email archives, wiki spaces,
and public team folders have been translated into team collaboration networks and
provide a basis for the visual and quantitative examination of structures and trends
in the interaction behavior of engineering design teams.

The results of a case study suggest that patterns in the online interactions of
design teams can indicate performance measures. This is significant, because it
demonstrates that design team performance can be approximated by objective col-
laboration metrics live and in situ. The findings give reason to a continued and
intensified evaluation of design processes in IT-enabled collaboration environments.
The outcome provides a technological basis and first statistical input to support this
direction of current and future research activities.

Our work sought to expand the exploration window in empirical design research
by enabling researchers to handle the increased complexity of design spaces. The
work promotes a new paradigm in the conduction of real-time design team diag-
nostics, with probable implications for design theory and organizational process
implementations.

The communication behavior of virtual engineering design teams has been the
main focus of the initial d.store development, as well as the first applications of the
platform in various case studies. A logical next step is the utilization of the platform
for observations of different team types to determine if the previously made as-
sumptions still hold true for other team structures and project set-ups. Therefore,
the platform will be extended with the means to capture digital communication
artifacts that are common for software development teams. Amongst others, this
includes information about the usage of source-code management systems and ap-
plication lifecycle management tools. A case study will be prepared that resembles a
real-life software development process by having 80 students of a university lecture
develop a single system in a collaborative effort. The students are divided into 13
sub-teams that are responsible for different, interdependent aspects of the system.
By that, the project introduces a high level of urgency for inter-team communication
and coordination. In order to observe the communication behavior and the progress
of the teams, weekly meetings with tutor teams are obligatory. The project lifetime
of 4 months is divided into four iterations. At the end of each iteration, an evalua-
tion meeting takes place to determine how the teams fulfilled their tasks and how
they adopted their development or communication behavior according to previously
gathered experience. Those manual observations made by the tutors are the foun-
dation for a post-hoc analysis of the team collaboration networks that are created
within d.store. The digital traces are compared to the tutors’ judgments in order
to reveal patterns that possibly indicate problems within the intra- and inter-team
communication.
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Tele-Board: Enabling Efficient Collaboration
In Digital Design Spaces Across Time
and Distance

Raja Gumienny, Christoph Meinel∗, Lutz Gericke, Matthias Quasthoff,
Peter LoBue, and Christian Willems

Abstract Design Thinking is an approach for innovative problem solving. A typical
characteristic of this approach involves multidisciplinary teams and the extensive
use of tangible tools such as sticky notes, whiteboards and all kinds of prototyp-
ing materials. When team members try to collaborate from separate locations their
traditional way of working becomes nearly impossible. A number of computer sup-
ported collaborative work systems exist, but there still lacks acceptable support for
teams applying methods like Design Thinking. We have created an environment that
allows these teams to work together efficiently across distances, without having to
change their working modes. The Tele-Board prototype combines video conferenc-
ing with a synchronized whiteboard transparent overlay. This unique setup enables
regionally separated team members to simultaneously manipulate artifacts while
seeing each other’s gestures and facial expressions. Our system’s flexible architec-
ture maximizes hardware independence by supporting a diverse selection of input
devices. User feedback has confirmed that the Tele-Board system is a good basis to
further enable collaborative creativity across distances while retaining the essential
feeling of working together.

1 Creativity Across Distances: Can We Make It Work?

Collaborative creative work is done best in co-located settings. People communicate
with each other face-to-face, see each other’s gestures and facial expressions, and
directly manipulate all involved artifacts. Sticky notes, whiteboards, walls, pens,
all imaginable handicraft objects, role-play and storytelling may all be used when
creative methods such as Design Thinking are applied [1]. Bringing together the
insights of research and different perspectives of a diverse team is a key factor for
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successfully fueling innovation. In order to incorporate different cultural aspects as
well, international teams are favorable. But how can teams reasonably use the above-
mentioned analog tools if members are geographically dispersed, and time zones
separate them by several hours? Can suitable digital equipment act as a comparable
option to analog tools for teams using Design Thinking?

Discovering answers to these questions has been the objective of our project
within the HPI – Stanford Design Thinking Research Program. We saw that Design
Thinking teams at the Hasso-Plattner-Institute of Design at Stanford (d.school)
and the HPI School of Design Thinking create successful products and concepts.
Furthermore, the Design Thinking methodology is used at several design compa-
nies [2] and examples prove that it leads to successful results [1]. This kind of work,
which is very different from standard office work, has a high potential for creat-
ing innovations in different industries. But we all know that in a globalized world
development does not take place at only one location. Thus our vision emerged to
enable people located at different parts of the world to work together as naturally
and smoothly as they are accustomed to in their current environment.

A number of tools supporting remote collaboration already exist. For nearly 20
years research has been done to enable people to communicate and share artifacts
across distances. In the last years, commercial products for remote collaboration
also improved tremendously to enable easy video conferencing with various levels
of quality and costs. But satisfactory support for distributed creative working does
not exist yet, as shown by our evaluation of existing tools for remote collabora-
tion. Most tools only support standard desktop work and are cumbersome to use in
general [3]. In order to really meet the requirements of real-world Design Thinking
teams we started by interviewing teams at the HPI School of Design Thinking and
at SAP’s Design Services Team and observing them in their workspace. We wanted
to find out how people work with each other and how they interact with all involved
artifacts. Our research resulted in identifying seven main Design Thinking working
modes.

From these conclusions we decided to design and implement a new IT-tool
which truly supports and optimizes collaborative creative work without getting in
the way of the teams involved in the process. Recent development of touch enabled
whiteboards, monitors and smartphones provided us with new opportunities for an
intuitive use of hard- and software. Hence, we started to develop the Tele-Board
system, an electronic whiteboard software suite which allows users to write digi-
tal sticky notes on tablet PCs, smartphones or directly on a whiteboard. Users can
move the created sticky notes, cluster them and write or draw on the whiteboard.
This digital implementation also includes additional features previously unrealiz-
able by physical tools, such as resizing sticky notes or changing their color. All
of the mentioned actions are synchronized automatically and propagated to every
connected whiteboard client. To facilitate a real interactive session we included a
video conference among the distributed team. The translucent whiteboard can be
displayed as an overlay on top of a full screen video of the other team members
(see Fig. 1). This setup lets everyone see what the others are doing, where they are
pointing along with their gestures and facial expressions.
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Fig. 1 Setup of the current Tele-Board prototype

In the following, we will present our findings on the Design Thinking working
modes, describe the Tele-Board system and its architecture, and discuss user feed-
back we received in experiments and interviews. The chapter closes with an outlook
on the following project year and further research topics.

2 Analyzing Design Thinking Working Modes

In order to formulate requirements for our tools, we needed to understand the way
Design Thinking research teams work and interact, and anticipate what they would
demand of an IT-tool aimed at supporting them. We observed and interviewed teams
at the HPI School of Design Thinking and SAP’s Design Services Team. Through
our observations we found out that users have different needs in different situations.
To classify these users’ needs we identified seven working modes (see Fig. 2) which
we consider the most important for Design Thinking. Of course these modes may
be expanded by other modes as working techniques vary by organization and group.

The different working modes and their specific characteristics are the following:

Handwriting and drawing on a whiteboard. This working mode happens often
and for various reasons during a design session. Some examples might be: noting
facts or ideas, visualizing an idea or a process through rough sketches, or drawing
a diagram to explain relations. Multiple colors and an eraser may be used, as well
as printouts of pictures and other information. It is important that the whiteboard
stands vertically to be seen easily by fellow team members. Each team member
must have direct access to the whiteboard. Gestures are frequently used to support
communicating an idea to other team members.

Writing a personal sticky note. Sticky notes are used to note down facts or ideas,
sometimes including small drawings. The creation of sticky notes is often done in-
dividually and simultaneously by team members. Sticky notes may be added to the
whiteboard either immediately or during a quick presentation phase. Differently col-
ored sticky notes are used to keep track of the information’s source. It is important
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Fig. 2 Working modes during Design Thinking projects

that sticky notes are relatively small so that team members use them to record only
a single, concise fact or idea that can be grasped at a glance. It must be possi-
ble to write sticky notes on a horizontal surface to ensure comfortable writing and
scribbling.

Clustering sticky notes. Usually, one or two team members stand in front of a
whiteboard and cluster the team’s sticky notes. A cluster is often defined by circling
sticky notes with a whiteboard marker and applying a label. Other team members
may instruct them from a distance. The team tries to group related research infor-
mation or ideas that were generated during a brainstorming session. Moving sticky
notes around must be easy, and all team members should be able to see each other’s
pointing gestures, as the whole group should find the best cluster representation
together.

Collaborative creation of hand drawings. Often one person draws a design object
in more detail, and the other team members give feedback. It is important that all
people involved can see the drawing and may contribute to it. A horizontal setup is
generally preferred to make drawing more comfortable.

Intense discussion of a design topic. The team meets to discuss a topic related
to design artifacts, which are often laid out on a table. Visibility of team members’
gestures, facial expressions and eye contact as well as related artifacts is crucial.

Presenting insights, ideas and frameworks. This working mode often involves a
bigger audience. It is important to collect as much feedback as possible from the au-
dience. The team uses design artifacts created in their team space mostly presented
on a whiteboard using a vertical setup.
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Presenting a physical prototype. For this working mode it is necessary to present
a physical object from all sides. It might also include acting out an idea. Similar to
the preceding working mode, an audience is involved.

The first three working modes (handwriting on a whiteboard, writing a sticky
note and clustering) are essential for creative processes such as Design Think-
ing, and most suitable to be implemented in a digital solution. Therefore we aim
to support working on a whiteboard with sticky notes, handwritten text, drawings
and clusters. For distributed settings it is obvious that a digital representation of a
whiteboard simplifies collaboration on design artifacts by all team members in all
locations. It is necessary to support the visibility of gestures and facial expressions
of team members in addition to hearing their voices.

3 Evaluating Existing Tools for Remote Collaboration

In the following we give a brief overview of existing full-fledged tools that are
designedto support remote collaboration in the creative processes we evaluated. We
considered commercial tools as well as some interesting scientific ideas and proto-
types that make no claim to be complete. As a result of this evaluation we recognized
that recent solutions do not realize the full potential that Internet and web technolo-
gies can contribute to support creative remote collaboration.

Commercial Products There are a variety of tools on the market which offer pos-
sibilities for collaboration between dispersed teams. However, most products focus
either on video conferencing capabilities or on sharing artifacts. A commonly used
tool that offers both functions is Adobe Acrobat Connect Pro,1 formerly Macro-
media Breeze, which is mainly a web-based conferencing system and so-called
learning environment. It features the most common tasks in a meeting setup, such
as audio and video conferencing, screen sharing and a simple whiteboard solu-
tion. Workspaces are called “pods” each with a specialized role (whiteboard, chat,
etc.). Here lies the main drawback of the system: The integration between these
components is insufficient. For example, pointing to certain parts of a sketch on a
whiteboard is impossible in a video conference. Interviews with SAP, an intensive
user of this software product, showed that most of the functionality is hardly used,
such as the whiteboard component.

Telepresence systems such as those provided by Cisco2 or Polycom3 are the
most elaborated high-end video conferencing systems on the market. High defi-
nition video and audio as well as special security features make it only suitable
for big companies. Telepresence systems are basically an arrangement of hardware
components. The best setup makes it possible to build up a virtual meeting room,

1 http://www.adobe.com/products/acrobatconnectpro.
2 http://www.cisco.com/en/US/netsol/ns669/networking solutions solution segment home.html.
3 http://www.polycom.com/products/telepresence video/telepresence solutions/index.html.
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so everyone in the meeting has the illusion of sitting together at the same table.
A major drawback is the lack of integrated support for whiteboard interaction.

There are several commercial and non-commercial websites on the Internet
which focus on enabling users to sketch ideas on digital whiteboards.4 They all
provide simple means to draw sketches and share them with colleagues. Real-time
collaboration on the whiteboard is not supported and would be difficult to attempt,
because none of these solutions offer support for audio or video conferencing.

What all of these solutions have in common is that they do not support the users
in actual collaboration with each other. People cannot properly sketch their ideas
and discuss them with remote partners. Because of this, an emotional disconnect is
built up between the communicating partners.

Scientific Prototypes The first tools to support creative collaboration of spatially
separated teams were VideoDraw [4], VideoWhiteboard [5] and Clearboard [6],
developed in the early nineties. VideoDraw and Clearboard combine synchronous
drawing and the ability to observe remote partners at the same time. A desktop-like
setup combined with cameras is used to reproduce the drawings from one side on the
other. VideoWhiteboard more closely fits the requirements of our working modes, as
it transfers whiteboard content with the help of rear projection to the whiteboard of
a remote person. Additionally, a shadow of the entire upper body of the remote per-
son is transferred to see the gestures of the partner. Seeing only the shadow and not
a real video of the other person is one limitation which Tang and Minneman point
out themselves [5]. Even more importantly, one cannot manipulate the other persons
drawings or show physical artifacts. This drawback also arises with the Clearboard
system, although it is possible to see a real image of the other person rather than
only a shadow.

Everitt et al. [7] also used shadows to mimic the remote person’s presence. They
augmented The Designers Outpost from 2001 [8], a collaborative tool for web-
site design. Users apply digital sticky notes to sketch the structure of the planned
website. Much research effort has been spent on computer vision techniques to dig-
italize paper sticky notes and keep them synchronous with their analog counterparts.
In addition to vision-tracked shadows, Everitt et al. also used transient ink to con-
vey deictic gestures. For example, participants drew arrows to show their remote
partners where they would move a sticky note. The transient ink arrow disappeared
after several seconds. The Designers Outpost hereby presented a very promising
approach to work with sticky notes on a digital whiteboard. Representing gestures
with shadows and ink improves remote collaboration. But as the authors already
mention, the shadows cannot convey human characteristics. Facial expressions are
not visible at all and the transient ink is not always used. Additionally, the system
would need audio support for a real remote setup.

Another project with similar ideas is Video Arms [9] from 2006, which uses digi-
talization of arms to enable pointing in a remote setting. A computer vision approach
is used to capture the arms of the people working, cut them out of the video image,

4 cf. http://skrbl.com, http://thinkature.com and http://imaginationcubed.com.
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and then reinsert a translucent version on both the remote and local screens. The
main drawback of this solution is that the focus on body gestures is limited only
to the arms. Eye contact and full body gestures are not transferred to the remote
location. Hilliges et al. [10] present a brainstorming tool which supports writing
digital sticky notes on an interactive, touch sensitive horizontal surface. At the same
time the sticky notes appear on a vertical display to allow working at a whiteboard.
The questions remains open as to how this holistic digital environment approach
could be transferred to a distributed location setup, as it has only been implemented
in co-located settings.

All aforementioned systems offer interesting functions for remote collaboration,
but each of them also shows drawbacks, especially when used to support creative
collaboration. Our goal is to overcome these drawbacks with our Tele-Board system,
as described in the following section.

4 Our Tool: Tele-Board – A Digital Whiteboard for Remote
Collaboration

The Tele-Board system aims at providing designers and researchers with a software
suite to pursue the Design Thinking working modes we identified using digital hard-
ware devices. It supports working over distance and under certain restrictions, such
as being forced to interrupt and resume work at a different time or place. Tele-Board
simulates whiteboard content like sticky notes and supports handwriting on elec-
tronic whiteboards. This also includes natural user interaction with the simulated
objects, i.e., the ability to add, move or remove elements to and from the electronic
whiteboard using touch input or digital pens. To support geographically dispersed
teams, pairs of electronic whiteboards need to be synchronized over the Internet.
User interaction on one electronic whiteboard should both influence the local and
the remote whiteboard. Preliminary research has shown that such remote interaction
should be accompanied by video transmission of the participating users, which pro-
vides remote whiteboard modifications with a human context. To overcome physical
limitations of today’s electronic whiteboards, and to support the working modes
identified, Tele-Board also needs to support additional input devices other than elec-
tronic whiteboards. Hand-written notes play an important role in Design Thinking
projects. In a digital setup, this can be achieved using pen enabled or touch enabled
laptop computers and mobile phones. These devices can then be used to write sticky
notes in a private environment. From these devices, users have to be able to transmit
sticky notes to an electronic whiteboard.

Next, the general architecture of these components is presented, followed by
an introduction to the server component which mediates content between devices.
Also, we present results of our research on mobile input devices in the context of
Tele-Board, and show how different video conferencing approaches can be inte-
grated into the Tele-Board system.
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4.1 Tele-Board: General Architecture

The Tele-Board architecture clearly separates objects and concepts taken from the
Design Thinking domain from the computer software and hardware involved.
We will present the data model derived from these Design Thinking concepts, the
users interaction with the data model through physical hardware devices, and the
software components facilitating data exchange between different devices and loca-
tions.

All activities in the Tele-Board software are centered around projects. A project
can comprise all phases of a Design Thinking activity and can endure several
months. During a traditional Design Thinking project, a fixed set of analog white-
boards is filled with sticky notes and handwriting over the course of several hours or
days, and later be photo-documented or cleaned to be used for new content. These
ready-to-use surfaces of physical whiteboards are called panels in the Tele-Board
data model. Panels do not have to be cleaned after being used, but can be archived
and restored, and an unlimited number of empty panels can be requested. The panels
themselves can be filled with various whiteboard elements, such as sticky notes or
handwriting.

Panels are viewed and modified through electronic whiteboards, which are con-
nected to a dedicated presentation computer. Decoupling whiteboard hardware and
the whiteboards content using the notion of panels adds flexibility, as potentially
only one electronic whiteboard is needed to replace a traditional setup with multiple
analog whiteboards, and a larger number of panels can be worked on. In addition to
direct manipulation of a panel displayed on an electronic whiteboard, Tele-Board al-
lows for indirect user input from mobile and special devices, such as mobile phones
or laptops, preferably with touch or pen input.

The mapping of the Tele-Board data model onto these hardware devices is
achieved by using the Tele-Board software, which consists of four components:
a whiteboard client, a sticky note pad, a server component, and a web application.
The web application serves as an entry point into the Tele-Board software, where
users can browse and manage projects and associated panels, and start working on
such panels by opening them on an electronic whiteboard. All components except
for the web application communicate using the Extensible Messaging and Pres-
ence Protocol (XMPP), an XML-based protocol for message handling and routing.
Using XMPP for synchronization of whiteboard content is a common approach.5

The description of every whiteboard element is translated to an XML representation
and synced to the remote location. Using an open protocol allows the sending of
messages from very basic Internet-enabled devices such as mobile phones or smart
phones. XMPP provides the participating components with the notion of sessions
and users and fits fairly well into the desired Tele-Board ecosystem. Each elec-
tronic whiteboard is managed by the Tele-Board whiteboard client installed on the
computer attached to the whiteboard hardware. Whenever a user modifies a panel

5 http://coccinella.sourceforge.net/docs/MemoSVG XMPP.txt.
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Fig. 3 Conceptual model of system components

opened in such whiteboard client, XMPP messages reflecting the modifications are
generated and routed to the other participants in the session. When the whiteboard
client receives such XMPP messages from other components, the electronic white-
board is updated accordingly. On mobile devices, the sticky note pad component
provides a user interface following the sticky note pad metaphor and allows the
sending of handwritten sticky notes via XMPP to a specific whiteboard client. Typ-
ically this is the whiteboard client of the electronic whiteboard in the same room
as the mobile user, but this is not a requirement. After receiving such input via
XMPP, the whiteboard client will send update messages to the other participants’
whiteboard client. All XMPP communication is processed by the Tele-Board server
component. This server component adds additional session management aspects to
the Tele-Board architecture which are not part of XMPP itself. These aspects in-
clude storing and restoring panel content, and more advanced Tele-Board digital
features that go beyond the sticky note/whiteboard metaphor (see Fig. 3).

4.2 Tele-Board: Server Component

When participants are working on a panel using the Tele-Board system, XML rep-
resentations of whiteboard elements transmitted to other participants are routed
through the Tele-Board server component. In the server component, they are dis-
tributed to the recipients and are also stored for future history functionality in the
XMPP server environment. The server-based components make it possible to inter-
rupt and continue different sessions, and also to store the data to identify certain
patterns of interaction.

The Tele-Board server component consists of two main parts: the plug-in for the
Openfire XMPP server and a set of web services to process and visualize the his-
tory data. The plug-in encapsulates the stored history data and separates this from
message routing in the XMPP server. The server plug-in is realized as a so-called
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packet interceptor. Each incoming message is read and parsed by the plug-in to
decide how it should be treated. There are two possibilities: A message can be stored
in the history data and forwarded to the recipients, or it can trigger an action and be
prevented from being delivered to the other participants. The former case is used for
every whiteboard exchange message, and occurs much more often than the latter,
which is used for remote procedure calls to the XMPP server, e.g., to request the
current whiteboard state upon application start-up. A sticky note updating its posi-
tion will be logged to the history and the message will be delivered to the original
recipients (e.g., the partner whiteboard client).

The data model used for storing the historical information is very basic. It is
roughly a plain log made up of rows including the following: an object-identifier, a
time stamp, a panel identifier, an action-code (such as NEW, CHANGE, DELETE),
and XMPP-payload data describing the current object. This data structure provides
a good trade-off between flexibility to reuse the data and detail of information. With
this structure, every point in time and every creation, change or deletion of a white-
board artifact can be reconstructed. That way, not only the latest state of a panel
can be transmitted to whiteboard clients, but upon request older states can also be
restored from the history database and viewed on a whiteboard client.

The web services can generate different kinds of information from the log data.
It is possible to render a screenshot in several graphics formats and arbitrary reso-
lutions from any point in time. Another option is to visualize whiteboard activities
in their temporal order, including certain annotations such as whiteboard-clearing
events, or to generate an overview of multiple charts that belong to one project and
arrange them in their temporal order.

4.3 Tele-Board: Input Devices

Due to the average user’s acquaintance with analog tools, supporting adequate input
devices is clearly an important aspect of our work. Even rudimentary market stud-
ies show that development is increasing more rapidly than ever before. Not only
sophisticated mobile devices, like smart phones such as Apples iPhone or recent
Google Android phones, have emerged, but also the development of large scale
touch-sensitive wall screens (digital whiteboards) has picked up. Convertible tablet
PCs are making a comeback, with larger displays and multi-touch gesture support.

We dealt primarily with two deriving challenges:

• The selection of suitable off-the-shelf input devices for fast prototyping and early
testing

• The design and implementation of a flexible and extensible software framework
for the various user interfaces

Because we focused on the working modes concerning collaborative whiteboard
interaction and the creation of sticky notes on personal note pads, there was the need
to pick at least one digital whiteboard and a variety of mobile devices (phones, tablet
PCs etc).
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The optimal digital whiteboard would be very large but highly moveable and
collapsible, could recognize an arbitrary number of pointers working simultaneously
(multi-touch), and could distinguish finger input from pen input. Throughout our
first year, we evaluated several product classes:

• SMART Technologies interactive whiteboard,6 a stationary digital whiteboard
screen for projectors that recognizes fingers and different pens

• SMART Technologies interactive display frame,7 a touch-sensitive overlay for
large plasma TVs, allows for dual-touch gestures

• Luidia Inc. eBeam,8 a highly mobile device that can be used on arbitrary white
walls, but only supports stylus input

• Promethean ActivBoard9 series, a line of high resolution stationary digital white-
boards that support two pens simultaneously, but no finger input

We chose the SMART Technologies interactive whiteboard (SMART Board) as
a compromise between feature richness and reliability. Its drawbacks can be dis-
regarded for our project, as vendors will release more technically mature devices
supporting multi-touch or dual-touch gestures.

Discussions on the work done by Johnny Chung Lee,10 who uses Nintendos
Wii Remote technology to realize a DIY multi-touch whiteboard, encourage us to
consider this approach in future. System advantages would include lightweight im-
plementation, thus better mobility, very good cost ratio and multi-touch capability.

Because mobile input devices act as the digital equivalent of basic personal sticky
note pads when running our software, we decided to support as many systems as
possible. Software for smart phones running iPhone OS, Android, Java Mobile Edi-
tion, Windows Mobile, and Symbian OS are planned to be available over time. This
highlighted the need for platform-independent development and the usage of open
standards wherever possible.

One example benefit of the open XMPP protocol standard is the availability of
XMPP-capable chat clients for most existing platforms, as well as for all broadly
used desktop operating systems and modern mobiles.11 With these clients we were
able to rapidly set up a first prototype of the overall system by only implementing
the whiteboard client. Users can easily send messages from their personal smart
phone using the respective instant messenger to chat to the whiteboard. The text
appears on the board as written on sticky notes. Furthermore, the existing XMPP
libraries for all common programming languages can be used for communication
within the D-Tools 2.0 software suite. We designed an abstraction layer to decouple
the different input devices and input types from our whiteboard client and sticky
note pad applications (see Fig. 4).

6 http://corporate.smarttech.com/products/SMARTBoards.aspx.
7 http://corporate.smarttech.com/products/displayframe.aspx.
8 http://www.e-beam.com.
9 http://www.prometheanworld.com.
10 http://johnnylee.net/projects/wii.
11 http://xmpp.org/software/clients.shtml.
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Fig. 4 Tele-Board input abstraction layer architecture

The input abstraction layer defines five basic types of input signals: touch inter-
action with fingers, special device interaction with a pen or eraser, and mouse and
keyboard input. A programming interface (API) is also available. The API allows
Tele-Board applications to access raw input data, e.g., x/y coordinates, the value of
a pressed key, or color of a pen. It can register observers for events triggered by the
input devices, e.g., mouse clicked or finger down/up. From the other end, the ab-
straction layer wraps the respective APIs of the physical input devices. Multi-touch
gesture recognition will be implemented here.

The layer also enables the negotiation of parameters of input devices. For ex-
ample, does it support finger and/or pen interaction? Does it support multi-touch or
single-touch? How many buttons and colors are available? Applications can adjust
their user interface according to the capabilities of connected devices.

This abstraction will allow us to integrate future digital whiteboard devices by
just implementing a new interface. There will be no need to change any of the Tele-
Board applications.

As development began, we implemented rudimentary adapters for the most
generic input devices, namely mouse and keyboard. These adapters allowed usage
of the whiteboard client on usual desktop PCs or laptop computers. Within the first
year, we also finished the integration of the SMART Board API supporting touch
interaction with finger and pen and differentiation of pen colors, as well as the per-
sonal sticky note pad application for tablet PCs and other devices with pen input,
e.g., the SMART Sympodium. More devices such as smart phones will be integrated
in the next project phase.

4.4 Tele-Board: Video Conferencing and Remote Full-Body
Gesture Overlay

Preliminary work has shown that remote collaboration on electronic whiteboards
benefits from an accompanying video conference showing the remote team interact-
ing with their whiteboard [11]. Video eliminates the problem of having whiteboard
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interactions by remote team members appear as actions made by a ghost hand. The
Tele-Board system has been designed to support video conferencing from the be-
ginning. This saves its users from well-known hindering factors and allows a clearer
evaluation of the system’s support for design thinkers. For our project, we wanted to
focus on a reliable, cost-efficient video conferencing solution that does not impose
additional entry barriers. For the current implementation we decided to use third-
party video conferencing software such as Skype12 because of its popularity and
proven reliability.

Instead of separating video transmission screen areas from whiteboard content,
the Tele-Board whiteboard client can overlay any video conferencing software in
a translucent way to give the impression that the remote party is directly interact-
ing with local whiteboard content. The video cameras can be positioned next to the
electronic whiteboards, capturing the foreshortened whiteboard and the people in
front of it (see Fig. 1). With this setup, people can face both the whiteboard and
the camera at the same time. However, it comes with the trade-off that due to the
camera angle on the electronic whiteboard, the screen area that can be used for the
Tele-Board whiteboard client is roughly reduced by half (see Fig. 5). If the camera
were to be pointed directly at the whiteboard to capture a flat image of it, the peo-
ple at the board would naturally be shown from behind, which would reduce the
communication experience between remote participants.

Fig. 5 Tele-Board remote system setup

12 http://www.skype.com.
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5 Tele-Board: User Feedback

During the whole process of prototype development, our goal was to minimize
users’ notice of the system’s digital nature. To evaluate our success in fulfilling
this intention we often asked colleagues with different scientific backgrounds to try
out the system and give feedback on whether it felt natural to work with. Mid-
way through the development phase we conducted a qualitative study with ten
participants who had never heard of the system. All of them came from differ-
ent educational backgrounds and have experience from the HPI School of Design
Thinking. With the help of the study we wanted to understand how comfortable
users are with different input devices, how the interplay between input devices and
whiteboards works and how the general usability of the digital whiteboard was. As
the study was specifically about whiteboard and input devices we did not include a
video conference at this point.

Prior to the practical tests we asked the participants about their general behavior
of writing sticky notes and applying them to a real whiteboard. We asked if they
could imagine writing sticky notes with a digital device and about how important
pen and paper were to them. Subsequently, the participants were asked to write
sticky notes with a digital pen directly on the whiteboard and with a digital device
similar to a tablet PC which sent them to the digital whiteboard. At this stage of
development, our research prototype did not yet support digital pens. Hence, we
used the Wizard of Oz method [12] to simulate it. Users wrote down their ideas on
real sticky notes and hit a fake buzzer to send them. Simultaneously, a team member
standing by with a laptop typed out the written message in a chat program and
sent it. Afterwards the participants tried out all interactions we implemented in the
whiteboard so far, such as moving, deleting and clustering sticky notes (see Fig. 6).

About half of the participants stated in the beginning that they would prefer using
paper and pen over a digital device and kept their opinion after trying out the two
different options. However, nearly all of them said that they would prefer the digital
version if it was as fast and safe as paper and pen. Digital hardware and software are
still not as precise and smooth as pen and paper, and people generally prefer analog
artifacts for fear of data getting lost. Some users stated that they would not want
to deal with a digital sticky note in addition to an analog one, as this might lead to
confusion and eliminate the advantage of saving paper. Participants also emphasized

Fig. 6 Different tasks at qualitative user feedback study
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that they could imagine using the digital version if it supported a wider range of
standard computer system advantages like saving different versions, loading at any
time or advanced documentation functions.

With regard to the interplay of input devices and whiteboard, we learned that a
serious limiting factor of the digital sticky note pad application was its inability to
determine where the sticky note would appear on the whiteboard. Users expressed
that they either wanted to directly control where it would appear on their device, or
would want to stand directly in front of the whiteboard with a portable device, so
they could move the sticky note right after sending it. Concerning general usability
the study also helped us to identify and improve various usability issues.

Using the input of this study we developed a next version prototype which we
presented at the International Conference on Engineering Design (ICED) 09 at
Stanford University and the Mensch und Computer 09 conference at the Humboldt
Universität Berlin [13]. At both conferences the whole system was used, including
videoconference between two whiteboards. In Stanford the audience participated by
writing their own sticky notes; in Berlin our team gave a demonstration and mem-
bers of the audience stood by to observe.

At both presentations the audience was enthusiastic about the combination of
video and transparent whiteboard and the realistic feeling it conveyed. The ability
to point at sticky notes and still keep talking to the remote partner was especially
appreciated. Nevertheless, the video overlay was not very accurate yet and has to
be improved. Participants also remarked that the whiteboard space is very small
when using half of the space for the video. The restricted space on the whiteboard
is clearly an important topic we have to concentrate on. When participants were in-
volved in writing sticky notes at ICED09 we also noticed performance issues with
our system. The more sticky notes were posted to the whiteboard the slower the
reaction of the system was. It was difficult to move sticky notes around, and writing
on the whiteboards became cumbersome. Since then we have solved many perfor-
mance problems, but there is still room for improvement.

6 Outlook and Future Work

Findings of the first project year revealed many advantages of a digital solution
applicable not only to distributed team settings. For example, in the physical world
it is not possible to go back to different whiteboard states, and documenting can
only be done by taking pictures of the analog whiteboards.

Existing research on computer supported collaborative work divides the topic
into four parts, each demanding different requirements of tools [14]: The two
defining factors are working synchronously vs. asynchronously and working in a
co-located team vs. a distributed team (see Fig. 7).

Synchronous, co-located Design Thinking (Fig. 7c) is the preferred way for
ideation and synthesis phases where it is important to directly communicate ideas
and see the reactions of team members. Synchronous communication usually takes
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Fig. 7 The four dimensions of collaboration

place in co-located settings, because communication between distributed team
members (d) is often troublesome with most existing tools. Asynchronous Design
Thinking is especially important if time zone differences only allow a minimum
number of overlapping working hours (b). Distributed teams define separate tasks
and need to continue work where their partners left off. In this setting it is important
to find out what has been done, i.e., have constant, easily accessible documentation
of the other team’s work, ideally created with minimal effort. Asynchronous com-
munication also happens in co-located settings (a), e.g., if people work on different
projects or other constraints don’t let them work together. The requirements of a tool
to support this are the same as in distributed settings. To narrow down the focus for
our project we started by supporting synchronous and distributed Design Thinking
sessions (d). The result is our Tele-Board system.

At the HPI School of Design Thinking, and especially in industry, gaps between
source materials (files, printouts, media) and created artifacts from Design Think-
ing methods proved problematic. The same gap exists between Design Thinking
results and documentation, needed for archiving or reporting to stakeholders. Work-
ing in a digital environment creates potential for retaining links from information
artifacts that evolve from the methods of Design Thinking back to their original
sources. It also allows enrichment of all items with metadata. This is the foundation
to support generation of documentation and report files, such as presentation slides
or statistical analysis with visualization. How to support both advanced workflows
for Design Thinking projects and the generation of associated documentation, while
still remaining very adaptable to the specific project context, is a future research
topic for D-Tools 2.0.

Being able to go back and forth on the timeline and along the links between infor-
mation artifacts enables the design thinker to view all gathered data from different
perspectives and thereby gain a deeper understanding of the project context.
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This will also help the team analyze the overall project progress and decision
paths taken by the respective distributed sub-teams or by the team itself in earlier
project phases. Additionally, the team can continue at any earlier state by branching
whiteboard content. Further improvements might be achieved by detecting relevant
time periods (hot spots), i.e., when project-critical decisions take place. Identifica-
tion of those hot spots can help distributed teams working asynchronously when
handing over their daily project progress to the remote team – for example by
simply speeding up or even skipping the history playback between the hot spots.

Through our research in the first project year we found out that the synthesis
phase is considered the most crucial part during a design process. Interviewees and
test participants as well as other designers [15] stated that it is imperative that a
common understanding of the research results is established. Only then the most
important problems can be identified and addressed through iterations of the evolv-
ing design. Practical design thinkers claimed that synthesizing is already complex
in co-located settings, and is hardly even possible for distributed teams.

We believe that digital tools can support designers in this complicated phase.
With our current prototype it is already possible to rearrange and cluster sticky
notes in order to classify research or brainstorming results. The clustering could
be enhanced by other visualization techniques to create a common understanding
by jointly creating data models such as mind-maps, flow-charts or other kinds of
diagrams [15, 16]. Which tools would best support the synthesis phase must be in-
vestigated through observations of design teams and interviews with experienced
design thinkers. The ideas triggered by our observations will be implemented and
tested on our current prototype to find out which concepts work to improve the syn-
thesis phase. All insights we gain through observation and testing can be valuable
for the research on Design Thinking process phases. We want to investigate how im-
portant different types of visualizations are in the context of converging information
and how they can be best applied to interactive tools.

In the next project phase we will conduct a user testing at the HPI School of
Design Thinking and ask the students to use Tele-Board for their current projects.
Thereby we want to understand how well a digital whiteboard system can be in-
corporated into a traditionally analog style of working like Design Thinking. Other
interesting questions related to this study are: What impact does a digital system
have on the whole process and on the team dynamics? Will people write more or
less sticky notes, and does this have an impact on the creation of ideas? Does the
system help structure and document ideas?

The Tele-Board prototype allowed us to demonstrate that it is possible to
collaborate over distances and still employ creative working methods. Tele-Board
provides digital support without being tied to the traditional desktop. It integrates
life-size video with simultaneous manipulation of artifacts on a whiteboard. Forth-
coming research will concentrate on enhancing the system for synchronous and
asynchronous working in distributed and co-located settings. With this we bring
remote collaboration closer to face-to-face communication while retaining all ad-
vantages of the digital world.
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Physicality in Distributed Design Collaboration
How Embodiment and Gesture Can Re-establish
Rapport and Support Better Design

David Sirkin

Abstract Geographically distributed design teams face barriers to effective
collaboration that current communication technologies have difficulty mediat-
ing. We have found several key aspects, or building blocks, of effective, physically
collocated interaction, which include: the exclusive physical presence of individual
participants within the team workspace; the explicit and implicit body language
signals that they exchange; and the ability to point to, and act upon, artifacts in a
context that is shared with teammates. These provide the social and contextual clues
that contribute to free-flowing, creative exchanges. However, when teams are dis-
tributed, they lose many, if not all, of these capacities. To re-establish them, we are
introducing expressive, tele-operated robotic avatars into designers’ workflows to
provide a physical and social presence for distant team members. Our explorations
going forward focus on employing physical avatars when design activity is most
physical or tangible: during conceptual development, which occurs largely before
ideas can be articulated with precision, and during prototype development, which
generally occurs after a verbal or written exchange of ideas.

1 Introduction

1.1 Scenario: ‘Remote’ Collaborators

Philipp, a design engineer in California is prototyping a new remote control. Today,
he is in his design loft figuring out the look-and-feel of an early-version craft paper
model. With a quick glance over, his teammate Becky at a table nearby sees that
he is turning to face her to ask a question. She turns toward him as well, and asks
“What’s up?” before he even has a chance to speak. “I’m working on the feel of this
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Fig. 1 A small, collocated design team works on a paper prototype of a remote control

part and don’t know how well this button position works.” “You mean right here?”
as she points at the markings he’s drawn on the side of the white paper box framed
with tape and wood dowels. “Yes, my hands are larger than yours, so I can’t tell if
you can reach it.” Becky carefully handles the fragile model and replies “It should
be farther this way, and this much larger,” as she puts new markings on the box in
a slightly different position than the ones already there. Philipp asks “What about
over here instead?” as he makes a new mark on the diagonal that runs between the
two that are already there. “Yes, now it works for both of us,” she replies, as she
hands it over and turns back to return to her work (Fig. 1).

The next day, Philipp and Becky have scheduled a videoconference with Malte, a
colleague who is working in Lulea Sweden. Sometimes, the difference in their time
zones leads to early morning meetings for Philipp and Becky, or to late evening
meetings for Malte, but today’s schedule works for all three of them. Philipp starts
out by showing Malte – rather, by showing the laptop video camera that Malte sees
through – their prototype. Malte notices the markings on the sides and asks “Are
those where you’re putting the buttons?” “Yes, Becky and I thought the middle one
would work best for most people’s hands.” Malte makes a face, but it is difficult for
Philipp to interpret what it means through the screen. Malte’s image is rather small –
much smaller than it would be in person, and the window on Philipp’s laptop that
holds the video conference is only one among several that are visible; the others
hold sketches of the next revision of the prototype and a document they are co-
authoring. “Can you move it a bit more to the side?” he asks. Philipp doesn’t know
if he means that he should move the button to the side of the box – and if so, to
which side – or that he should move the box to the side of the table, so Malte can see
it better. So he asks. “Both, really,” he replies. “But I meant the button, in particular.
I have a prototype here with the button more to the side than yours. See?” He shows
Philipp and Becky his prototype through the screen, but it appears to be larger and
more refined than the one Philipp is working on. They are both finding it difficult to
compare button positions or box sizes, because they cannot bring both models next
to each other. “Maybe we could measure our prototypes and send the dimensions to
each other for comparison.” Malte does not have a measure nearby, so they all agree
to schedule another conference for later in the day.
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1.2 Constituents of Design Communication

In the preceding scenario, the first interaction was brief, efficient, and arguably more
productive – at least for the time being – than the second. Let’s walk through some
of the differences between them.

In the first collocated session, physical proximity between teammates permitted
their interaction to occur on the spur-of-the-moment, exactly when Philipp needed
help. Each teammate was able to intuit when the other was about to act or speak,
and to anticipate what would come next. They both used demonstrative phrases like
“here” and “this” for easy reference, and supported their language use by point-
ing, which acted as an index into their shared contextual frame [1]. In contrast, in
the second distributed meeting, the discussion had been scheduled ahead of time,
so members met whether they needed help at that very moment or not. Philipp and
Becky found it difficult to infer what the distant partner meant, either in what he said
or expressed gesturally. Because their common frame of reference was gone, par-
ticipants stumbled through, or chose not to use, the comparisons, demonstratives
and pointing that had worked so fluidly when they were collocated. Such con-
stituents of communication help participants to establish and maintain the common
ground [2] – the coordinated, mutual understanding between what speakers mean
and what addressees comprehend – that is so much a part of engaging and produc-
tive exchanges. That is, our physicality matters, and its advantages are difficult to
secure when separated by a distance.

The constituents of design communication, and whether or not they are attained,
can be viewed as a hierarchy. The first level represents the ultimate goal of, or ratio-
nale for, the interaction. In the broadest sense, the reason may be to improve designs
or designers’ understanding. For distant communications in particular, it may be
to solicit the input of an expert, or to develop a cross-cultural perspective. Symp-
toms of these goals not being realized include design sessions that take on a tenor
of coordination rather than collaboration, and engineers feeling that their time is
spent in meetings rather than in design activities. The second level represents the
communicative intent of the participants themselves. That is, what they intend to
communicate, or learn, or resolve during the session. Symptoms of unclear in-
tent include participants having disparate understanding of statements or ideas or
events, possibly without even being aware of it at the time. Contributors include cul-
tural differences or a lack of shared physical context, or common ground. The third
level is composed of the specific elements that contribute to clarity and expressivity.
These include: the proximity and orientation of participants to each other; the pos-
ture, bodily gestures and movements that they assume; and their facial expressions.
Symptoms of a lack of clarity include designers having difficulty expressing them-
selves, or connecting with each other, or feeling that they or their partners are
disengaged from the conversation.

In a sense, we are describing a form of ‘trickle-up’ collaboration. Participants
are able to directly effect change at the third level, by developing a sensitivity
to their own and others’ physical presence and gestures. These actions influence
their second level abilities to perceive context, share ideas and negotiate details.
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And these abilities support the first level goals of productive working sessions and
better understanding.

The remainder of this chapter discusses why collaboration breaks down in dis-
tance scenarios, some specific aspects of distance communication that contribute to
these breakdowns, and how re-introducing physical presence can lower the barriers
to truly effective distributed collaboration.

2 Understanding Collaboration in Design

2.1 Designers Use Their Bodies

What is actually going on in a collaborative design session? In addition to the verbal
aspects of working together, which include talking, asking questions and discussing
plans, designers use their bodies as an integral part of that work. At first, one thinks
of the hands-on nature of design work: the way designers interact with tangible
artifacts. But aside from sketching, building, manipulating and typing away at key-
boards, designers use their bodies for communicating, both with collaborators and
with themselves. The non-verbal aspects of working together play a central role in
designers’ abilities to perceive their local context, express themselves and exchange
ideas. Non-verbal signals include facial expressions, visual gaze, posture, gestures
and other bodily movements [3]. Many of these signals can also be further subdi-
vided into more specific actions. Pointing at, or placing, objects and pantomiming
observed or intended behaviors are all forms of bodily movement. These signals
become communication when one person, who acts them out, influences another,
who perceives them. Explicit signals are where the expression is intended; where it
is in the foreground of the communicator’s awareness. In contrast, implicit signals
are in the background of consciousness [4]. Most signaling behaviors can be explicit
or implicit, depending on the context. So a person’s expression of surprise may be
part of telling a story – say, demonstrating how a user might react to a new remote
control – or it may be a genuine emotional response to being surprised. But both
contribute to the shared frame – the common ground – between participants.

Design collaborators also make use of each other’s proximate presence when
they work and meet in person. They frequently rely on ad-hoc, informal discussions
with participants who happen to be nearby and available. These sessions are brief,
focused and content-rich; participants solicit input, confer on alternatives, raise and
resolve questions. And they take place in local work areas, often at whiteboards.
Kraut [5] has even noted that without such informal sessions, mediated by physical
proximity, many R&D collaborations would not occur, or would break up before
becoming successful. So the ways that designers use their bodies, and draw upon
proximate colleagues, contribute to and support intuitive and creative exchanges
within collocated teams. But similarly, the absence of these assets hinders design
collaboration within distributed teams.
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2.2 Design at a Distance

As design and engineering practice become more global – either to draw on the
expertise of distant colleagues, or to interact with co-workers who are traveling –
designers rely on the use of mediating communication technologies, rather than
their bodies, to interact with each other. The intermediaries include the familiar:
voice and video conferencing, email and instant messaging, and shared access to
digitized sketches, documents and models. But rather than support designers’ use
of their bodies, these technologies, which try to bridge the distance between them,
instead disable them. Two-dimensional video portals reduce their representations to
a few square inches on displays often shared with other participants or with appli-
cations and documents. Their diminished facial expressions cannot relate emotion
as effectively. They wave and gestures with their arms, and point with their fin-
gers, but cannot penetrate into the space they are referencing. They cannot follow
local action as well, because their position and perspective are fixed by someone
else within the local hub of team activity. And their vision, hearing and speech may
be spread among different devices around the room. Distant collaborators become
disembodied.

To ensure that participants are available, distributed teams plan in advance and
pre-set meeting times. However, the reasons that members have to meet are typi-
cally not pre-set, and arise in the moment when needed. Because these non-routine
and ambiguous tasks, which rely on direct physical interaction and quick access
to collaborators, are difficult to carry out with current technologies [6], the fa-
miliar approach to design activity becomes infeasible at a distance. As a result,
distributed teams perform their work separately, within each distinct location, and
only confer about that work between locations. Opportunities for second level
clarity of communication, and its influence on first level goals of more produc-
tive sessions and deeper understanding, are lost. So how can we overcome such
deficiencies and thoughtfully re-introduce elements of collocated design into the
distributed collaboration experience? Before moving on to our explorations of this
question, it will help to understand certain forms of local and distant interpersonal
communication.

2.3 Modes of Communication

There are several ways that collaborators can arrange their communications with
each other. Each way has defining characteristics that make it better suited to certain
forms of social discourse and mediating technology. Figure 2 shows four modes
of communication that we observe design practitioners assume during collocated
and distributed sessions, extending the three modes that Nass and Mason [7] use to
analyze communication within organizations.

In the first pane, called 1-to-1, one participant communicates with just one other.
Examples include an active, co-present design task, or a face-to-face or telephone
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Fig. 2 Four modes of communication. The left three panes show 1-to-1, 1-to-many and many-
to-many setups. In each case, there is a single channel of communication between the individuals
or groups at each end of the connection. The right pane shows what we term 1-to-1-to-many. In
this case, there is a separate channel for each individual to connect to the group, as well as a
back-channel to connect to other individuals

conversation. In the second pane, called 1-to-many, one participant communicates
with a small or large group of others. Examples here include a lecture or presen-
tation, or a group meeting joined by a single distant participant. In the third pane,
called many-to-many, one group communicates with another. This may occur when
two teams speak to each other, either in person if collocated, or by voice or video
conference if separated. Each of these first three modes may occur among members
who are collocated or distant, and in each case, there is a single channel between the
individuals or groups at each end of the connection. In the fourth pane, which we
have termed 1-to-1-to-many, a single collocated group is joined by one to several
individual participants, with each individual at a distinct location. This presents a
satellite communication setup, which may include direct back-channel connections
among the distant participants as well. The satellite setup is primarily used for dis-
tributed teams, and requires the effort of one or more support personnel to manage
technology – including displays, cameras, microphones and audio mixers – as well
as to moderate the remote discussion. Back channel communications may be via
email, instant message, voice or video chat.

3 Explorations in Distributed Design

We have taken the design research approach of employing a variety of technology
probes [8] to explore the issues surrounding physicality in design activity. Here we
describe three studies that focus on the roles of embodiment and presence, agency
and approachability, and gesture and expressivity. Note that these are in the third
level of the collaboration hierarchy.

3.1 Study 1: Embodiment and Presence

While PC or laptop video chat suits close-proximity 1-to-1 conversations, and
high-definition video conference rooms suit many-to-many teams, even the best
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technologies available have difficulty supporting the physical interaction require-
ments of design engineering sessions. When room setup requires that local partici-
pants and those connecting remotely be a distance apart, video chat suffers because
cameras and microphones are setup for up-close use. But distant participants often
need to see whiteboards or video screens and hear local participants who are across
the room. Alternatively, video conference systems change the way several individual
participants at distinct locations are represented locally: each becomes bound within
a window that shares the screen with other individuals-within-windows. As a result,
the sense of personal presence and persona that is imparted by our distinct and
uniquely-addressable physical bodies vanishes. In these ways, distant participants
are sensory impaired, and they share this characteristic with each other. To address
these particular needs, we have begun to develop and employ physically present,
embodied, gesturing avatars at the local hub of design activity. An avatar is an em-
bodied representation of one’s self. Distant collaborators inhabit and tele-operate
these avatars, which serve as their stand-ins during team interactions. By filling the
gaps between what distant actors see and how they are seen, as well as what they
can do in their own environment and in the hub workspace, physical avatars give
them a seat at the table.

What are the implications of a persistent presence on group activities and mu-
tual awareness? Over the last two years, weekly meetings of our distributed design
research community have seen an increasing number of global participants, form-
ing what we now recognize as a 1-to-1-to-many setup. A noteworthy aspect of these
meetings is that activities vary between three categories of social exchange. Sessions
begin with informal socializing, continue with a more formal structured presenta-
tion, and conclude with a semi-structured dynamic Q&A dialog. These transitions
result in distant members, as well as their local counterparts, assuming several roles
in settings that vary from close-up individual chat, to presentation with overheads,
to room-scale group discussion. At the start of our explorations, distant participants
were perceived by the local group either as passive observers lurking on the fringe of
activity, or as visible collaborators who required significant effort to include in the
conversation. From the perspective of the distant participant, the local group was
barely aware of their existence. We found that introducing and arranging distinct,
physical avatars, shown in Fig. 3, so that local and distant participants could see and
interact with each other, increased their perceived sense of each others’ physical and
social presence [9], and that this increase in visibility led to more frequent and on-
topic interactions. The sense of presence that the avatars helped to create was most
influential, perhaps not surprisingly, during close-up, informal exchanges, when the
conversation could become more in-depth and rich content could develop. At these
times, it was critical to be presented as a distinct individual.

With embodiments of each distant participant now joining in the local space, we
next set about providing them with further capabilities afforded by their newfound
physicality. Notable among these was a mannequin arm and hand, which could be
raised when someone wanted to join in on the conversation. But we were surprised
to find that people did not raise their hands very often. In trying to understand why
this should be the case, we found that it is not the social norm of the group to raise
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Fig. 3 Early physical avatars. This image shows two distant participants speaking with a local
moderator by video chat. Their screen images are positioned atop kiosks at eye-level, and each
has a personal camera, microphone and speaker for close-up conversation. Their names, location
in the world, and instant messaging identity are shown so local participants can join them in the
back-channel chat. A foam microphone ball, passed around by local speakers during Q&A dialog,
is visible at the bottom left

hands to request to speak up – one just speaks up. But distant participants had limited
abilities to see and hear, due to the rapidly prototyped, low-resolution capabilities
of their avatars. Accordingly, they would miss some of the action within the local
group. The resulting uncertainty created a reluctance to speak up, due to concern for
interrupting another speaker who was not seen or heard.

3.2 Study 2: Agency and Approachability

To explore and better understand how physicality and motion can serve as indicators
of a willingness to engage others and encourage interaction, we moved to a more
public setting and focused on agency – the attribution of action to individual actors.
We created an interactive touch-screen information kiosk, shown in Fig. 4, with ei-
ther a virtually represented, or a physically attached, gesturing appendage, in the
form of a waving arm. The virtual representation was shown directly on the infor-
mation screen for the pilot study, and back-projected onto an opaque vertical screen
for the follow-up. The physical arm was attached in a position that matched the pro-
jected location as closely as possible. At the end of the arm was either a graphic
arrow that pointed down toward the kiosk or a humanlike mannequin hand. This ar-
rangement permitted us to independently change conditions – virtual versus physical
in one case, and graphic versus humanlike in the other – to learn how they influenced
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Fig. 4 Waving arms. A public information display that includes onscreen, projected and physical
versions of a waving arm with either a graphic arrow or humanlike hand attached. The first image
shows the onscreen–hand condition; the second shows the physical–hand condition; the third shows
the projected–hand condition; and the fourth shows the physical–arrow condition. We ran the study
in two stages: a pilot and a follow-up. The pilot did not include the projection screen (shown in the
two left images), while the follow-up did (the two right images)

peoples’ behavior. We carefully positioned the device in three semi-public areas at
our research institution, so that people had a clear and consistent view of it while
passing by.

We found that twice as many passers-by approached and interacted with the kiosk
when they saw a physical, rather than onscreen arm, and 60% more interacted when
they saw a physical, rather than projected, arm. But contrary to our expectations,
the arrow condition generated slightly more interactions than the hand. Interviewees
reported that the arrow was “more understandable” than the hand. While this result
does not suggest that graphic elements should be preferred to humanlike ones in
a general sense, it does imply that human likeness is not required to effectively
indicate the availability of a communication device for interaction. Interview results
also suggest that greater human likeness requires greater care in design. People have
expectations of how human arms and hands should look and move; if a robot arm
looks the part but does not act correctly, people will notice. The opportunity here
is that people have few, if any, expectations of how graphic elements should move;
by avoiding reliance on human likeness, the physical avatar designer has greater
latitude in designing the behavior of remotely-actuated elements.

3.3 Study 3: Gesture and Identity

In their book The Media Equation, Reeves and Nass describe their finding that
people treat communication technologies as social actors, whether or not they are
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aware of doing so [10]. They are polite, they reciprocate, and generally act as though
computers are their teammates. So to what degree do the actions and gestures of a
physical avatar acting as an intermediary between teammates enhance – or perhaps,
complicate – the interactions between them? And do we find the same social actor
behaviors when we look alternatively at explicit and implicit signals?

We are currently conducting a video-based study to learn how people interpret
specific avatar gestures. The immediate goal of the study is to understand how these
gestures correspond, or map, to the distant operator’s communicative intent. With
this knowledge, we can provide visual cues to accompany these intents, so that peo-
ple who interact with avatars can latch on to familiar actions or nuanced expressions.
So if a distant teammate becomes confused, should the avatar represent her state and
if so, how would it do so? The longer-term goal is to apply this understanding to the
design of tools and spaces that promote collaboration.

Some gestures seem to map directly to their associated behaviors. Examples in-
clude the way we turn our heads – and sometimes our entire bodies, if necessary –
to look to the left or right, or how we lean forward and down to inspect some detail
on a table more closely (as in Fig. 5), or that we naturally shudder when we laugh.
Other gestures may not have such direct mappings. For example, how would we
indicate that a distant teammate is confused, or is thinking for a beat, or is simply
present and aware, without appearing idle and lifeless, or without her avatar appear-
ing uninhabited? If you think about your experiences for a moment, you realize that
unlike computers, people are not usually perfectly still for minutes, or even several
seconds, at a time; their eyes scan the room, their chests rise and fall as they breathe,
they shuffle their shoes. We are beginning to explore how distant participant tele-
operated inputs should be matched to robotic avatar motion outputs – that is, when
it is important to use direct mappings, and when it is important to use indirect ones.
For instance, in many Indian cultures, it is customary to shake one’s head from
side-to-side to indicate agreement, but in the U.S., this gesture is interpreted as dis-
agreement. Knowing this, an avatar might perform the task of cultural translation,
converting a participant’s head shakes on one side of a conversation to head nods on
the other side. We expect that such actions will affect the clarity of communications
as well as the avatar’s perceived sociability [11].

Fig. 5 Avatar gestures. In this sequence of frames taken from a video shown to study subjects,
a distant collaborator leans in toward the camera and peers into the local space, while the avatar
screen moves forward and down, mirroring his actions. The sequence and timing differences
between the images shown onscreen, and motions of the screen itself, influence whether study
participants interpret the observed action as being controlled by the collaborator or by the avatar
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Fig. 6 A robotic avatar at work. On the left is a robotic avatar in use during a design session.
On the right is a closer view of its remotely controlled components. The remote participant who
operates the robot uses onscreen buttons to make pre-programmed movements, such as “wave” or
“point near emphatically,” with its arm, and a handheld gesture-based controller to make front-to-
back, left-to-right and tip-up or tip-down motions with its head, which includes a video screen,
camera and microphone

For our initial study of these mappings, we recorded head-and-shoulders videos
of male and female collaborators communicating through an avatar that can move its
own “head” and “shoulders” (Fig. 6). The collaborators behaved in ways that they
might during a typical conversation or working session. For instance, they looked
to the left or right, leaned forward for a closer look, nodded their heads to agree
or shook them to disagree, and expressed surprise or boredom. The twist is that in
one case, the collaborator gestured while the screen remained motionless; in another
case, the collaborator held a neutral expression while the screen performed motions
similar to those the collaborator had made earlier; and in yet another case, the col-
laborator and avatar performed the same gesture in concert with each other. We then
showed these videos to study participants and asked for their interpretation of what
was happening and what, if anything, was being communicated. Our findings so far
suggest that study participants have different ideas about the distinct identities of
the collaborator and the avatar. That is, some of them interpret what they see as the
actions of two separate actors, others only identify one or the other, and others con-
flate identities, without distinguishing between the two at all. Following from this,
participants also have different interpretations of variations in sequence or timing
between the collaborator’s expressions and the avatar’s motions. So if the avatar’s
motion precedes the collaborator’s, participants may read what they see as the avatar
initiating the action, rather than the reverse, which is what actually occurs.

Going forward, we expect to find that either the collaborator’s expressions or the
avatar’s motions alone will be sufficient to convey less ambiguous messages, such
as looking to the side or nodding, but neither alone will be enough to consistently
convey subtler messages, such as thinking or boredom. However, we also expect
that some combination of them will.
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4 Plans and Issues for the Future

Our explorations going forward will focus on deploying more robust, field-hardened
avatars for use within working design teams. In particular, we anticipate their use
when design activity is most physical or tangible: during concept development,
which takes place largely before either broad design ideas or specific details can
be articulated with precision; and during prototype development, which generally
occurs after the team, coaches and managers have verbally exchanged ideas and
conferred. This will permit us to shift emphasis, from establishing proof-of-concept,
to implementing with users who have real and immediate needs, and to understand-
ing how to engage a robotic communication mediator on both sides of a global
conversation.

For distant avatar operators, three issues stand out as critical to longer-term
usability. First is the design of tangible and onscreen user interfaces, to provide
intuitive control and a useful range of expression. Enabling technologies for control
include video image recognition, which permit either facial expressions or bodily
gestures to be used as input controls, and table-top or hand-held devices that repro-
duce the capabilities of the avatar’s range of motion. Second are ways to provide
greater sensory abilities, to assist distant participants in seeing, hearing and under-
standing action within the local team hub, and to more fully immerse them within
that action. The first part of this implies the use of higher-resolution, zooming video
cameras onboard avatars, as well as sensitive directional microphones. The second
part opens the door to alternative inputs, such as force-feedback tactile sensors, so
operators know when another person or object is in contact with the avatar, or prox-
imity sensors, so operators know when they are near say, tables or walls. Third is
understanding the issues of extension into, or inhabitation of, the avatar. Extension
describes the way an operator feels like the avatar is more a part of his or her self,
rather than a tele-operated device [12]. Greater extension is desirable if it improves
the interaction, but only if it does not intrude on the operator’s own sense of identity.
For instance, we have yet to resolve whether physical avatars should be named in-
dependently of the distant participant who operate them. By observing teams using
avatars, we expect to find out if people are inclined to say Malte or Avatar Malte, or
something altogether different.

For the local hub team interacting with one or more distant participants through
these avatars, the questions relate to what makes a robotic presence comfortable to
be around in an ongoing basis. Much like extension is relevant for distant operators,
the transparency of the avatar is relevant for the local team. A transparent interface
lets one’s perception of the avatar disappear into the background, leaving only an
awareness of the distant collaborator whom it represents. A potential complication is
how the team will respond if or when more than one person were to inhabit the same
avatar at different times, or alternatively, if more than one person were to appear on
the screen at the same time. Perhaps avatars could be matched one-for-one with
individual collaborators, or modified for each individual user.
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5 Conclusion

Schön states that designers design not only with their minds, but with their bodies
and senses, which presents a challenge to their use of computers, which are senso-
rily deprived [13]. Physical avatars may help bridge the sensory void that currently
separates global collaborators. Instead of filtering design communication through
a series of technology portals, physical avatars provide a medium through which
designers can establish their presence and communicate more directly.

5.1 Scenario: Continued

Somewhat later in the remote control design project, Becky is working in the loft
when Malte, still in Sweden, waves her over using his new robotic avatar. When she
approaches, he tells her “I just made some changes to the shape of the case and sent
you the drawings, but they need more detail. I thought you could help me finish the
design.” Becky replies “Sure, let’s see what we can do.” As she steps over to their
worktable to check out the new work, Avatar Malte follows just behind and settles
in across from her. Malte glances around and sees Philipp at his desk, so he waves
him over as well.

As Philipp and Becky start sketching out ideas among themselves, Malte’s atten-
tion drifts and he starts doing other work. A few minutes later, Becky notices that
Avatar Malte is looking out the window, so she gives a sympathetic glance, brings
him into their huddle around the worktable, and puts an arm around him to make
him feel included. “Come over here and take a look at this,” she says. As Avatar
Malte zooms his camera in to look more closely at a particular drawing, Philipp and
Becky see him lean forward and look down, just as a person in the room might.
They know exactly where Malte’s attention is focused without having to ask or step
away from their own work.

Malte uses a handheld touch-sensitive interface to help his avatar point and ges-
ture his arm at the team’s worktable. “I like these here and those over there, but. . .”
Philipp can see from the tilt of Avatar Malte’s head that he is confused about how to
interpret some of their drawings. “Take a look at these instead,” he says, as he draws
in some more details. Finally, Malte nods his head and points towards a particularly
promising idea that they can all move forward with.
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Bringing Design Thinking to Business
Process Modeling

Alexander Luebbe and Mathias Weske∗

Abstract Business process management is at the heart of organizations. It provides
concepts and methods to capture, analyze and improve operational procedures in the
daily business of organizations. The elicitation of process models is the first step in
any process improvement project. Process models mediate communication between
the different stakeholders involved, such as, for instance, business analysts, process
participants, and software architects. Process models provide a shared understand-
ing, so that everyone can contribute knowledge.

Based on design thinking principles, this paper develops a method that aims at
improving business process modeling. To achieve this goal, we introduce physical
building blocks and methodological guidance to fundamentally change the way peo-
ple interact with process models. Tangible prototypes have been successfully used
in design thinking, and initial experiments show that a tangible toolset is a promis-
ing approach to improve business process modeling and comprehension. The focus
of this paper is on the insights we got during the cooperative research project, i.e.,
the research path we took. Finally, we explain our research method and outline the
next steps.

1 Introduction

Business process management evolved as a organizational approach to structure and
better understand work in organizations. The idea is to investigate procedures that
drive the daily business operations of companies with the goal of improving them.
As an example, a key process in an insurance company is the processing of insur-
ance claims. Saving an average 5 min in the processing time of a single claim ends
up saving considerable resources, given the high number of cases that an insurance
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company deals with. From a business process management perspective one can
identify people that are involved, information that needs to be gathered, tasks that
have to be performed and decisions that have to be taken to get a claim processed.
Analyzing the process can reveal flaws or point to improvement potential.

Eliciting information and making process knowledge explicit is the role of
business process modeling. The models are captured as visual diagrams such
as depicted in Fig. 1. Process models map out roles, tasks, decisions, and in-
formation used. The visual elements have a distinct semantics which allows to
represent complex processes in a compact way. That makes process modeling a
powerful tool to share knowledge. Process models are the basis for discussions be-
tween the stakeholders involved, such as process participants that process claims
in an insurance company, managers that have to ensure claim processing qual-
ity, the top management that is looking for optimization and software architects
that shall support the work of the employees by providing adequate software
systems.

In the next section we examine how process models are used today for commu-
nication between process analysts and the stakeholders of the process. From there
we derive our research questions which we outline in Sect. 3. The main part reports
on the iterative research process in Sect. 4. We describe our prototypes, the find-
ings and how it drove the research process. The result is a tangible set of shapes for
process modeling, called TBPM (for tangible business process modeling). In Sect. 5
we show what it is, explain how it works and outline some experiences we had
when applying it in different settings. In Sect. 6 we have a look around in research
and industry to find related approaches. In Sect. 7 we sketch our research method
and point out the next steps towards a rigor validation. We summarize the paper
in Sect. 8.
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Fig. 1 Sample process model depicting a simple view on claim processing. It shows process par-
ticipants: clerk and expert witness; Events: new claim arrived and claim processed; Activities: e.g.,
assess claim; a decision: obvious case?; and a document: expert report
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2 Background: Process Models Mediate Communication

In 1993, Michael Hammer and James Champy published a book called “Reengineer-
ing the Corporation” [1]. At that time they were at the frontier of a new discipline
that investigates how an organization works by looking at the work activities and
their ordering, i.e., the processes. They shared best practice knowledge gained from
projects in the 1970s and 1980s that achieved dramatic improvements by redefining
processes. In each project a team of software specialists and domain experts would
form a task force to reinvent the way crucial processes are done. By introducing
software systems to store and access centralized information or automate calcula-
tion steps significant performance gains could be realized.

However, initially the problem was addressed from a technological side, resulting
in solutions that lacked acceptance by end users. In this context, supporting working
procedures with software systems was scientifically investigated in the 90s under the
term workflow management [2]. As a result of these issues, Business Process Man-
agement (BPM) emerged as a discipline that provides a broader perspective by ad-
dressing organizational aspects as well as technological aspects [3]. It addresses the
full business process management cycle: from analysis, to (re-)design, to implemen-
tation, to operations. Process models are essential artefacts in all of these phases.

To visualize the implicit knowledge, process models are created. These are com-
pact drawings that capture the activities to be done, their order and the like (see
Fig. 1). This idea can be traced back to flow charting techniques in the 1970s and
it evolved over time. In particular, the IT had an interest in a compact and precise
description of the process which usually serves as a requirement documentation
for software implementation. To support the full cycle with software tools, formal,
i.e., unambiguous process modeling were required. As a benefit, formal models
can be used to configure software systems [4] and shorten the time needed for
implementation.

Yet, the way process improvement projects are conducted has not changed much
since Hammer and Champy. Specialists, usually process analysts, conduct indi-
vidual interviews with stakeholders or hold workshop to elicit the process related
information. We studied process elicitation and observed the path that a process
model takes from the conversations with domain experts to the implementation at
IT departments. The workshops usually use whiteboards, flip charts and post-its to
capture process related knowledge. The quality of the extracted information relies
heavily on the experience and skills of the process analyst. He must listen carefully,
read between the lines, and extract the knowledge relevant to the process. At the
end of a day, stakeholders leave the workshop. The process analyst creates a pro-
cess model, an abstraction and reframing of all notes and impressions that he has
collected throughout the workshop. The process model now becomes the central
artifact that reflects the findings from the workshop and is used in all subsequent
discussions and negotiations.

The stakeholders are asked to review the process model and provide meaningful
feedback. This is a common theme. But the stakeholders are asked to evaluate and
make judgements on a process model that they have never seen before. This, in turn,
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leads to additional efforts to explain the model and to resolve misunderstandings.
In some cases domain experts reject process models. Because they are unable to
“read” the model and conclude that their domain knowledge is not appropriately
represented.

Problems in communication about the process lead to a significant loss of time
and money. However, it is essential that all stakeholders reach consensus about
the current and the desired situation before the process becomes implemented in
a software system. Given these pain points in contemporary process modeling
practice, we chose process elicitation to be our starting point in exploring how
to improve the quality of communication between domain experts and process
analysts.

3 Research Question: How to Improve the Quality
of Communication

Given the current situation, we asked ourselves what could be done to improve
the communication between the domain experts, those that implicitly have the
process knowledge and the method experts, those that elicit the information and
have knowledge about process modeling. As described in Sect. 2, the quality of
communication is crucial to the success in those projects.

Additionally our research was driven by the following questions:

• How to create a shared understanding based on a shared representation?
• How to receive detailed feedback and detailed information about a process?
• How to enable people to reflect on their process and get new insights?
• How can we strengthen understanding of process models by domain experts?

4 Iterating Ideas

In November, 2008 a group of researchers from the Center of Design Research
(CDR) at Stanford University and Hasso-Plattner-Institute (HPI) at University of
Potsdam met for a first workshop. As part of the discussions and knowledge ex-
change, we as researchers from the Business Process Technology group told about
aspects of process models for communication as described in Sect. 2. During the dis-
cussions the idea was born to explore more lively settings to let people experience
the process rather than confronting them with a prepared model on paper. In this
section, we report on the ideas, the prototypes we have build and the observations
we made. Through constant iterations we developed a solution that we call TBPM,
Tangible Business Process Modeling.
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4.1 First Iteration

The very same day the idea was born, researchers from CDR and HPI performed a
first prototype (Fig. 2). The goal was to explore the possibility of experiencing the
process rather than discussing it. The group decided to do a role playing exercise.
Our notion was that by playing it, we could come up with a general understanding
of the process involving all partners. We chose a scenario based on the transactions
surrounding a fictitious bicycle shop. This scenario assumed multiple stakehold-
ers (customers, suppliers, fabricators, bank) simulating the process of ordering and
buying a bicycle. When a customer ordered a bike, it had to be manufactured. When
parts were missing the bike shop had to order new material from the suppliers.
Money was transferred via the bank. To perform the role play, participants were
provided with all possible material available at the D-School in Potsdam. That in-
cluded but was not limited to post-its, Lego, whiteboards and the like.

We allowed about 1.5 h to get the people into playing mode, play the game and
talk about the findings. In the spirit of the practices of innovative design develop-
ment, we did not establish explicit rules. Instead, we wanted to see what the situation
would suggest to us as a way of moving forward.

Observations and Learnings

All participants enjoyed playing. Creativity spawned alliances between suppliers,
variable interest rates from the bank and new bike shop offers. However, we also
observed some confusion about Lego pieces and what they represented. For exam-
ple, one player assumed that a Lego piece was a bike part, another player a bicycle,
and still another player assumed it was money. Negotiating meanings did consume
some time. Painting or tagging the objects with a post-it makes it far easier to share a
common understanding. Still confusion about objects and their associated meanings

Fig. 2 Snapshots from the first prototype: Lego and arbitrary material was available to explore the
experience of a process as a role playing game
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were common during the game. The team realized that a well prepared set of objects
with a predefined meaning might be more productive than freely choosable objects.

The most confusing issue was concurrency. Playing the game with several
stake-holders at the same time added complexity to following and understanding
the actions on the table. As we did not restrict the play, many different threats were
active in parallel at a time. This made it hard to track the state of the interactions at
the table. That also let to the effect that not one process instance was processed at
a time, but many different instances were spawned. In other words, more than one
bike order was in progress. Although this is a realistic setting, the team realized that
the condensed nature of a role play was overcharging participants with impressions.

We concluded that there was a huge potential in playing out the process rather
than modeling it. The level of engagement and fun was fascinating. Yet, further
refinements were obviously needed to steer the actions on the table and allow for
more traceable interactions.

4.2 Second Iteration

During the research retreat of the Business Process Technology group we decided to
do another iteration of the game (Fig. 3). The goal was to incorporate the learnings
from the first prototype and explore ways to channel communication. A special
focus was on the message exchange between participants. Participants of the first
iteration reported that they had difficulties tracing the information exchange. We
prepared wooden whiteboard plates (dry erase) to capture conversations. They were
passed equivalent to email threads with an evolving story. Alternatively, we prepared
message cards. They had the size of a post-it and framed each message to have a
sender, receiver, header and body. Both approaches aimed to channel and capture
the communication at the table.

Fig. 3 Snapshots from the second prototype: Experimenting with different material to channel the
conversations
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We formed four different groups. Each group had the size of three to four people.
We restricted the roles to the bike shop, customer, supplier and bank (in case of
four players). We made all groups aware of the learnings from the first prototype
and explained the alternatives to channel interactions at the table. Each group was
free to choose their interaction channels. The groups had additional material such
as Lego, paper and scissors to help themselves were needed. Also we handed two
of the groups a ball. It represented a mutually exclusive token that would only allow
one person to act at a time.

We allowed 1 h to get the groups into playing mode and play the game. After-
wards a moderated group discussion was hold to let the groups share their findings
and collect suggestions for further investigations.

Observations and Learnings

Again the participants enjoyed playing the game. They used the preparation time
extensively to identify with their role, e.g., a person build a bike from paper to
identify with his role as a bike shop owner. On the other hand, the creative potential
also unfolded many exceptional cases of the bike shop scenario that made it more
interesting for the players. In other words, players were making up new problems to
keep the game from the “boring” normal path. We concluded that the game would
need objectives for the players that would motivate and therefore direct them.

An important aspect of this iteration was capturing of information that is passed
between participants. The group using the wooden whiteboard plates reported that
they took shortcuts instead of writing the whole information on the plate. The real
information was passed verbally and the scripture on the plate served as a memory
aid. That was okay for short-term memory recall but already at the group discussion
after the game a lot of information was not recallable. Similarly, the group that
used the message cards reported that message cards were barely useful. The written
text did not reflected the full information. A long description would also be counter
intuitive to the dynamics of the game. Also messages did not correlate which made
it hard to trace answers. We concluded that written messages are not feasible to
capture the dynamics of the interactions at the table.

The groups that used a ball in the game reported that this worked but revealed new
problems. The concept of the ball was to sequentialize the actions on the table and
therefore enable better tracing for the participants. While that worked as anticipated,
sequential actions led to long idle times for other players. Thus, participants shifted
their attention and when it was their turn, they were not up to date with the state
of the game. Due to the length of the game and the potential depth of discussions,
we concluded that we needed to find a way to allow participants to fade out their
attention and still get back into the game.

When collecting feedback multiple participants independently reported that they
would like to have a game master. That would allow them to test the limitats instead
of carefully following guidelines. While playing, they would rather like to think
about the content than about the rules of the game.
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4.3 Third Iteration

Weeks later we did a new iteration. The goal was to investigate how we could make
the role playing a more challenging game with an agenda (Fig. 4). For this iteration
we limited the information exchange to post-its. We changed the setting of the game
to an online auctioning scenario. Competing for the lowest price was considered a
reasonably goal for the players. We had asked five HPI students and colleagues to
act as stakeholders: online auctioneer, post office, bidder 1, bidder 2, and seller.

We shortened and guided the preparation phase. All participants were asked to
fill in a sheet. It should help them to develop empathy with their role. As an example,
we asked them about the motivation of their role. More importantly, we asked them
to create the message post-its that they assumed to be needing later in the game.
Every participant had a unique colored post-it set to codify the sender of a message.

In addition, we included a game master. It was on him to watch the actions of
the game and ensure rule compliance. To capture the actions on the table, we used
a dictaphone. It sequentialized the actions on the table, just as the ball did in the last
iteration. More importantly, the dictaphone forced participants to take well defined
moves (only an action spoken to the dictaphone was valid) and conveniently capture
the flow of the game for the researchers.

Observations and Learnings

The preparation phase was quite helpful for the players to develop empathy for
the users. The prepared activities on post-its were of value as such that they allowed
participants to think about their role in the process. Later in the game, people used al-
most every post-it and rarely created new ones. Only one person had to recreate most
of his post-its (the post office role) because his assumptions proved wrong during
the game play. The post-its created during the game’s preparation stage were rather
restrictive during the actual gaming session. Almost all participants were strongly

Fig. 4 Snapshots from the third prototype: Using prepared steps on post-its turned out to limit the
scope of the game
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motivated to fit these anticipated activities into the game. We concluded that the pre-
pared post-its limited the thinking scope of the participants and changed the nature
of the game from an explorative nature to a competitive nature. Unintentionally, the
challenge became whether a participant could place all post-its later in the game.

A new observation was that the stream of post-its captured quite well the events
of (inter)actions. It represented the state of the game which participants liked. They
even asked for more details, like the time until the end of an auction to be repre-
sented on the table. Post-its were used now to capture a mix of information types
such as messages, actions and money. This stream of post-its was an even better
documentation of the process than the messages spoken to the dictaphone. Still, it
was a stream of post-its and one had to read them all to get a picture of the process.
We concluded that participants are able to map their process knowledge yet we
needed a better framework to guide them.

In interviews after the prototype some participants reported that the setting was
rather boring than fun. We concluded that the restrictions applied by us in this iter-
ation were not compensated by the gameplay.

4.4 Fourth Iteration

From the last iterations we learned that group sessions with a gameplay environment
need guidance and motivational factors (Fig. 5). We also learned that people wanted
a shared representation of the process knowledge. In this iteration we took a step
back to focus on the type of representation used to share the process knowledge. In
order to simplify the task we looked at interviews with single process stakeholders.
Our goal was to find out whether the individuals can map their process knowledge
in a structured manner. Instead of letting everybody interact, one knowledge carrier
should be enabled to map her process.

From previous iterations we knew that post-its and a certain framing like the mes-
sage cards would probably help. When Jonathan Edelman from CDR visited HPI,
he brought a set of white acrylic tiles based on systems modeling iconography. The

Fig. 5 Fourth iteration: Exploring acrylic tiles to let individuals map out their process steps
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white acrylic afforded writing with a dry erase marker right on the piece, making
the content easily changeable. The different shaping of the pieces imposed a certain
semantics, meaning that only certain information would be hold on certain shapes.
Furthermore, the pieces were made large enough to require gross motor coordina-
tion in order to manipulate them with the hands. We decided to test these tiles in
interview situations.

As participants for the interviews we asked administrative assistants at HPI, Pots-
dam. We conducted three interviews in which we asked to describe the process of
booking travel and accommodation for faculty members visiting a conference. The
researcher conducting the interview tried to map the process together with the inter-
viewee to the acrylic shapes.

Observations and Learnings

We found that the acrylic shapes worked well as a shared object that the intervie-
wee and interviewer could talk about. Stepwise unfolding the process allowed the
interviewee to follow the act of knowledge capturing and contribute her knowledge.
In two out of three cases, the interviewee took the dry erase pen and started correct-
ing or mapping information. We concluded that this is an easily accessible tool for
everybody to get engaged with.

The elements used did not reflect the process modeling iconography, although
they looked similar. In some situations this was a limitation as we could not frame all
the knowledge to the concepts given in process modeling languages. We concluded
that, given a full modeling language in plastic, domain experts could possibly map
and frame the processes themselves.

4.5 Fifth Iteration

Equipped with learnings from the last iteration we designed a new set based on the
same material (Fig. 6). We decided on the size, the shapes needed and the amount
of elements per shape. Care was taken to design the pieces so they were big enough
to write on them with dry erase markers and comfortably hold them in the hand.
A complete set was made of 120 pieces. Yet, this set had only four basic shapes:
activities, events, data objects and gateways (see Figs. 6 and 7). They reflect main
artifacts of the Business Process Modeling Notation (BPMN) [5], the process mod-
eling language of choice. Through markup of the shapes all language elements can
be derived. In spite of that, we knew from empirical research publications [6] that
only a few main elements are of interest for most practitioners.

We called this iteration the TBPM set, Tangible Business Process Modeling. The
iconography moved nearer to the actual process modeling language and the result-
ing model. The table used for interviews would permit drawing on it. Thus, we
could capture orders of activities, associations, annotations, and responsibilities by
drawing on the table itself.
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Fig. 6 Fifth iteration: First run using an acrylic set that represents BPMN [5] iconography

Again we interviewed office assistants for standard processes such as travel plan-
ning and conference organization. We used structured interviews and the TBPM
toolkit. We wanted to see whether the domain experts would accept the tool and
how they would apply it.

Observations and Learnings

People were reluctant to use the TBPM toolkit at first. Throughout the interviews we
found it effective if the interviewer listens and models the first steps of the process
while explaining the concepts behind the objects. After the interviewer has mapped
the first steps, the interviewees started writing on the blocks themselves. The first
steps also set the level of granularity for all other discussions. We concluded that an
introduction to process modeling is quite easy if done by a working example.

We did not explicitly introduce the concept of control flow or gateways in
BPMN. Intuitively, interviewees accepted a logical order if steps were laid out from
left to right. Parallelism and alternatives were both captured by putting activities
one over another. Only in processes where both concepts occurred together, gate-
ways were introduced (see Fig. 6 left). In general, we introduced as few process
modeling concepts as possible to reduce distraction from the problem itself. We
concluded that these people are able to frame their knowledge and create process
models themselves.

5 Experiences with the TBPM Toolkit

As off now, we have done more than fifty interview situations using the set from
the fifth iteration (Fig. 7). We can say from our experience: it works . The seman-
tics associated with the different shapes focus the discussion at the table and push
the participants to frame their output to fit into the concepts of process modeling.
We could even transport the idea to group modeling sessions as initially intended.
The analogy to children’s blocks dramatically lowers the barrier for non-process
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Fig. 7 The tangible business process modeling (TBPM) toolkit – turning the table into a chess-
board for process modeling

modelers to use the toolkit, participate in process modeling, and contribute their
knowledge. Everybody at the table can easily create, delete, arrange and rearrange
objects. The immediate mapping of the implicit knowledge allows people to re-
flect the process with their knowledge. Subsequent discussions are more precise as
people can point at the part of the process that they are talking about. The pro-
cess mapped down at the table represents the knowledge gathered. That is not to
say, that methodological guidance is obsolete. We are still working out the details
of a proper introduction and moderation techniques for both: interviews and group
modeling sessions.

As such, we have conducted a series of case studies. As an example, we compared
TBPM interviews with traditional structured interviews and interviews supported by
post-its. We found that TBPM interviews take much more time because the inter-
viewees have to frame their knowledge. As a benefit the result is already a process
model. That relieves the interviewer from interpreting the interview and creating
his own process. Using post-its in interviews did not provide such a process
framing. We have have published papers on TBPM [7, 8] and presented it to profes-
sionals. We got positive feedback and further ideas for refinement of the method and
toolkit. We expect to do some more refinements of the toolset as a result of further
learnings from investigations using TBPM.

6 Related Approaches

TBPM can be characterized as a form of participative modeling. The participation of
users is widely seen as a crucial success factor in all types of projects that touch an
organization. Larger IT projects are this type of project [9]. As described in Sect. 2
the current best practice is to listen, e.g., in interviews, and to give limited influ-
ence to predefined design decisions, e.g., in workshops [10]. Model building in
conjunction with end users usually happens in moderated groups [11, 12], in which a
modeling expert translates the input into a model that is discussed with the audience.
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Participative modeling in enterprise environments has been largely investigated
by Anne Persson [13, 14]. Persson’s work looks at the situational factors for
adoption. She recommends to asses the organizational context, assess the problem at
hand and acquire sufficient project funding for enterprise modeling [12]. For mod-
eling sessions a facilitator and a tool operator is proposed. They should guide the
participants to model goals, organizational entities and processes. In those sessions
the process is modeled by an expert using an software tool. Participants can see how
the process evolves and participate by providing input. We argue that TBPM fosters
another level of participation because the participants do not have to channel their
input through a tool operator. Also, the direct interaction with the process creates a
different notion of responsibility for the result. Nevertheless, Persson’s recommen-
dations [12] serve as a good guideline for group modeling sessions.

There are more examples of related approaches that follow similar ideas. Espe-
cially, consulting companies have developed similar concepts. The nearest related
approach we could find (as of now) is a consulting practice used by Unity,1 a
company that applies the OMEGA method [15, 16]. The OMEGA method is a
proprietary process modeling method embedded in a “strategic production man-
agement” approach. The consulting methodology suggests the use of paper cards
that reflect the iconography of the modeling elements to be used in workshops. The
cards are available in different sizes depending on the use case: moderated group
modeling at a pin-board (size of TBPM shapes) and group driven modeling on a ta-
ble (size of business cards). Unfortunately, only little public knowledge exists [17]
about the Unity methods to engage users. Much of it is hidden as best practice in
consulting and was never scientifically investigated.

7 Research Methodology

At a first glance this project is no research, is it? Why is this science and not just
another invention?

When we started investigating how to achieve more user involvement we did
not know how the solution would look like. We did not even have a clear research
question as outlined now in Sect. 3. The ideas that popped up were investigated by
immediate prototyping. A prototype does not have to represent the overall situation
but the particular aspect to be investigated. Thus, it was fair to start with a wild game
to investigate the fun factors that made people be engaged. Also it was fair to try
process modeling with system modeling objects to investigate whether acrylic tiles
afford user participation. The early prototyping approach allowed many iterations
with low effort. Indeed, this started as a side project and only little time as available
throughout the first year to investigate the issue. We call this first step the initial
Learning Cycle (see Fig. 8). The theme is to test out ideas as early as possible to
get feedback. Documenting iterations and reflecting on the lessons learned is an

1 http://www.unity.de/.
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Fig. 8 Sketch of the research method employed for the TBPM project

important aspect of the Learning Cycle. Observations might be easily captured but
learnings need time to settle. Over time memories fade and good documentation of
the original impressions might yield new insights even weeks and months later.

What we ended up with is a Working Solution as described in Sect. 5. We pub-
lished a paper to the Design Thinking Community [7] about our early findings which
concluded the initial learning cycle. We also published a paper to the Business Pro-
cess Management Community [8] in which we outlined early hypotheses about why
TBPM works. Learning is still ongoing and refinements to the Working Solution are
very likely.

Refining the hypotheses and setting up a laboratory experiment are the next steps
towards a Scientific Investigation of TBPM. The goal of a rigor scientific investi-
gation is not to show that TBPM works. The goal is to investigate why it works.
We hypothesize some reasons and we plan to test them. We seek to understand bet-
ter how different aspects such as tangibility, accessibility, shared model ownership
and moderation work together. From that investigation we can draw more general
conclusions. We call these Transportable Findings (see Fig. 8) which are applicable
to more domains and different problems.

8 Summary and Outlook

In this chapter we have motivated the search for new ways to allow end users to
share their process knowledge. We seek to empower them to create and give mean-
ingful feedback to business process models. We documented the prototypes and the
learnings that let to a solution which we call TBPM, Tangible Business Process
Modeling. It is a tactile set of inscribable acrylic that can be used to model pro-
cesses on the table. Unlike current practice this approach allows more people to
directly interact with process models, frame their knowledge as a process and par-
ticipate in process modeling sessions. We have published scientific papers [7, 8] to
spread the word and gather feedback from the scientific community. In the next step,
we set up experiments to investigate how and why TBPM is working. This will lead
to more general findings that can be transported to other areas as well.
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Agile Software Development in Virtual
Collaboration Environments

Robert Hirschfeld∗, Bastian Steinert, and Jens Lincke

Abstract Agile processes are gaining popularity in the software engineering
community. We investigate how selected design practices and the mind-set they
are based on can be integrated into Agile software development processes to make
them even stronger. In a first step, we compared Agile methodologies with in-
teraction and product design methodologies and discovered that both fields have
much in common with respect to their underlying principles and values. Based
on our findings and by applying both methodologies, we improved collaboration
support for geographically-dispersed software development teams. We designed
and implemented ProjectTalk and CodeTalk as part of our XP-Forums platform.
Independently of their geographical location, team members can create and main-
tain user stories with ProjectTalk. CodeTalk enables team members to efficiently
communicate their concerns regarding development artifacts in an informal manner.

1 Introduction

Agile software development processes are increasingly followed in software devel-
opment projects that deal with complex domains and require continuous interaction
among developers and with customers and prospective users. Agile approaches such
as Extreme Programming [3] or Scrum [13] are people- and code-centric. Based on
a high-quality code base throughout the entire project, developers can respond al-
most instantly to customer needs and requests. Teams can quickly make progress
in providing the desired technical solution due to short development cycles and
incremental explorations.
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Design Thinking [6, 12] as a process has interesting aspects to offer – not only
to designers, but also to software engineers. In our project, we will extend agile
development processes with elements from the Design Thinking approach to make
them even stronger. Our enhancements will explicitly support both developers and
customers to explore divergent alternatives and to converge on a decision or solution
whenever necessary and possible.

There is also the trend that project teams tend to disperse around the world. Dis-
tributed development is getting more common, requiring team members to resort to
means other than face-to-face communication to organize themselves, to collabo-
rate, and to keep in touch regardless of geographical location.

Teams following agile software development processes or employing Design
Thinking methodologies are usually small compared to the ones adhering to more
traditional approaches. Team members collaborate closely via continuous and in-
formal interactions rather than via large formal documents and schedules planned
far ahead. This kind of collaboration is difficult to achieve in distributed settings,
for example, when trying to gather expertise from team members. We will use and
improve our extended agile software development process to design and implement
better ways of communication for efficient and effective information exchange in
distributed teams regardless of their geographical distribution, allowing them to col-
laboratively immerse in their tasks.

We both improve the tools we have developed so far, such as ProjectTalk for
managing user stories and planning activities collaboratively, and expand our tool
suite as necessary and desirable for improved interaction. We aim for a solution that
allows a seamless transition between asynchronous and synchronous collaboration
styles and which provides support for user-specific views at different levels of de-
tail. We will focus on communication that is essential for keeping distributed teams
in sync and for allowing a high degree of transparency on their core development
activities.

Our approach is twofold (Fig. 1): First, we extend state-of-the-art agile develop-
ment processes with elements of Design Thinking to allow software developers to
benefit from the mind-set of design. Second, we employ our extended software de-
velopment process to design and implement tools supporting this process keeping
everyone collaboratively involved.

In the following, we outline our motivation to extend agile development pro-
cesses and to provide appropriate tool support within a virtual collaboration envi-
ronment. We then describe current findings regarding desired extensions to agile
methodology. Thereafter we present our results gained with respect to tool support
for distributed development teams – an application and an extension to a program-
ming environment have been developed.

2 Motivation and State of the Art

Agile software development processes are iterative and incremental, embracing
change and evolution, and promoting design simplicity and high software quality.
In this section, we first describe important aspects of agile methodologies and then
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discuss our objectives to enrich these methodologies with elements from industrial
and interaction design methodologies. After that, we discuss the increased need for
collaboration support as design and development teams tend to disperse around the
world.

2.1 Design Thinking for Agile Software Development

Most agile software development processes [1] are people- and code-centric in that
they foster interaction between project participants, grounded on short and many
iterations, each of which resembling a full development cycle including planning,
analyzing and prioritizing requirements, designing, and testing. Risk is minimized
by producing a running system in every such iteration in a short period of time.

The most popular representatives of such processes are Scrum [13] and Extreme
Programming (XP) [3]. Scrum is a high-level process framework that defines roles
and practices. The Scrum process skeleton (Fig. 2a) has two main cycles: The long
cycle (30 days) represents a development activity that leads to an increment of the
product to be built, based on the requirements and the budget allocated for their
implementation. It groups several short cycles (24 h each) that cluster daily activities
of the team members inspecting each other’s activities, proposing next steps, and
suggesting corrective actions if necessary.

Compared to Scrum, XP is a more disciplined method. It focuses on the strict
application of programming techniques representing best practices, on clear com-
munication, and on teamwork. XP assumes short development cycles that allow for
early feedback based on actual code. Automated test suites represent an executable
specification of the system to be built, which is co-evolved with the system itself.
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Fig. 2 (a) Scrum backlog and process skeleton; (b) Divergent and convergent thinking

We regard agile processes as solution-oriented since they encourage developers
to advance only in small increments that are all based on sound technical decisions
only, without enough opportunities to approach the same problem from different
perspectives. Unfortunately, this does not leave much room for exploring both prob-
lem and design space.

In our project, we investigate how elements from Design Thinking such as diver-
gent and convergent thinking (Fig. 2b), need-finding, brainstorming and sketching,
and the preservation of ambiguity can be integrated into agile processes like Scrum
and XP.

2.2 Collaboration Support for Distributed Development Teams

Both Design Thinking and agile software development projects rely on small teams
working closely together. Informal direct communication and physical tools and
artifacts such as whiteboards, sticky notes, and story cards are preferred means of
expression and interaction. For that to work, team members need to be co-located to
take full advantage of the benefits offered by these tools and artifacts.

Due to organizational structures and economical concerns of modern organiza-
tions, distributed development is getting more popular, requiring geographically
dispersed project teams to collaborate across space and time. Geographically dis-
tributed teams have difficulties to apply the tools and artifacts preferred or required
when following Design Thinking and agile development methods. This requires
teams to resort to means other than face-to-face communication to organize them-
selves, to collaborate, and to keep in touch and sync.

We argue that there is a need for virtual collaboration environments as a shared
place for project participants to meet, to work, and to collaborate as informal as
they are used to. One key challenge addressed in our project is the computeri-
zation of these informal but important tools and artifacts without either loosing
their advantageous properties, or by compensation for their potential loss. We will
compensate for such losses with advantages offered by the new media of virtual
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environments, using their power and nearly unlimited space to go beyond the
possibilities and constraints of the physical world.

Examples of tool support to be provided by our virtual collaboration environment
include whiteboards that are unbound in screen estate, persistent, and searchable
even after some of the design phases are finished. This way, early design decisions
are available to the program maintainers when needed. Furthermore, we want im-
portant relationships between design and development artifacts to be made explicit
and preserved for continuing efforts and future reference. Code editors, for example,
can be annotated with the alternatives considered in previous convergent/divergent
design phases.

3 Design Thinking for Agile Software Development

Relying on a natural approach to learning, that is comparing the new with facts and
knowledge already understood and internalized, we examined design-related top-
ics on innovation, need finding, interaction design, and creativity techniques from
a software engineering perspective, allowing us to better understand and integrate
new interesting elements into agile development processes. First results of this com-
parison between design methodologies and agile software engineering topics reveal
many commonalities.

In this section, we describe these commonalities concerning the underlying val-
ues. We then present two different approaches to combine design activities with
development activities and discuss pros and cons with respect to the principles of
both fields.

3.1 Common Values

Recognizing similarities between agile and design methodologies has been our
motivation for investigating the combination of XP and elements from Design
Thinking. We studied literature on Design Thinking and interaction design from
a software engineering perspective, and identified many commonalities with respect
to the values of respective methodologies; values referring to underlying principles
of the methodologies, the principles upon which concrete techniques are based.

• Wicked Problems. Software development projects are confronted with Wicked
Problems [5]. Originally described in [21], the term Wicked Problems refers to
problems that are not well understood and thus difficult to describe. The problem
becomes, however, clearer as one moves ahead to the solution of the problem.
The closer one gets to the solution, the more one can understand and describe
what the actual problem is. In the field of design, it is reported that design teams
usually face this kind of problem [4]. Moreover, solving a problem that is under-
stood well may not be referred to as a design activity.
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• Close Interaction. People interacting closely with each other exchange a lot of
knowledge and opinions, which in turn supports making progress. For this par-
ticular and other reasons, agile processes such as XP strongly suggests a close
interaction amongst all team members as well as with the customer. The value of
close interaction results in recommendations of concrete practices such as on-site
boards, pair programming, collective planning sessions, collective code owner-
ship, or small but regular releases [3, 13]. Close interaction is also a key aspect
of design activities. Many designers work with their customers using different
methods to elaborate their understanding of the domain from multiple perspec-
tives. As another example, the collaboration of team members having different
areas of expertise and experience further supports the exploration of the problem
and solution space; it eases the creation of a multitude of divergent ideas and
supports their connection and composition.

• Go for Feedback. Iterative and incremental development is the foundation of all
agile methodologies [14]. In each iteration a next running version of the system is
created and delivered, bringing value to the customer and allowing for feedback
on this running, executable prototype that is used in real work settings. Being
close to design processes in this respect, XP recommends to have actual users
on-site; this enables early and direct feedback during the workout and implemen-
tation of all details of the higher-level concepts and ideas. Programming is also
an activity resulting in feedback. Developers get feedback on their understand-
ing of the program domain and about the quality of their implementation [3]. For
similar reasons, designers are encouraged to create many prototypes and to work
with them, getting feedback on the forms and materials, for example, or feasi-
bility constraints. Early prototypes should further be tried out by users of the
target group in target scenarios, striving for valuable feedback on aspects such as
usability.

3.2 Approaches to Combine Design and Development Activities

The development of a software product involves a multitude of different activities.
While some activities may assigned more to design than to development and vice
versa, they cannot be clearly separated. This would require precise definitions of
both design and software engineering methodologies that are not available. More-
over, design in the broadest sense can be considered as the entire process of creating
a new product from understanding the needs over multiple prototypes to the final
product; software development usually refers also to the entire process including
aspects such as requirements engineering and user interface concepts [20, 23]. For
that reason, we also examine interaction design as one specific candidate of design
methodologies that deals with understanding user needs and elaborating interaction
concepts to meet these needs. Interaction Design involves activities of the following
categories: inquiry (the study of the existing), exploration (the study of the possible),
composition of the existing and the potential, assessment, and coordination [15].
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Fig. 3 Approaches to combine design and development activities; a waterfall-like approach, and
an iterative and incremental approach

While agile methodologies value user feedback, they are usually not very specific
about useful techniques for understanding the users’ needs and developing respec-
tive user interface concepts. However, the design of the interface to the users gets
more important and software vendors have started to attach more value to it [17, 19]
This was a main reason for researchers to conduct case studies investigating how
companies integrate design activities into the overall software development pro-
cess [7, 9, 27]. Basically, there are two different approaches to combining the work
of interaction designers with the work of software engineers; both are depicted
in Fig. 3.

The left side of Fig. 3 shows a waterfall-like approach: conducting design ac-
tivities first and handing over the resulting concept to a development phase. It is
the task of the designers to understand the problem domain of the users. Based on
that, they develop several concepts addressing the users’ needs, work the concepts
out, and align them to each other. The overall and finalized design represents the
requirements on the system that is to be realized by the software developers in a
subsequent stage.

The right side of Fig. 3 depicts an alternative approach that is based on the notion
of iterative and incremental development. Over multiple iterations, designers and
software developers simultaneously work on the design concepts and the code base
respectively. This approach is built on the observations that getting all requirements
right first is rarely possible, that requirements can and will change during the project
lifecycle, and that the understanding of the problems evolves as we get closer to their
solution.

The iterative and incremental approach implicates that the overall design is nei-
ther final nor complete until the end of the project and can be changed at any time
during the course of the project. The problem domain and the corresponding set
of requirements has to be separated early in the project so that designers and de-
velopers can work on a prioritized subset of requirements and problems in each
iteration. On the one hand, changes to the design result in additional development
effort. On the other hand, the iterative approach allows for taking advantage of new
insights gained during the ongoing project development. With that, this approach
allows both designers and developers to embrace change in most if not all all differ-
ent aspects relevant to the project. It is based on the notion that learning is a natural
consequence of making progress and reflecting on it.

The executable or running systems delivered after each iteration bring value to
the customer and thus form trust based on their early return of investment. Fur-
thermore they provide the opportunity to obtain and incorporate feedback from real
work usage settings. Getting feedback early and often is an important aspect of both
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Design Thinking and agile development methodologies, and prototyping techniques
such as sketching and paper prototyping support the exploration of alternatives and
eases getting insights and making progress. The main goal of a prototype is to re-
veal misconceptions and to improve the understanding of the problem domain. In
this sense, each version of the software system delivered after an iteration can be
considered as another kind of prototype. In contrast to a sketch, for example, it has
a higher resolution, but it allows for getting different aspects of feedback, in partic-
ular the adequateness of the current solution in the target settings, when real users
work with the application in real work situations.

4 Virtual Collaboration

Close collaboration and communication is vital in XP projects – amongst team
members and also with customers. Development teams tend, however, to disperse
around the globe and thus have to resist to means other than face-to-face com-
munication. In our project, we integrate and develop tool support for distributed
development teams to allow for informal communication and efficient collaboration
despite geographical dispersion. We describe the results of our efforts during the last
year in this section. Amongst others we have developed ProjectTalk an application
that supports collaborative planning activities in distributed teams. ProjectTalk’s
design allows for working with story cards in a similar way as it is possible with
physical artifacts, by still providing the advantages of a digital solution (4.1). Co-
present users can interact with ProjectTalk simultaneously without synchronizing
on an input device, for example. All users are further enabled to act on their own
behalf (described in 4.2). This functionality represents a contribution to the col-
laboration community and is described in detail in [24]. We also have developed
CodeTalk [25], an extension to an development environment that enables distributed
developers to have conversations about source in an informal and efficient manner
(described in 4.3). Along with other tools, such as ProjectTalk, CodeTalk was used
in several development projects and showed its usefulness. We have written and
submitted a research paper on the approach of CodeTalk to informal conversations
about source code.

4.1 Bringing Physical Artifacts to Digital Environments

XP similar to design processes heavily relies on co-location of all teams members
and on physical tools for communication and organization such as index cards and
whiteboards. User Stories are the central artifacts in XP teams. They form a concise
description of the customer’s requirements written in everyday language. User Sto-
ries are elaborated in concerted planning sessions with the customer and persisted
on index cards. These cards are usually managed by pinning and moving them on a
whiteboard, being visible for the team and indicating progress of the project.
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Bringing all these information from the physical whiteboard into the digital world
promises a multitude of new possibilities, such as having unbounded space or sup-
port for full text search. In addition, having these artifacts digitalized provides a
good basis for supporting and encouraging close collaboration in teams working
geographically dispersed. Prospective collaboration software should thereby incor-
porate as many strengths of physical setups as possible.

Learning from others about the flaws and strengths in this and other respects, we
extensively benchmarked existing software solutions supporting agile processes. As
one important result, it turns out that a main challenge is the design for interac-
tion with huge amounts of information within limited dimensions of a computer
screen. Many solutions have decided for tabular representation of User Stories ac-
tually causing a feeling of information overload. All solutions distinguish between
viewing and editing information and usually offer a number of forms to alter con-
tents of User Stories. This design does not harmonize well with the card metaphor
and requires a decent number of clicks for simple usage scenario.

By trying out available solutions and actively working with them, we became
aware of that the design of the tools influenced the project team in working with
user stories; depending on available space, team members cut descriptions down to
single bullet-points or fill out many different fields of the forms making stories too
formal and complex.

Getting closer to a solution candidate meeting the needs, we continuously de-
signed user interface concepts, created various prototypes, implemented the proto-
type concepts, and used the implemented version during our daily work. The left
column of Fig. 4 depicts prototypes of different concepts developed in the course
of our project. The right column shows corresponding versions of implementation
called ProjectTalk. The last picture at the bottom left shows a new prototype for
ProjectTalk that is currently implemented. This current version includes some inno-
vative user interface concepts for easily browsing large amounts of project artifacts.

We argued in Sect. 3 that the early use of the application, which is to be en-
hanced over the project time, is important for getting feedback from actual users
already working with the application during their regular activities. Applying this
theory, we used ProjectTalk from early on for planning the next version. This con-
tinuous work with ProjectTalk help us to understand important aspects regarding its
collaborative use.

4.2 Multi-user Multi-account Single-Screen Interaction

Integrating Single Display Groupware (SDG) concepts [26] with more traditional
groupware, such as Wikis or project management software, requires re-considering
the way of interacting with and designing for users. ProjectTalk integrates SDG
concepts, enabling co-present team members to collaborate using the same appli-
cation instance. Users are provided with separate input channels allowing them to
contribute with the need to synchronize. While users often have an account and
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Fig. 4 User interface concepts (left column) and screenshots of corresponding applications

interact with the application in a way specific to their account, traditional SDG
concepts do not allow users to act on their on behalf. In this subsection, we describe
the issues resulting from this limitation and present our approach to handle them,
which was implemented in ProjectTalk.



Agile Software Development in Virtual Collaboration Environments 207

4.2.1 Merging Characteristics of Asynchronous Groupware
and Single Display Groupware

By employing SDG concepts, we provide XP teams with interaction characteristics
similar to working with physical tools (Fig. 5). XP teams traditionally rely on these
physical tools such as index cards and whiteboards for communication and organi-
zation purposes. Bringing all these information from the physical whiteboard into
the digital world would enable a multitude of new possibilities, such as having
unbounded space or support for full text search. Additionally it enables remote col-
laboration, because virtual whiteboards, unlike physical ones, can be shared over
computer networks.

Using physical tools such as whiteboards and index cards, team members are
able to act independently of one another without the need to synchronize on pens,
for example. Traditional applications, however, only support interaction with one
user at a time. The need to synchronize on application control impedes spontaneous
interaction and reduces social dynamic in comparison to a physical whiteboard.
Therefore we enable multiple users to interact with the application independently.
To further increase the dynamic of a session, users are able to join or leave a session
at any time. We also incorporated screen sharing technology to support distributed
XP teams. Remote team members can share planning sessions, for example, and
interact with the same shared screen.

When multiple users interact with a single screen, traditional applications are
unable to distinguish acting users. These restrictions of current concepts lead to is-
sues concerning authorization and traceability. Figure 6 depicts a typical multi-user
single-screen scenario. In this scenario, the application is unable to make a reason-
able decision whether the user is privileged to perform the desired action as the
application does not know who the the currently acting user is. By using current
approaches, all users actually act on behalf of a host user, the one who logged in
before. This gives all acting users the same privileges in the described scenario.

Fig. 5 Screenshot of the application: Multiple users, represented on the screen by colored mouse
cursors, interact with a virtual whiteboard. Every user may open their own context menu
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Fig. 6 Two users collaborate on a shared screen, each user having its own cursor (a); one user
moves a user story from one iteration to another (b); this user action leads to a change in underlying
object structures (c). If the application is not provided with sufficient context information about the
currently acting user, it is unable to validate privileges correspondingly

The inability to distinguish multiple acting users does not only lead to undesired
modifications, but also to unintended restrictions of users. When, for example, users
want access to previous projects for analysis purposes, they might be unable to open
the projects as the host user is not privileged for accessing this information. As an-
other consequence of application actions not being linked to the acting user, tracing
data of user action become unreliable. It is impossible to find out who modified
certain important information.

The examples described above show that it is necessary to distinguish users con-
cerning their security context and to execute every action users want to perform in
their respective context. In particular, the following questions come up:

• How might an application be designed to allow multiple interacting users logging
in and logging out?

• How should the user credentials be managed?
• How might UI events be distinguished by acting users?
• How might the application make use of this distinction and link application ac-

tions to users?
• How should applications be designed to deal with multiple interacting users hav-

ing different privileges?

4.2.2 Platform Support for Multi-user Multi-account Interaction

An application featuring multi-user single-screen interaction requires special sup-
port in the application’s platform such as handling the events from multiple, similar
input devices independently from each other. In addition, if multiple remote users
should be able to work in same way as local users, and if UI actions should be linked
to the users, an adequate concept representing the users and their actions is needed.
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The concept of Hands has shown as a meaningful approach to represent
and manage user interactions. HandMorphs, or Hands for short, are part of the
object-oriented GUI framework Morphic [16]. Hand objects obtain their event data
from the corresponding input stream autonomously. By using this concept, addi-
tional input streams can be integrated; multiple hands, that is, mouse pointers and
cursors, can be controlled by different input sources. Current operating systems,
however, support only one system cursor and input events from different devices
are merged into one input event stream. To bypass the operation system’s behav-
ior [28, 30], we developed special support for Squeak’s virtual machine (VM).
The design of our VM extensions allows attaching and detaching input devices
during the application’s run-time. Hand objects further abstract from concrete input
sources and provide a defined interface to applications. Thus, it is transparent to
the application, whether the hands are controlled from a local device or via a VNC
connection.

Finally enabling applications to link users to actions, we extended the concept
of HandMorphs and allow for impersonation. Our extensions to HandMorphs man-
ages required user information and provide an interface to applications. Application
objects have access to the currently active HandMorph and can ask this Hand-
Morph for credentials of the currently acting users. If the HandMorph is not yet
associated with an user, it opens a dialog asking the user to provide username and
password. Based on that information, the HandMorph is then associated with the
corresponding user.

4.2.3 Application Support for Multi-user Multi-account Interaction

Our extensions to the application platform, described above, enable applications to
link users to actions. This in turn allows all users for acting on their on behalf.
We describe how ProjectTalk makes use of this functionality here. The integration
of SDG concepts further requires application developers to handle the upcoming
additional issues regarding authorization. Additionally, content and functionality
that is specific to certain users or roles must be offered in new ways as the users
interacting with the shared display may have different privileges. Both kinds of
user, user-specific content and authorization, have been addressed in the design of
ProjectTalk, and is presented in this subsection.

ProjectTalk realizes multi-user multi-account single-display interaction by
accessing the information of the user that triggered the current event processing
and links this user to HTTP actions. It consists of a client and server component that
synchronize on shared data using the HTTP protocol. A user interface action that
involves modification of data in the client results in one or more HTTP request to
the server. The application platform provides access to that particular HandMorph
object that represent the input the channel of the user that initiated the current event
processing. This HandMorph object is also called ActiveHand. The ActiveHand is
accessed by the client HTTP-communication layer, retrieving the associated user
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and using corresponding credentials for the HTTP requests to the server. With that,
ProjectTalk links HTTP request, which form the primary action of the client, to
users enabling them to perform all actions on their own behalf.

Supporting our approach to multi-user multi-account single-display interaction,
application developers have to consider additional authorization issues. A group-
ware that provide role-specific behavior is often designed in a way that users see
only the functionality they have access to. In a project management software, for
example, only administrative users are able to create new projects; users without
these privileges cannot see this functionality. If multiple users interact with a single
screen at the same time, the different users might have different privileges. It has
to be respected that some amongst all co-present users sharing one display are not
allowed to perform actions that are offered.

This mismatch can be handled in three different ways. One way is displaying the
collective set of functionality all users have access to. Unfortunately, users would
be limited and could not use all features they are allowed to. Another approach is
presenting every feature available to at least one user. As a result, users can activate
actions they are not allowed to perform. Applications have to handle denied access
explicitly and be able to recover from this error. The last possibility is to (re-)design
the application so that, for instance, users are provided with menus specific to their
privileges.

The application design of ProjectTalk combines the second and the last option.
For example, some users will not be allowed to modify user stories or move them
between iterations. Still, all users have read access to these user interface compo-
nents; users unprivileged to perform a modification will experience a failure and
receive a corresponding message. The menu for opening projects exemplifies the
last option. For each user accessing the menu, it provides specific content – only
projects the user is a member of.

The handling of denied access gained special attention in ProjectTalk, so that
this concern is not scattered over the entire application code. A typical user inter-
face action results in one or more HTTP request to the server. If the acting user is
not authorized to read or write specified resources, the server will return with an
unauthorized error. An HTTP error is responded and converted into an application
specific NotAuthorized exception. The exception is handled in the implementation
of the model proxy objects. The proxy objects provide application specific inter-
faces that are implemented generically. The proxy objects store object properties and
synchronize modifications with the server. If the server processes the request suc-
cessfully, the modification will be applied to the corresponding description property
of the user story’s proxy object, and bound views will get notified about the change.
Otherwise, the modifications are discarded, the stories will show the old description,
and the user will receive an error message.

The implementation of both handling denied access and linking actions to users
is integrated well in the design of ProjectTalk. Both concerns are well-separated
from application specifics and the extensions can be integrated easily into other
applications.
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4.3 CodeTalk: Conversations About Code

This subsection describes CodeTalk, our approach to enable efficient informal
communication about source code. CodeTalk, which was implemented in Squeak
Smalltalk [11]. CodeTalk allows developers to mark and annotate single expres-
sions, whole lines, or entire methods in the source code. It works similar to text
processing applications and tools that are capable of adding comments to PDF files.
The markup and annotations are shared along with the source code using regular
source code management support.

4.3.1 The Need for Communicating About Code

Developers often talk about the source code of the system to be developed and ex-
tended. The source code itself is the most important artifact during the development
process, in particular in agile development processes. Developers usually care much
about it and prefer, for example, simple and elegant solutions over complex ones
that are more difficult to understand and maintain [3]. The system naturally evolves
and is extended; so, software developers spend much time reading code.

However, parts of the system may be difficult to comprehend raising the need
to request support from the originators; an algorithm might be very complex or the
intended run-time behavior might be difficult to infer [29]. Programs can also be
written in different styles making them more or less easy to understand [18]. This
leads to another kind of communication amongst developers having the source code
itself as the topic. During code reading developers also often discover source code
that needs to be revisited and improved; for example, variable or selector names
can be too general and thus not very meaningful [18]. Developers might further
have ideas to simplify the system’s design [3, 8] or even detect potential failures in
algorithms. While these issues are often discovered during regular coding activities,
developers may not have enough time or background knowledge [22] to refactor
the respective parts of the system or to validate their theory of a failure and fix it if
necessary. Also, developers rather might to continue working on their primary task
at hand [10]. So, an efficient mechanism is needed to make the discovered issues
explicit and share their insight with peers.

4.3.2 Informal Communication via Markups

Current approaches to communicate about source code include source code com-
ments and external communication tools and protocols such as email and instant
messaging. However, both have limitations and do not provide adequate means to
support informal spontaneous communication about source code. But this kind of
communication is important; it helps to ensure a high code quality and helps devel-
opers to become better in their profession. This has been our motivation to design
and develop a new approach to support this informal ad-hoc communication.
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Fig. 7 Right: Code with markup (A), inline morphs (B) and the chat (C); Left: marked methods

Developers might, for example, discover a message send calling an expensive
operation. Figure 7 shows an example method in a typical code browser in Squeak.
The statement selected in the figure enforces a full redraw of the entire scene graph,
which can be a quite time-consuming operation. Developers might be skeptic about
the necessity and mark the selected code as critical using a context menu or a key-
board shortcut. This will highlight the statement with a red background color. To
additionally describe their opinion and thoughts, developers add then a note in the
dialog that will be displayed next to the marked section, as shown in Fig. 7.

This new annotation functionality CodeTalk was integrated into the standard de-
velopment environment, in particular into the tools for browsing and editing the
code. So, developers can informally annotate a piece code whenever necessary dur-
ing their regular code activities. The region of interest in the source code can directly
be marked and annotated with an explanation.

Annotations are an integral part of the source code and as thus they are exchanged
along with the source code itself. When developers commit modifications applied to
their working copy, they will also submit all annotations currently in the code base
to the source code repository, as depicted in Fig. 8. The critical question about the
statement that force a complete redraw is now part of the newly created source code
revision.

When team members update their working later, they will retrieve the newly
added annotation along with source code modifications. They will notice the ques-
tion regarding the redraw statement, and the authors of that code might either
remember a reason for forcing the redraw or they might not. In the latter case, they
might consider removing the statement, test the application to validate the assump-
tion, and commit the modification. As the annotations are connected to the source
code they reference, the annotations would be removed together with the referenced
statement in the described scenario.

If in the other case, enforcing the redraw is well-founded, developers can change
the type of annotation, from critical to normal, and answer the previous question.
Our extensions to the code browser enables developers to directly reply to questions
or remarks in annotations so that a chat can evolve (Fig. 9).
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Fig. 9 A new conversation about code evolves

Talking about source code often involves other sources located outside the cur-
rently discussed context: Sometimes developers come across methods that seem to
be very similar, but they do not have the time or knowledge to perform the nec-
essary refactoring. CodeTalk allows developers to mark that issue and to reference
the other method in their comment. For example, the chat in Fig. 10 replaces the
occurrence of “String >> #findTokens:” automatically with a hyperlink that
browses to the method “findToken:” in the class “String”. The link below points
to a method “split” that does not exist and is therefore drawn in red.

The primary concept of CodeTalk is to separate the discussions about the source
code from the source code itself, while keeping the connection to each other. This
separation allows for individual support for the different concerns; specially de-
signed tools can ease the creation and exchange of annotations and can provide a
better awareness of these issues. The direct connection between source code and
annotations indicates that they belong together and, thus, encourages developers to
keep both in sync. This may prevent the problem, that occurs when the code gets
updated with accidentally ignoring the corresponding comment.
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Fig. 10 Method links enable convenient source code navigation
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Fig. 11 Summary of markup usage from selected teams

4.3.3 Case Study

CodeTalk has been used by several development during a case studies that was
carried with 80 students in our Software Engineering I lecture. Students formed
16 different teams, ˜5 each, that were asked to develop applications in Squeak.
The teams used an agile software development process such as Extreme Program-
ming [2]. The project’s time frame was about 3 months. After the end of the projects,
we analyzed the source code of all revisions of all groups for markups. As shown
in Fig. 11, the analyzed projects are of similar size consisting of about 600–800
methods. While one team created 20 annotations, other teams created up to 100
annotations.

Figures 12 and 13 indicate a continuous use of CodeTalk during the course of
the project. At the end of the projects development teams cleaned up all markups,
hopefully handling the described issues before. Note that the source was inspected
by teachers at the end of the project. The average lifetime of annotations was 20–60
revisions, approximately a fifth of all revisions created during the project time.



Agile Software Development in Virtual Collaboration Environments 215

0

10

20

30

40

50 Team 1
Team 2
Team 3
Team 4

Project
End

Project
Begin

Number of
Markups

Fig. 12 Absolute number of markups in the source code over whole project development time

0

10

20

30

40

First
Revisions

Last
Revisions

Team 1
Team 2
Team 3
Team 4

Number of 
New Markups

Fig. 13 Number of new markups in several development parts

Annotations created during the projects include the following examples:

• “That is somehow totally crap. The instance variable separatorMap seemed to
be good for defining the place of these separating things for each category ...”
(from German: “Das ist irgendwie total Mist. Die Instanzvariable separatorMap
dacht ich wär gut, um fär jede Rubrik festzulegen, wie die Trenndinger stehen
müssen ...”)

• “Looks paradoxical! ...” (from German: “Irgendwie paradox! ...”)
• “Where should the layout code be included, this seems not to be a good place?”

(from German: “Wo soll das Layout stehen? Hier ist vielleicht nicht der beste
Platz.”)

• “onClick + callback =>nonsense”
• “Yes, there is a better way to do this :-)”

Developers started to use CodeTalk occasionally in the beginning of the projects
and used it more often later on (Fig. 13). It seems that the need for conversations
increases with the size of the code base. We further think that developers regard
annotations as part of the source code and understand critical annotations as an
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indicator for insufficient code quality. All remaining annotations were addressed
to the end of a project, to make it ready for release. The example annotations
listed above show that developers like to use a colloquial style for communicat-
ing about source code related issues. While we have no evidence whether the teams
would have discussed a similar amount of issues without CodeTalk or not, we think
CodeTalk actually encourages this kind of conversations, which is important to bring
all flaws to light.

Gathering additional personal opinions, we also conducted interviews with two
teams. The teams reported that markups were used to write down tasks. This in-
cluded planned refactorings of bad source code and new features that needed to be
implemented. Additionally, the critical markup was occasionally used to point out
bad coding style. Markups were also used for personal notes, especially as ToDo-
items. Those teams that made heavy use of CodeTalk actually had a strong need for
asynchronous communication, as many team members contributed from many dif-
ferent location and at different times for several reasons. The students argued that
they used CodeTalk mainly due to convenience; it allows for staying in the current
environment and context instead of switching tools.

5 Summary and Outlook

In this report, we present the objectives and first results of our project Agile De-
velopment in Virtual Collaborative Environments. We first describe and argue for
our twofold research approach, investigating both design and agile software de-
velopment processes and accompanying tools to support geographically dispersed
teams in applying these processes. We then present commonalities between Design
Thinking and agile development methodologies with respect to their underlying
principles. Two different approaches to integrate design activities in agile de-
velopment processes are discussed. Thereupon we describe efforts and findings
regarding the technological support for distributed development teams; the ap-
plication ProjectTalk and the development environment extension CodeTalk are
presented. ProjectTalk has been designed and developed for collaboratively man-
aging user stories and planning activities; it particularly supports co-present team
members by allowing them to act on their own behalf when simultaneously inter-
acting with shared tools. CodeTalk realizes an informal yet efficient approach to
communicate about source code collaboratively and over time.

With our first insights being very encouraging as they support our original hy-
pothesis that agile software development will benefit from elements of Design
Thinking, our next involve introducing other elements and values of Design Think-
ing and balancing them with respect to the elements and values of the original agile
software development practices are still very challenging. Therefore, we will reflect
on our experiences, revisit our design decisions, redefine our theory and then apply it
in subsequent projects in several iterations. Design Thinking and agile development
seem to have much in common, also because both rely on skilled, motivated, and
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professional individuals and teams working creatively together. We will elaborate
models of both methodologies to improve our understanding of both their similari-
ties and their differences.

We plan to use and improve our extended software development process to de-
sign and implement new ways of communication support that enable distributed
teams to collaboratively immerse in their tasks and that encourages efficient and
effective information exchange regardless of the team members’ geographical loca-
tion. We will both improve and extend the tools we have developed so far aiming for
a solution that allows a seamless transition between asynchronous and synchronous
collaboration styles and which provides support for user-specific views at different
levels of detail. We will focus on communication that is essential for keeping dis-
tributed teams in sync and for allowing a high degree of transparency on their core
development activities.
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Towards Next Generation Design Thinking:
Scenario-Based Prototyping for Designing
Complex Software Systems with Multiple Users

Gregor Gabrysiak, Holger Giese∗, and Andreas Seibel

Abstract Design thinking is at its best if tangible prototypes can be used to capture
and validate end user needs and envision new products and services. However, today
such tangible prototypes are not feasible in a cost-effective manner for complex
software systems with multiple users and their complex behavior. To overcome this
problem, we developed a scenario-based prototyping approach for complex multi-
user software systems that uses executable software engineering models including
structural as well as behavioral aspects. Simulation turns these models into tangi-
ble virtual prototypes for end users that visualize the complex behavior and capture
feedback interactively. In this chapter, we elaborate our concept for cost-effective
scenario-based prototyping, report on a first prototypical implementation of the ap-
proach for the validation of multi-user processes with end users, and discuss our
initial findings and learnings that we gained from first experiments with the imple-
mentation.

1 Introduction

Design thinking projects typically aim at single user systems, such as a physical
product or a piece of software, in which case often the graphical user interface and
its interaction with the end user is in the center of attention [33].

Design thinking can be characterized by the intertwined set of activities shown in
Fig. 1. The careful collection of information about the problem in the activities Un-
derstand, Observe, Point of View provides the basis for envisioning and evaluating
possible solutions in the Ideate, Prototype and Test activities. The design think-
ing process is a highly interactive and incremental process, driven by people with
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Fig. 1 The design thinking process is highly iterative [22, p. 114]

different backgrounds and experiences. This heterogeneity is important to capture
as many viewpoints as possible during design, not only the ones of technical ex-
perts and engineers. Through these diverse backgrounds, prototypes are essential in
establishing a common understanding between these different persons.

In computer science, models play a key role in designing complex systems.
A model is an artifact that abstracts all aspects of the final system that are considered
irrelevant to allow observations of the relevant aspects only [30]. But modeling is
not restricted to computer science.

If the aim of the design process is a physical product, prototypes can be made of
paper, wood or some other physical material that is easy to work with. A wooden
prototype of a cup holder, for example, serves as a model, since end users can use
the wooden cup holder to observe behavior that is similar if not the same with the
final product. Prototypes allow studying the aspects of the physical product that the
design process is interested in. End users can grab the prototype, experience and
judge it to propose ways to improve it. This works well, because the prototypes are
tangible. They are quite similar to the final product in the sense that they expose
similar behavior and allow observations that are relevant to improve the design.

When designing a graphical user interface (GUI) of a software system, the situ-
ation is somewhat different. The reason is that the final product is not as tangible as
a physical product. We can argue that the GUI is still the most tangible aspect of a
software system, and that might be a reason why it is often in the center of design
thinking processes related to software. However, a GUI is a rather individual, end
user specific view onto a software system. For multi-user software systems, GUI
prototypes are not suitable for expressing the big picture or the insights and needs
leading to the prototype’s design.

To make the user interface tangible and invite feedback from users already early
during the process, paper prototypes are developed, so called low fidelity proto-
types. These paper prototypes allow design thinkers to discuss with end users about
the behavior of the final system. Once the user is satisfied with the low fidelity
prototype, a high fidelity prototype is developed, e.g., using Flash1 technology.

1 www.adobe.com/flashplatform/ (Accessed 2 Nov. 2009).
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This prototype is a mock-up of the final product. Thus, it enables the discussion
of more detailed UI issues. However, the same is today not possible for complex
multi-user software systems and their behavior which is not only dependent on how
individual end users interacts with their respective GUI, but mainly on how they in-
teract with each other. Finally, the design is completed, and engineering takes over.

With respect to modeling, a paper prototype of a graphical user interface serves
as a model. The same is true for high fidelity Flash prototypes, which allow for even
more detailed observations. In many engineering disciplines, simulation and proto-
types are employed on a regular basis to better understand the problem at hand and
identify innovative solutions. It has also been advocated that for complex problems
and organizations simulation and prototyping can help to recognize design conflicts
early, can invite people to play innovative what if games, and that the feedback from
simulations of prototypes can in particular stimulate innovations [26].

For software, the pioneer Fred Brooks [6] also stated long ago that “the hardest
single part of building a software system is deciding what to build” and that often
prototypes can be more articulate than people concerning the what. However, the
wicked nature of complex software, respectively, the requirements have prevented
us from realizing the full potential of prototyping and simulation for complex soft-
ware, especially when dealing with multiple users. When multi-user systems are
in the center of attention, many usage scenarios can be obtained during the design
thinking process. These scenarios can be regarded as process instances – they need
to be related to each other and analyzed. For instance, it is crucial to find incon-
sistencies between the scenarios [15, 16] or to validate them by stepping through
the respective processes. Scenario and process modeling as well as simulation tech-
niques are important concepts to study the relationships between usage scenarios.
Additionally, scenarios are also a suitable representation for “prototyping things you
can’t pick up” [7, pp. 92–95]. Information about artifacts involved in the process can
be extracted from these scenarios as well. This allows to, e.g., relate state modifica-
tions of artifacts to activities within the process, assign relevant documents to stages
within a process, and even to deduct responsibilities between artifacts and end users.

Another key problem for designing complex multi-user systems is traceability.
The information collected by the different team members is usually not well cap-
tured and linked with the envisioned solutions in form of prototypes. Therefore, the
evaluation of ideas is often restricted to the prototype alone and cannot be navigated
back to the original source of the design decisions such as interviews or background
information. An evolutionary prototyping approach [3] might help to avoid such in-
formation loss by documenting the feedback and the resulting modification of the
used prototype for each step along the way. Losing this information is a limitation
for an effective test of prototypes within the team or with end users.

The consequences of losing information are even more dramatic when it comes
to engineering the product envisioned by the design thinking team. When engineer-
ing takes over, the decisions that have led to the design are not readily available. The
design process and the engineering process are somewhat de-coupled through such
handovers. This exposes a severe problem, since engineers might make engineer-
ing decisions that are not in line with design decisions. This is due to the fact that
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they are not aware of the rational behind design decisions. Therefore, design and
engineering must be better linked. This means that design artifacts that document
the design process and its decisions need to be available during engineering. They
must not only be available, but they must be related to the very aspects of the design
that they are responsible for.

In the following pages, we first outline our project setup in Sect. 2. Afterwards,
Sect. 3 discusses current research results. This includes a description of the needs we
found, our concept of how to support design thinkers, and the prototypical imple-
mentation of the concept. Our learnings are then presented in Sect. 3.5 and discussed
in Sect. 3.6. Other approaches, which can be found in the domain of Requirements
Engineering, are presented in Sect. 4. Finally, Sect. 5 summarizes the first year and
gives an outlook on the next project year.

2 Project Setup

This section is separated into two parts. It starts by presenting our research method,
which is closely aligned to the design thinking process. Afterwards, our initial
research question and hypotheses are discussed in Sect. 2.2. Then, this section con-
cludes with an outlook on the expected impact of our research.

2.1 Research Method

Our research method is based on the design thinking process as shown in Fig. 1
and guided by our research hypotheses presented in Sect. 2.2. We start by gather-
ing insights about the problem domain, trying to understand how practitioners of
the design thinking process use it for multi-user software systems and how virtual
prototypes can improve this process. Afterwards, we observe and interview prac-
titioners from our project partner D-LABS GmbH to gain needs. The following
synthesis leads to a Point of View, which we can base our ideation on. Then, we
prototype our concept to evaluate our hypotheses applying tests, i.e., experiments.
The prototype will then be modified according to the insights we gather during these
test sessions in multiple iterations.

2.2 Initial Research Hypotheses

The general question that guides our research is “How can we support design
thinkers working on solutions for complex multi-user software systems?” As men-
tioned before, scenarios are a suitable means to capture and communicate how
multiple users work together. Also, prototyping is a powerful tool in the design
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thinkers’ toolbox, which enables the realization of divergent ideas, presenting them,
and to experience them. These ideas embodied in prototypes can also be judged,
enabling design thinkers to converge again. By combining these two concepts, we
formulated Hypothesis 1.

Hypothesis 1 By introducing the idea of prototyping scenarios to create a common
understanding and validate the scenario as well as the underlying assumptions, it is
possible to get more reliable, i.e., commonly agreed upon results.

During the validation of requirements and insights, end user feedback is invalu-
able. However, confronting them with models in notations they have never seen
before is futile. So, in order to improve the validation of insights, the quality of the
feedback gathered during validation sessions needs to be increased. Consequently,
we formulated Hypothesis 2.

Hypothesis 2 By being able to present a scenario-based prototype, it is possible to
gather quality feedback, which end users would not provide using common valida-
tion techniques.

Also, validation sessions are quite time consuming and expensive to conduct. In
order to help with this problem, we want to evaluate Hypothesis 3.

Hypothesis 3 We can derive tangible prototypes from software engineering mod-
els for complex multi-user software systems that are suitable for end users and all
design thinkers in a cost-effective manner.

2.3 Expected Impact

By finding a suitable answer to our research question and our hypotheses, one of
the most powerful tools from the design thinkers’ toolbox can be made available for
developing complex multi-user software systems as well. While it is currently not
feasible to thoroughly validate insights in a cost-effective manner, we hope to inte-
grate an incremental, cost-effective prototyping approach in order to produce more
reliable and better results not only during the validation and synthesis of insights,
but throughout the whole life span of a design thinking project.

3 Research Results

This section presents the results of our research during the last year. Firstly, in-
sights about our industry partner D-LABS are presented in Sect. 3.1. Then, the
needs that we identified will be described in Sect. 3.2. Based on these needs, our
concept of how to support design thinkers working with complex multi-user pro-
cesses will be discussed in Sect. 3.3. A prototype of this concept is presented in
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Sect. 3.4. As mentioned in Sect. 3.5.1, this prototype was already used in qualitative
validation experiments. The resulting learnings of these experiments are presented
in Sect. 3.5.2 and discussed in Sect. 3.6.

3.1 Understand and Observe

Our project partner D-LABS2 is a start-up company located in Potsdam (Germany).
They provide expertise in design thinking for complex multi-user software products
to customers as a service. Their projects are run based on a catalogue of design meth-
ods. The portfolio they offer includes trainings in these methods, however their main
focus and expertise lies in running software design projects. D-LABS covers the re-
quirements engineering stage of a project. To do so, they start by understanding
the problem domain through a 360◦ View. Afterwards, they start end user research
through observations and interviews as shown in Figs. 2 and 3.

The succeeding synthesis phase during which the Point of View (PoV) is created,
iterated and refined is the most important one, since the ideation of solution con-
cepts relies on the correctness of these agreed-upon findings. Based on the ideation,
the prototyping stages usually start with paper prototypes, which are iterated till a
prototype of the graphical user interface is created. In order to maximize the re-
use capabilities of their results, apart from a detailed documentation of how they
got there, D-LABS also provides re-usable software engineering artifacts using e.g.,
Flash or the .Net Framework.3

The Point of View is quite important for a design thinking project. It contains
the most important needs and insights that have been gathered from end users about
object of study. However, in multi-user processes, there are different end users or

Fig. 2 The D-LABS process separated into its divergent and convergent phases

2 Web Site of D-LABS GmbH: www.d-labs.com/english/ (Accessed 2 Nov. 2009).
3 http://msdn.microsoft.com/netframework/ (Accessed 2 Nov. 2009).
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Fig. 3 Not only the design thinkers need to understand the gathered insights, but also the end users

participants who have diverse, potentially opposed needs. In order to help design
thinkers in this context, they need support to capture and validate and manage all of
these needs and different roles to later on decide which ones to emphasize.

Usually, there are only few validation sessions due to the high costs of travel-
ing to the end users and validating insights or prototypes with them. This stresses
the importance of the interviews and the validity of the insights gained from them.
While it is always possible to talk to certain end users to correct minor mistakes,
e.g., different names were used for the same process artifacts, it is rarely feasible to
gather all end users in order to establish a common understanding of the process.

3.2 Point of View

While all tools and methods of design thinking can be used for complex multi-user
software systems, some of them do not scale well for such a scenario. Therefore,
they have to be adapted to fit the needs of this domain.

For multi-user processes, this implies the necessity to validate insights and as-
sumptions as cost-effectively as possible. Traditional validation techniques are too
expensive to be used in multiple iterations, since these mostly rely on bringing multi-
ple end users together to present them the current state in order to gather feedback on
this state as depicted in Fig. 4. Validation sessions also need to provide tangible arti-
facts of some kind in order to ease the end users’ understanding. Otherwise, the end
users are decoupled from the assumptions gathered from them or the ideas that are
generated based on these assumptions. The possibility of conducting validation ses-
sions remotely helps to circumvent potential travel costs. An incremental approach,
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Fig. 4 To validate insights and requirements, feedback can be gathered by presenting and trans-
lating the current state for end users

1. Initial
Elicitation 

2. Initial 
Modeling 

4. Evaluation
of Sessions 

Approved?

Finished?yes

no

yes

no

3.1 Interactive
Insights 

Visualization 

3.2 Adapt
 Prototype
 Models

3. Insights Elicitation/Validation

5. Adapt Insights
 Models

More
Sessions? 

yes

no

Fig. 5 Iterative insights elicitation/validation process

which provides means for validation sessions through multi-user sessions as well as
single-user sessions might also help to emphasize the validation of certain subsets
of insights.

3.3 Ideation

Based on the insights we gained from our research question and the resulting
hypotheses, we came up with a concept for scenario-based prototyping for designing
complex software systems with multiple users. This concept is shown in Fig. 5.

In the beginning, as with all software projects, initial insights have to be elicited
(1). These initial assumptions can then be captured using formal requirements
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models (2). Formal models offer helpful capabilities such as being able to pinpoint
inconsistencies automatically or to propagate modifications consistently.

These models enable an interactive simulation of the captured insights with a
domain specific animation on top, which behaves like a real prototype, allowing the
end users to experience how they were understood (3). Thus, the end users interact
with the prototype models, which are semi-automatically derived from the current
state of the insights gathered by the design thinkers.

During such a simulation session, all end user interactions with the prototype
simulation are recorded (3.1) and incorporated into the prototype models (3.2). After
multiple sessions, a software engineer needs to evaluate the recorded interactions (4)
to judge the end users’ approval of the prototype models’ current state. This also
represents a measurement of how well the end users share a common understanding
of the insights gathered by the design thinkers. If the approval is still not satisfactory,
the insight models can also be adapted (5) more or less automatically.

Further details of our concept are discussed in the respective subsections of
Sect. 3.3 by means of examples.

3.4 Prototype

In this section, we explain the current state of the implementation of our concept
based on the process in Fig. 5. The prototype was first presented in [10]. It has
been build on top of the Eclipse environment and a model-driven development
platform developed in our group. Therefore, in relation to this effort a concept to
efficiently maintain traceability in a model-driven engineering domain have been
developed [27]. Other extensions of the employed platform provide more flexible
means for developing simulators based on EMF4 models [4, 18, 19], simulators for
interactions in distributed service oriented systems5 and some efforts for migrating
some required features to the Eclipse platform [4].

3.4.1 Initial Elicitation

Traditionally, insights are initially elicited using interviews, which appear to be the
most effective technique for a wide range of domains and situations [8]. This is
also the best practice used by our industrial partner, D-LABS (cf. Sect. 3.1). For the
prototype, however, the initial elicitation is out of focus. It is assumed, that initial
interviews were conducted and that the results are already available.

4 Eclipse Modeling Framework, www.eclipse.org/modeling/emf/(Accessed 2 Nov. 2009).
5 Gregor Gabrysiak’s master’s thesis, Modeling and Simulation of Reusable Collaborations for
Embedded Systems with Dynamic Structures, 2009.
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Fig. 6 An initially synthesized process based on insights from interviews

3.4.2 Modeling the Insights

Based on these interviews, design thinkers have to identify activities, a preliminary
causal order of activities, abstract roles these activities are assigned to, and scenarios
with interactions. These findings are synthesized into requirements models, which
in our domain are role-based business processes. Figure 6 shows an example of such
a model, which is an initially synthesized process of ordering an article initiated by
a role named Publisher. Currently, the used insight models are based on a subset of
BPMN6 elements, enriched with additional semantics.

Roles are an important concept in our approach because they are an abstraction
layer between individual end users and views on the prototype. Each role can be
related to a different view that reflects the aspects that are important to the respective
end users, e.g., views may differ in their level-of-detail or whether information is
hidden, visible, or even highlighted.

3.4.3 Insights Elicitation/Validation

It is important to validate insights incrementally since the elicitation is a highly
subjective, creative, and dynamic process. This implies that insights, which are ini-
tially elicited, may be incomplete, inconsistent, or even incorrect [23]. To overcome
this issue, our approach allows multiple end users, or an individual one, to re-
flect on existing insights. Furthermore, the approach supports finding new insights

6 Business Process Modeling Notation, www.omg.org/spec/BPMN/(Accessed 2 Nov. 2009).
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Fig. 7 Two screenshots of the employee visualization - Connecting to a Session (left); Playing
a Session (right)

by conducting a simulation session based on prototype models, which have been
automatically derived from the given models capturing the insights. In general, there
is a conceptual overlap between these models. Nevertheless, prototype models have
additional execution semantics. The derivation of prototype models is configurable.
The configuration depends on the view of the role, the role itself and the level-
of-detail that should be shown to the end user playing a role. The level-of-detail
depends on the intention in terms of which domain specific aspects should be vali-
dated, e.g., whether activities in the prototype models are in causal sequential order
or not ordered at all. The latter approach enables a less restrictive simulation and
thus could help the elicitation of alternatives within the process.

For example in case of an employee view, only the context of the employee is
visualized by using a generic workplace visualization (Fig. 7). In this view, end
users can interact with other roles or software systems by triggering domain specific
primitive actions [20], e.g., phone-calls, visits, or e-mails. The simulation uses the
role as a parameter to control which interactions are shown to or highlighted for
the end user. Instead of creating a customized GUI for each project like in [21], the
domain specific views can be re-used for different derived prototype models.

Since conducting these validation sessions cost-effective is also an important as-
pect, providing them remotely by visualizing them in a web browser saves travel
costs and simplifies sessions for multiple users.

Figure 7 shows two screenshots of the interactive visualization. (Left) shows the
initial screen where one of the four available participating roles of the process can
be chosen. (Right) shows a screen during a simulation session of an end user play-
ing the Author role. In this figure, the Author prepares an e-mail for the Reviewer
including a document, which has to be reviewed.

Currently, our tool supports only one view during the simulation. While this view
is appropriate for end users who directly participate in the business process that is
elicited, other views have to be integrated to include other groups of stakeholders as
well (cf. [1]), e.g., the potential maintainers of such a complex multi-user software
system.
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When an end user triggers one of these domain specific primitive actions, it may
lead to new activities and interactions, which have to be considered as new insights
that were not elicited before. Roles that are not played by a stakeholder during a
simulation session are automatically simulated. Simulated roles do not only react
on interactions, but also initiate interactions with other roles and therefore other
stakeholders.Initially, simulated roles do only interact with generic patterns coming
from the prototype models, i.e., a stakeholder who plays the Reviewer role receives
an e-mail from the simulated Author role with the content: “review article.”
However, the authenticity of a simulation session increases over time. For example,
as soon as an end user plays the role Author, the exact wording of this e-mail is
saved and might be re-used in further simulation sessions (see Fig. 7b). Thus, inter-
acting with simulated roles feels as if the interaction takes place with another player.
This feature plays-into the prototype models and, furthermore, can be more or less
automatically incorporated into the insight models (3.2 in Fig. 5).

3.4.4 Evaluation of Sessions

Based on recorded interactions, which emerged during simulation sessions, a do-
main expert can evaluate the session and the findings gathered. Each action during
each simulation is recorded and mapped back directly onto elements of the un-
derlying insight models. The interactions of stakeholders that are recorded during
simulation sessions can be analyzed quantitatively and qualitatively.

Quantitatively, it can be examined, e.g., how many stakeholders actually used a
specific communication primitive to finish a specific activity (cf. Fig. 8). More im-
portantly, it is possible to verify the identified process by observing the path that
stakeholders agreed upon throughout the simulation sessions. Based on these re-
sults, changes to the insight models can be approved or discarded. Qualitatively,
it is possible to see which recorded interactions diverged from the identified path
through the considered process, thereby revealing conflicts or alternatives within
the process, which might have been ignored otherwise.

3.5 Tests and Learnings

To evaluate our hypotheses, we need to establish an experiment design, which
can prove or falsify our assumptions. An initial experiment design is presented in
Sect. 3.5.1. Our findings and learnings are then discussed in Sect. 3.5.2.

3.5.1 Experiment Design

During the last months of the first project year, we conducted a pilot study on the fea-
sibility of our approach, comparing our results to validation sessions merely based
on a BPMN model representation and a method expert explaining it to an end user.
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Fig. 8 Quantitative visualization of multiple simulation sessions of the role Author

Within this pilot study, we elicited two (partially complex) multi-user processes
from three university assistants and validated these processes 8 weeks later. This
delay was chosen to ensure that our validation results were based mainly on the ev-
eryday experiences of participating in these processes instead of memories from the
interview during the elicitation session. The experiment design will be the founda-
tion for follow-up experiments during the second year of the project.

3.5.2 Experiment Results

During our evaluation sessions, we made different observations that led to many
insights. First of all, apart from usability issues of our prototype, our approach is
feasible. Feasible in a way that allows us to generate interactive simulations for end
users, enabling them to experience how they were understood. The process that is
replayed for and with different end users allows them to experience the content of
a model that would require a bi-directional translation by a modeling expert other-
wise. Bi-directionally is mandatory, to ensure that gathered feedback can be used to
modify the model.

During the validation sessions, we enforced the active enactment of tasks within
the interactive visualization, which is much less abstract than talking about how
to do these tasks. The explanatory sessions produced feedback with additional
comments on already captured activities, while the usage of the prototype led the as-
sistants to enact refined tasks and comment on priory unknown decisions within the
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already captured tasks.This is an indication of the barrier(s) that modeling notations
pose, even when explained. The graphical distance between two notation elements
within a model is relatively small and usually does not represent the mismatch of
semantic information or abstraction levels that they might convey.

Additionally, the explanatory sessions had no means of synchronization between
the presented model and the flow of comments that were gathered. The assistants
started uniformly by pointing on the initial activity in the model and moving their
finger along as they commented on the process. However, two of them stopped at
certain activities, looked up to the ceiling and proceeded further through the process
without moving their finger accordingly. This is a strong indication for a missing
synchronization between what they told us and the current state of the process that
they were walking through mentally. When using the interactive simulation, the end
users are always in a well-defined state of execution of the process. Hence, their
direct input can always be mapped to these states.

However, we also noticed that end users were not willing to comment within the
tool, but rather prefer to talk directly to other persons in the same room. Therefore,
we have to adjust the experiment to include remote telephone sessions to test how
we can either promote the usage of textual input into the prototype as well or to cap-
ture and automatically synchronize an audio stream to the output of our interactive
simulator.

Not surprisingly, the willingness to use our simulator was not consistent through-
out each session. Depending on whether or not all tasks can be achieved within the
interactive visualization, the motivation declined or stayed the same. For instance,
the tool had no means of signing documents, since this capability was not deemed
necessary for the assistants according to the elicited processes. However, one of
them demanded this capability, which led to a decreased, perceived usefulness of
our tool.7

3.6 Discussion of Results

First of all, we have to deal with a fidelity problem ourselves. Although our focus
lies on providing a prototype to experience a multi user process prototype, the us-
ability of our prototype must suffice for end users playing through a simulation to
have all the degrees of freedom they need. Thus, confronting them with an unstable
or incomplete version of the prototype leads to two problems: they cannot “see” the
underlying process to validate it and they rather comment on the implementation
than on the model. Thus, all experiments were rather explorative in nature and yield
no empirically significant results. Still, the feedback during these sessions indicate,
that we are on the right track. Or, as an experimentee said during our second itera-
tion in June 2009: “one might perform the [necessary actions] using a better version
of this [tool].”

7 By now, this capability is realized using drawing canvas as overlays in our tool.
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Apart from this, we were able to generate tangible prototypes semi-automatically
based on formal models (Hypothesis 3). While we have feedback indicating some
success towards our other hypotheses (1 and 2), we still need to empirically evaluate
them.

4 Related Work

In [2], the authors argue that prototyping should be used already during requirements
elicitation to enable users to provide feedback to something tangible. There are
several approaches that use tangible artifacts to improve the communication and to
create a common understanding, e.g., CRC cards [5] or even recent approaches such
as Tangible Business Process Modeling [9], which was developed within our Design
Thinking Research Project. While these approaches are valuable and important, they
all share one major drawback. All participants need to be in one location at the same
time. Achieving this can be expensive or even infeasible in case of distributed teams.

In terms of software system prototypes, [3] identifies three different kinds of
prototypes. While Explorative Prototypes are commonly used at the beginning of
a project to test people’s reactions on new concepts, Experimental Prototypes are
produced to evaluate whether a concept fulfills the end users’ expectations. On the
other hand, Evolutionary Prototypes combine both approaches. Through multiple
iterations, the prototype matures till the final prototype can be considered as the fi-
nal result. Design thinkers mainly use either explorative or experimental prototypes.
However, our approach uses evolutionary prototype models that are modified incre-
mentally. Generally, prototypes are quite suitable for creating something tangible
for stakeholders. Their feasibility, on the other hand, depends on the costs of their
creation.

Approaches related to our simulation of assumptions that need to be validated
can be found in the Requirements Engineering domain. In [28], the authors argue
that formal models should be employed to be able to detect inconsistencies, conflicts
or missing requirements more easily through formal verification. By using formal
requirements models, it is also possible to execute, simulate, and thus validate them
directly. In [25], ten commercial tools for simulating requirements were evaluated
and compared. Due to their formal notations, all of these approaches are aimed at
requirements engineers instead of the stakeholders. Thus, while inconsistencies can
be found, the correctness of requirements can hardly be determined.

To include stakeholders directly into the validation of their requirements, the area
of Requirements Animation emerged [32]. Gemino [12] presents an empirical com-
parison of requirements animation and narration. The preliminary findings included
that the presentation of information can be as important as the content. However,
different animation approaches for different groups of users exist. While some of
these approaches merely visualize the state of the formal requirements in their for-
mal notation, e.g., in [28], other approaches try to present a real world mapping of
the requirements, e.g., [24].
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It is important to note, that stakeholders are an invaluable sources of knowledge,
but only as long as they provide feedback within their individual application domain.
Thus, presenting them formal requirements models reduces their understanding of
the content, thereby inhibiting their feedback. In [24], domain specific control panels
visualize the state of the simulation in the stakeholders’ domain of expertise, thereby
easing the stakeholders’ understanding. However, it focuses rather on single user
control systems by monitoring the input of stakeholders without allowing them to
extend the model during the simulation.

In [21], an approach to not only simulate the formal requirements model (called
play-out), but also to enrich it with new details (named play-in) is presented. Be-
sides the formal model in from of live sequence charts, also a prototypical GUI of
the software system can be used to animate the simulation as well as capturing the
user feedback to enrich the formal models by playing in new additional scenarios.
Generally, scenario-based approaches such as [29] or [31] emphasize on synthesiz-
ing requirements either from multiple play-in sessions or records of valid system
behavior. However, while partially using requirements animation, these approaches
are aimed rather at requirements engineers than at end users.

Both, formal requirements models and prototyping offer many advantages. How-
ever, existing work either focuses on the one or the other. Existing requirements
modeling approaches with animation and/or play-in result in sever limitations for
the resulting interaction with the stakeholders. Either no focus on particular stake-
holders can be set (cf. [32]) or the approaches are limited to animation only.

5 Summary and Future Work

We conceptualized how end users can be involved more directly in the validation of
insights. Our concept relies on the simulation of formal models with an interactive
suitable, i.e., domain-specific visualization on top. Allowing end users to directly
provide feedback about the model during such a simulation can be used iteratively
to evolve the underlying model till all end users share a common understanding
on the validated model. This concept has been realized in a prototypical imple-
mentation that we used to conduct initial experiments. These qualitative explorative
experiments emphasize the feasibility of our approach. We also received feedback
which indicates that our approach is suitable for eliciting requirements which are
likely to be overlooked otherwise.

During the second year, our focus lies on conducting different experiments for
validating the approach in different settings, ranging from using the tool as part
of lectures as well as using it in industrial settings. Along the way, our proto-
type will be enriched with new features, such as support for multiple modeling
notations including graphical editors and another interactive visualization on top
of the simulation in order to compare the impact of different levels of details on
the feedback. Also, the simulation engine will be modified to offer more degrees
of freedom for the end users during the simulation. Apart from these simulation
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capabilities, the modeling part of the prototype will be modified to allow using
different modeling notations (cf. multi-paradigm modeling [13] and modeling no-
tations [17]). Advanced techniques to transform and synchronize between different
modeling languages (cf. [11, 14]) will be used to enable the co-existence of these
different languages and paradigms.
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