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Abstract
A commonly affected disease for women is breast cancer, caused by abnormal growth 
of the breast tissues. Existing breast cancer detection approaches rely on manual seg-
mentation, which consumes more time and is ineffective for handling variations in 
breast tissue density and texture. Moreover, these methods often fail to detect subtle 
abnormalities, leading to missed diagnoses. Additionally, they are vulnerable to over-
fitting, lack robustness to noise and artifacts, and require extensive computational 
resources. To overcome these challenges, a novel deep learning-based framework for 
breast cancer detection using mammogram images has been introduced. At first, the 
necessary images are collected from online sources. The mammogram image is sub-
jected to the preprocessing approach via contrast-limited adaptive histogram equaliza-
tion (CLAHE) and histogram equalization (HE) to obtain a high-contrast image with 
reduced noise. Consequently, the pre-processed image is fed to the hybridization of 
Improved UNet-FCN for segmenting the image over cancer-occurred regions. The 
parameters within the segmentation are optimized by the farmland fertility snow leop-
ard optimization (FFSLO). After, the segmented image is given to the breast cancer 
detection stage. Here, the atrous convolution-based adaptive 3D-convolutional neural 
network (AC-A3DCNN) is utilized to detect breast cancer. Here, the variable tuning is 
carried out with the FFSLO to boost the demonstrated approach’s detection accuracy 
rate. While validating the statistical test, the designed model shows 2.61%, 2.05%, 
4.86%, and 0.68% elevated than CHOA, CMO, FFOA, and SNOA for best metrics. 
Hence, the offered approach’s efficacy is revealed through the comparative evaluation 
of the diverse baseline models concerning the standard performance measures.

Keywords  Breast cancer detection · Histogram equalization · Contrast limited 
adaptive histogram equalization · Farmland fertility snow leopard optimization · 
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1  Introduction

Women are easily affected by breast cancer in recent days, so detecting breast cancer 
is important to survive their life [1]. Moreover, the final stage of this disease may 
lead to sarcoma. Hence, early-stage detection is very important. To detect this breast 
cancer, hospitals and clinics utilize a variety of images such as MRI scans, ultra-
sound scans, CT scans, and mammograms [2]. The image-based techniques provide 
high-resolution images and hence it is helpful to detect abnormal tissues present in 
the breasts [3]. In a mammography image, the blood tissues are often represented as 
a collection of coefficients or intensities, which includes fatty and thick glandular 
tissues [4]. The greatest markers of this disease’s existence can be noticed on mam-
mography, and the tissues with unclear masses can be labeled as abnormal growth 
[5]. In the world, there is a high level of knowledge among the younger generations, 
and detection is much easier with mammogram images [6]. There are a lot of qual-
ity screening methods presented in breast cancer detection in these mammograms, 
which increased the need for computer-aided methods for effectively detecting 
breast cancer [7]. A pathology diagnosis is often the best standard for identifying 
breast cancer. The excised tissue is analyzed in the lab before being subjected to 
imaging processes [8]. The staining procedure frequently involves using hematoxy-
lin and eosin (H&E). Two methods are developed for this analysis, genomics and 
histopathological image analysis [9]. Histopathological images are said to be micro-
scopic images, and the microscopic images with breast tissues are very helpful in 
the early stage of cancer detection.

Multi-level oblique (MLO) mammography is a kind that records the texture of the 
breast tissue in a specific location [10]. Using established methods like Otsu, local 
thresholding, segmentation, and clustering, the exact location of the tissues is identi-
fied. With the usage of bi-level color in the suggested approach, thresholding is the 
process of turning a specific image with a grayscale or RGB into an image with less 
intensity [11]. The thresholding approach is the foundation of Otsu’s clustering [12]. 
The image with a threshold includes a few groups of pixels or bi-modal, and this 
algorithm attempts to choose the best threshold value to divide into two classes of 
images [13]. Edge detection can be done using techniques such as Laplacian, Sobel, 
and Roberts’s edge operators. Using the graph cut approach, the provided chunk and 
sub-portion of coefficients are categorized into a better region based on a predeter-
mined criterion [14]. This method simply starts with a collection of points at the 
beginning, and the region is expanded by finding the nearest coefficient.

Radiologists should use computer-aided diagnostic (CAD) technologies to iden-
tify and delineate the boundaries of breast cancers. Many researchers have recently 
been presented to increase breast mass classification performance by using deep 
representations of breast images [15]. Additionally, it is challenging for the radi-
ologist to identify the molecular subtypes on mammographic images. Recently, 
excellent accuracy was achieved by classifying molecular subtypes using texture 
patches taken from mammography via a convolutional neural network (CNN) [16]. 
As a result, several researchers have tried to define breast cancer molecular subtypes 
using the morphological information of tumor shape [17, 18].
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The Motivation of the Proposed Method  The existing model can effectively detect 
breast cancer. However, they often suffer from low accuracy, variability, and artifacts 
in cancer detection. Moreover, they have limitations in handling complex and hetero-
geneous breast cancer data, and they have struggled to detect diseases at the initial 
stage The existing methods have difficulty in analyzing breast cancer’s molecular sub-
types from mammograms. Additionally, they require a more number of input data for 
an effective detection process and suffer from generalization capability. All these chal-
lenges motivate to develop an innovative deep structured-aided detection model.

Significance of the Designed Framework in Overcoming the Existing Problems  The 
challenges faced by the existing models are effectively overcome by leveraging an 
innovative hybrid framework that merges the power of UNet-FCN-based segmenta-
tion and 3DCNN-based classification. This approach enables the precise detection 
and segmentation of breast tumors, even in the presence of noise and variability. 
Moreover, the developed model utilizes a hybrid algorithm named FFLSO, which 
incorporates the strength of FFOA and SLOA to improve detection accuracy. Addi-
tionally, the parameters of the proposed method are optimized using the FFLSO 
algorithm, which can effectively enhance the generalizability of the approach. The 
combination of UNet and FCN in the segmentation process can effectively reduce 
the need for more data, resulting in improved performance and robustness in breast 
cancer detection. The designed framework effectively overcomes the challenges 
faced by existing approaches and provides a more reliable solution.

The contributions of the newly promoted deep structured-aided detection of 
breast cancer systems are discussed here:

•	 To adopt an effective deep structured-based breast cancer detection approach for 
supporting women to detect abnormal changes in the breast tissues in the early 
stage. The efficacy of the offered approach is applicable to real-time applications.

•	 To design an efficient pre-processing model to boost the contrast of the gath-
ered image and reduce the unwanted noise from the collected images using 
HE and CLAHE techniques. It is utilized to ignore the irrelevant portion of 
the images and also helps to attain a better-resolution image.

•	 To develop an effective FFSLO method for optimizing the parameters like 
activation function, epochs in the UNet-based segmentation, and the momen-
tum and epochs in FCN and also the epochs in the AC-A3DCNN to increase 
the accuracy rate of the designed model.

•	 To design an effective segmentation model to segment the pre-processed 
images using hybridization of the UNet-FCN method via the developed 
FFSLO to obtain the segmented images to identify the tissues in the images 
effectively. Epochs and momentum parameters in the hybrid segmentation 
process are optimized to improve the segmentation performance.

•	 To implement an effective detection framework to detect the tumor using the 
AC-A3DCNN method. Here, the epochs in the developed classifier are opti-
mized using the developed FFSLO to improve the detection accuracy. The 
optimization of the offered approach is utilized to reduce the overfitting issues 
and computation time.
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Organization of the Manuscript  The residual of this work is adapted to organize the 
developed deep structured-aided breast cancer detection model and is explained as 
follows. The previous techniques illustrate breast cancer detection, and the advan-
tages and disadvantages are also presented in Sect. 1. The gathered mammographic 
datasets, the illustration of sample images, and the structural representation of the 
offered approach is provided. It summarizes the hybrid heuristic algorithms pre-
sented in the optimization section and explains the segmentation process based on 
UNet and FCN. It describes the developed AC-A3DCNN model for the classifica-
tion of tumors. The experimental setup and the implementation outcome are given 
in Sect.  3. The discussion and conclusion of the suggested deep structured-aided 
tumor diagnosis technique are summarized in Sect. 4 and Sect. 5.

1.1 � Literature Review

In 2022, Su et al. [19] developed a double-shot technique for simultaneous segmen-
tation and mass detection. The final segmentation choice was then created by com-
bining the two branches. Two different mammography datasets were taken to evalu-
ate the suggested YOLO-LOGO model. The suggested model outperformed well 
compared to the other existing approach.

In 2021, Punithavathi et al. [20] introduced mammography images using the opti-
mized kernel fuzzy clustering algorithm to detect breast cancer. The hybrid denois-
ing filter (HDF) approach provided a noise-free image using the suggested segmen-
tation algorithm. Data clustering made it easier to combine comparable data and 
dissimilar data types separately. The outcome demonstrated that the offered system 
was more accurate than the well-known K-means, kernel fuzzy clustering algorithm 
(KFCA), and Otsu techniques.

In 2021, Keshk et  al. [21] presented a pre-trained architecture where the fea-
tures were retrieved utilizing a CNN. The suggested model performance has been 
assessed using six metrics, including precision, specificity, sensitivity, ROC curve 
(AUC), F1-score, and accuracy. The developed classification method was given high 
precision, sensitivity, specificity, AUC, F-score, and accuracy. The tenfold cross-val-
idation technique experimental findings have demonstrated the effectiveness of the 
TL of the VGG16 technique as higher than in other techniques.

In 2016, Cascio et al. [22] recommended the ROI Hunter method for locating masses 
in mammograms. The MAGIC-5 collaboration database included 3762 digital images 
taken at various hospitals. By using a segmentation method and the ROI Hunter tech-
nique, it was possible to reduce the size of the whole image under examination without 
losing any important details. The subsequent classification stage involved extracting 
features, which was crucial since some characteristics supplied geometrical information 
and others shaped attributes. Whether the ROI is pathogenic or not is determined by the 
output neuron. Results were presented based on FROC and ROC curves. This program 
was a part of the CAD station at the MAGIC-5 Collaboration Hospitals.

In 2020, Shen et al. [23] suggested a combined classification and segmentation 
of benign and malignant lesions utilizing mixed supervision and a UNet approach. 
The method effectively segmented the tumor regions to project a discerning map to 
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classify the malignant and benign tumors simultaneously. It has been done by cou-
pling a strong supervision segmentation mask and weak supervision with a benign-
malignant label through a straightforward annotation scheme. By adding the bal-
ance segments and the SegNet design, this network, known as ResCUNet, expanded 
UNet to better use multilevel information for tissue identification. They tested the 
effectiveness of the suggested strategy on a public mammography database from 
INbreast, and they consistently outperformed the leading algorithms.

In 2020, Kumar et  al. [24] presented a novel framework to segment a breast 
tumor. The resulting masks were also divided into four different tumor formations 
using shape descriptors like lobular, round, oval, and irregular on a CNN. The sug-
gested model produced higher accuracy than the conventional techniques.

In 2020, Nagalakshmi et  al. [25] demonstrated a deep CNN (DCNN) that 
improved the accuracy of classifying breast cancers from mammography images 
by utilizing the K-means multiclass support vector machine technique and cluster-
ing. There are two stages to the segmentation process. The object was included in 
various region-of-interests that were first created using the input images. After the 
bounding box regions were adjusted and a coefficient-range mask was made for 
the entity, the object class was predicted in the secondary phase. These two dis-
tinct stages were connected to the DCNN pyramidal hierarchical structure, which 
extracted features from the images. At last, the findings of the simulations showed 
that the EnsembleNet outperformed the traditional classifiers.

In 2019, Punitha et  al. [26] offered a fuzzy rough set theory (FRST) to create a 
tumor classification technique in mammography images, and it provided an accurate 
way of texture and feature extraction. The main goal of installing FRST was the fea-
ture extraction procedure, which was accomplished by employing a rapid reduction 
method that aids in quickly identifying the tumor without pixel loss. The mammog-
raphy image was subjected to fuzzy-rough instance selection (FRIS), which was then 
combined with the fuzzy-rough nearest neighbor (FRNN) approach for segmentation. 
The findings produced using the suggested approaches were compared by diverse per-
formance metrics, including exact calculations for accuracy, sensitivity, and specificity.

Moreover, a multi-core support vector machine (SVM) model [27] has been pro-
posed for an effective prediction process. This technique supports clinical practices 
and patient care. Furthermore, a cutting-edge-based deep learning model [28] has been 
designed to detect breast tumors. This technique attained notable performance in terms 
of accuracy. Additionally, a deep learning model [29] was introduced for the medical 
image classification. This approach can effectively reduce the annotation costs, particu-
larly in complex images. For the prognosis and robust characterization of breast cancer, 
a deep transfer learning approach [30] was introduced. This process reduces the pathol-
ogist’s strain by analyzing the mammography images of patients. Furthermore, a deep 
CNN-based approach [31] effectively classifies the Breast lesions in mammographic 
images. This technique helps the clinician with effective treatment planning. The 
hybrid deep neural network-based approach [32] was suggested for diagnosing cancer-
ous polyps. In addition, deep learning schemes [33] were designed to diagnose breast 
cancer. These models effectively detect breast cancer; still, they consume more time to 
detect the cancer accurately. Therefore, an innovative deep learning-based breast cancer 
detection model was designed in this work.
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1.2 � Problem Description

Mammography is the widely utilized procedure for effectively identifying breast cancer 
detective diseases. Breast tumor recognition at the premature stage using a mammo-
graphic image is more complicated. Hence, automatic detection systems are required 
to identify breast cancer with reduced time, computational cost, and decreased cost 
requirements.

•	 While segmenting the images, the conventional approaches accomplished low per-
formance in the localization process and also needed to speed up the training pro-
cess to reduce latency. Therefore, this has to be solved by utilizing the hybridized 
deep learning models.

•	 While detecting breast cancer diseases, most of the existing approaches decrease 
the overfitting problem and also cannot detect diseases at the initial stage which can 
affect the complexity of the system. Consequently, it is required to utilize advanced 
deep-structured approaches to resolve these issues.

•	 The mobility of the existing approaches is high. Here, mobility refers to the model 
is very sensitive to small variations in the data, leading to inconsistent predictions 
and potentially high false positive rates. Moreover, image resolution is poor in the 
baseline models, which reduces the precision performance. Therefore, this has to be 
solved by using hybridized heuristic algorithms to enhance the accuracy and preci-
sion rate.

•	 The conventional approaches need more training of the classifiers while identifying 
the tissues in the images, and the confidentiality of the model is very low. The gen-
eralization capability is high, and also it requires enormous input data for effective 
detection. Therefore, it is essential to use more advanced techniques for detecting 
breast cancer diseases in the starting stage.

However, these disadvantages are resolved using the newly proposed deep learning-
based breast cancer disease diagnosis approach.

2 � Materials and Methods

2.1 � Developed Breast Cancer Diagnosis Model

Breast cancer is the most severe health issue in the entire globe. Computer-
aided detection, Mammography, breast MRI, and ultrasound are some of the 
breast cancer screening tools that are extremely receptive in medical research. 
With the assistance of the output, an image generated by these approaches, 
the doctor can analyze and even diagnose the tumors. Despite being a useful 
screening tool, mammography does not offer accurate and trustworthy perfor-
mance for women with thick breasts or those undergoing surgery. Recent stud-
ies have demonstrated that because MRI does not expose patients to radiation, 
it is a better option than mammography. Breast MRI primarily contains some 
challenges. Screening high-risk women was advised due to the interpretations 
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like complexity and limited specificity. Therefore, a new deep structured-aided 
breast cancer detection method is proposed to deliver superior real-time disease 
detection services. The architectural depiction of the introduced system is given 
in Fig. 1.

The proposed FFSLO-AC-A3DCNN is used to detect the changes in breast tis-
sues. The input gathered images are collected from online resources. Next, the pro-
cessing is applied to the images using histogram equalization and CLAHE tech-
niques. Then, the preprocessed images are taken by the segmentation model. In 
the segmenting section, the images are segmented individually by UNet and FCN 
methods. “The activation function and the epochs in the UNet and the momentum 
and the epochs in the FCN are optimized with the implemented FFSLO.” The result-
ant FCN and UNet-based segmented images are averaged to get the output image. 
The optimization of parameters in the segmentation process will help to improve 
the segmentation process. Next, the final segmented images are given in the last sec-
tion. Here, the convolutional-based AC-A3DCNN detection is used to detect the tis-
sues in the segmented images. The parameters present within the AC-A3DCNN are 
tuned using the offered FFSLO to maximize accuracy. Then, the test results of this 
proposed detection model are compared to other techniques for validating the per-
formance by various evaluation measures.

Fig. 1   Architectural representation of the developed model
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2.2 � Mammogram Breast Cancer Datasets

The images required for the offered approach are collected from the following 
benchmark datasets.

In Dataset 1 (MIAS Mammography)  The wanted images to be garnered from the 
external source link is “https://​www.​kaggle.​com/​datas​ets/​kmader/​mias-​mammo​gra-
phy: access date: 2022–11-02.” The mammography scan dataset with breast images 
is presented in online resources, and it is accessible to everyone. Totally, 327 files 
are presented in the MIAS dataset. The all-mias, info.txt, all_mias_scans.h5 folders 
are placed in this dataset. The benign and malignant are found using this dataset. 
Some classes are ASYM, NORM, SPIC, CIRC, CALC, ARCH, and MISC, which 
are placed in the third column.

In Dataset 2 (CBIS‑DDSM: Breast Cancer Image Dataset)  The required images are 
garnered from the link “https://​www.​kaggle.​com/​datas​ets/​awsaf​49/​cbis-​ddsm-​
breast-​cancer-​image-​datas​et: access date: 2025–02–10.” The dataset files are in Jpeg 
format. The size of the dataset is 6.3 GB with 10.2 k files. It contains 6 CSV files.

To deal with a class imbalance issue, data augmentation is used in the developed 
model. The data augmentation addresses class imbalance by artificially generat-
ing new data points, primarily for the minority class. This process can effectively 
increase the data size and allow the approach to learn more efficiently from under-
represented categories. The sample images and augmented images are shown in 
Fig. 2. The term WAHS

CL
 and CL = 1,2, ...,A are represented as collected input images. 

Here, A is the number of images in the database.

2.3 � Mammogram Pre‑processing Phase

Images are used for model training and inference. Before that, they undergo image 
preprocessing. The preprocessing procedure is quite helpful for removing the 
errors, noises, and outlines that are present in the images. Utilizing preprocessing 
methods improves the final performance of the detection of breast cancer models. 
This developed model uses the HE and CLAHE algorithms in this preprocessing 
section. The term WAHS

cl
 is an input image of the preprocessing method.

Reason for Choosing the HE and CLAHE Technique  Pre-processing plays an impor-
tant role in the mammogram image. It helps to reduce the background noises of the 
medical data to improve the image quality, and it enhances the reliability. Several 
pre-processing mechanisms have been utilized in recent years; yet, it faces several 
challenges. In the conventional wavelet transform [34], it does not perfectly clean the 
noisy medical data to enhance negative outcomes in the segmentation performance, 
leading to higher mortality rates. It is not capable of optimally capturing the subtle 
differences in the mammogram images, and it needs additional processing meas-
urements to clean the gathered data. The existing median filtering [35] takes more 

https://www.kaggle.com/datasets/kmader/mias-mammography
https://www.kaggle.com/datasets/kmader/mias-mammography
https://www.kaggle.com/datasets/awsaf49/cbis-ddsm-breast-cancer-image-dataset
https://www.kaggle.com/datasets/awsaf49/cbis-ddsm-breast-cancer-image-dataset
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duration in the preprocessing phase to minimize the overall segmentation perfor-
mance. Also, it generates more false positive and false negative outcomes to reduce 
the earlier diagnosis. Furthermore, it is not capable of dealing with vast amounts of 
high-resolution images, maximizing the overfitting and underfitting issues. Consid-
ering the traditional anisotropic diffusion filter [36], it is too complex for minimizing 
the artifacts and irrelevant content in the gathered data, reducing the image quality. 
Also, it can minimize the convergence speed and interpretability of the segmenta-
tion process. Therefore, the HE and CLAHE are utilized in this research work to 
optimally enhance the pre-processing phase for improving image quality. The HE 
mechanism can effectively capture the background noise and artifacts in both bright 
and dark regions. It has the ability to handle low contrast, poor lighting, and narrow-
range medical mammography images for improving the image quality. This helps 
to reduce the misclassified and negative outcomes, leading to better segmentation. 
Additionally, the CLAHE mechanism can reveal fine details of edges in the images, 
especially in subtle variations. This can lead to better diagnosis and treatment in 
earlier stages for protecting human life. It needs minimal computational duration to 
identify the background noises in an effective manner. The HE and CLAHE have 
faster computation and simpler implementation than the conventional pre-process-
ing frameworks. Thus, the effectiveness of HE and CLAHE make them suitable as 

Fig. 2   Sample images and augmented images



For
 A

ppro
va

l

	 Operations Research Forum _#####################__####_  Page 10 of 45

preprocessing steps for improving image quality to enhance the breast cancer diag-
nosis in a timely manner.

The developed model employed HE and CLAHE to enhance image contrast and 
uniformize the distribution of grayscale values. HE was specifically mentioned as use-
ful for enhancing low-contrast mammograms by equalizing pixel intensity distributions. 
CLAHE further focused on local contrast enhancement and minimized over-amplification 
of noise by working on small image tiles and blending neighboring regions with bilin-
ear interpolation. HE adjusts the pixel values to create a uniform histogram and helps to 
enhance the overall contrast in an image, while CLAHE adapts local regions to preserve 
details and reduce noise in the image. Due to this process, the proposed system can deal 
with the variation in image quality and effectively address the low-quality issue. So, these 
techniques are chosen in the developed model for improving contrast and reducing noise.

Histogram Equalization[37]  The input image is given to the breast cancer diagnosis 
model preprocessing section WAHS

CL
 . Histogram equalization [38] is used for improv-

ing image contrast and has previously been successful. HE [39] is a technique that 
uniformizes an image’s distribution of grayscale values. The inverse transformation 
q can be restored t , as shown in Eq. (1).

This technique is especially helpful for images with foreground and background or 
dark or black. The outcome attained after the HE procedure is noted by the term WAOS

CL
.

CLAHE  The input data given in the CLAHE method is WAOS
CL

 . CLAHE [40] operates 
on a tiny part of the image, called tiles, as opposed to the histogram equalization 
approach, which operates directly on the entire image. As a result, image analysis 
techniques are required to delineate and identify breast cancers because they accu-
rately depict the vital morphological data required for a valid diagnosis. The output 
data present after the CLAHE method is WAPO

CL
.

2.4 � Developed FFSLO

The offered FFSLO is promoted to maximize the accuracy rate of the deep struc-
tured-aided detection of breast cancer approach. Therefore, utilizing this hybrid 
optimization approach greatly enhances the efficacy of the offered model.

Reason for Choosing the FFSLO Algorithm Over the Other Optimization Algo‑
rithms  The developed FFSLO algorithm effectively outperformed existing optimi-
zation techniques, such as genetic algorithms (GA) [41], particle swarm optimization 
(PSO) [42], whale optimization algorithm (WOA) [43], and ant colony optimization 

(1)q = U−1(t)

(2)L0 = rond

(
Dj

(
2S − 1

)

X, z

)
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(ACO) [44]. The GA and ACO often suffer from early convergence, which leads to 
attaining suboptimal solutions in disease detection. Moreover, PSO has slow con-
vergence. Furthermore, WOA is sensitive to parameter settings and requires careful 
tuning. This may lead to time-consuming and computationally expensive processes. 
In contrast, the developed FFSLO model utilizes the strength of FFOA and SLOA 
optimization, allowing the FFSLO algorithm to effectively explore the solution 
space, which can lead to avoiding premature convergence and help achieve optimal 
solutions in disease diagnosis. Furthermore, the exploration and exploitation capa-
bilities of the FFSLO algorithm can avoid getting stuck in a local optima and allow 
careful tuning. Finally, the FFSLO algorithm provides a more effective and efficient 
solution for optimizing complex problems. So, this algorithm is chosen for optimiz-
ing the parameters in UNet-FCN and AC-A3DCNN during breast cancer detection.

Discussion on How the FFOA and SLOA Elements Relate to One Another  The FFOA 
and SLOA elements are connected to each other to form the proposed FFSLO 
framework. These elements leverage their respective strengths to achieve an efficient 
and effective FFSLO algorithm. Here, the FFOA element is employed to explore 
the solution space, utilizing its unique farmland fertility-inspired mechanism. 
This mechanism can effectively help to identify promising regions and avoid local 
optima. As the FFOA algorithm converges to a promising region, the SLOA ele-
ment is implemented to refine the search and then converge to optimal solutions. 
The SLOA’s snow leopard-inspired behavior can effectively avoid the local optima 
and converge to the global optimum. The exploration and exploitation abilities of 
the FFOA and SLOA allow the FFSLO framework to adaptively adjust its search 
strategy based on the problem’s requirements. By integrating the FFOA and SLOA 
elements, the FFSLO framework improved its efficiency in breast cancer detection.

Novelty  Using this designed FFSLO, the “epochs and the activation function in 
UNet and the momentum and the epochs in the FCN are tuned and also the epochs 
in the detection classifier are tuned” to improve the detection performance. FFOA29 
has proven to be an effective heuristic algorithm for issues with lower dimensions, 
and it has nicely optimized the problems. The amount of dimensions considerably 
reduces the effectiveness of other algorithms, and FFOA yields better results. The 
SLOA30 is significantly more competitive than similar algorithms because it can 
deliver more accurate solutions. However, these algorithms do not find clean alter-
native sources of energy or cost-effective and reliable functions. Consequently, the 
FFOA and SLOA algorithms are integrated to boost the classification stage accu-
racy. The whole process in the proposed model is a parameter belonging to mating 
that occurs with probability in the FFSLO, and it is indicated by w . If the value 
of probability is w > 0.5 , the position of the FFOA method is selected. Otherwise, 
the position of the SLOA method is selected. Equation (3) is used to estimate the 
parameter w.

(3)w =
q + �
√
t + �
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Hyperparameter Tuning Process of the Designed FFSLO Algorithm  The FFSLO 
algorithm is used to tune the parameters like activation function, epochs in the 
UNet-based segmentation, and the momentum and epochs in FCN and also the 
epochs in the AC-A3DCNN to enhance its performance in the breast cancer detec-
tion model. At first, the FFSLO algorithm initializes the population solutions, where 
each solution represents a unique combination of hyperparameters in the UNet-FCN 
and adaptive 3D-CNN model. Furthermore, the fitness of each solution was evalu-
ated using the validation set and then the FFSLO algorithm performed selection, 
crossover, and mutation operators to the population to generate new offspring. The 
population was updated with the new offspring, and this process was repeated for 
a specified number of iterations. Finally, the optimal solution was selected based 
on the highest fitness value, representing the best combination of hyperparameters. 
Through this process, the FFSLO algorithm optimizes hyperparameters within spe-
cific ranges that can maximize the accuracy of the breast cancer detection model. 
This parameter-tuning process played an essential role in preventing overfitting by 
selecting the most optimal hyperparameters for model training. The detailed descrip-
tion of the conventional FFOA and SLOA are described below.

Conventional FFOA[45]  The FFA optimization method concept is based on assess-
ing the soil’s quality in each location of farmland. Therefore, Farmers employ a vari-
ety of products to enhance the quality of farmland. The principal ways to find the 
finest materials and products for enhancing soil quality are characterized as follows:

•	 The first stage: Population initialization

This initial step in generating the entire population A is described by Eq. (4).

Here L is a positive integer that is bigger than 0. The search space is divided 
using the constant L . The term O is an integer. It lists the options for each search 
space potential solution.

The size of RES plants is indicated by Y  . The first stage creates a random solution 
between upper and lower bounds variables that are ul and ll , respectively.

•	 Second stage: Determine the quality of the soil

Here, the following Eq. (6) can be used to assess the soil quality of each portion 
of farmland.

(4)A = L ∗ O

(5)Ykl = Ml + rnd(0, 1) × (ul − ll)

(6)Sect = Y(bl), b = o∗(t − 1) ∶ o∗tt = {1, 2, ...P}, l = {1, 2, ..., 4}
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The quality of farmland is assessed using the average value of the current solu-
tions and measured using Eq. (7). Then, every part solution is also calculated.

•	 Third stage: Update the memories

Here, Eq. (8) and Eq. (9) are the best global memory and best local memory cal-
culated, respectively.

Here, the term NGlobal indicates how many solutions are kept in the global mem-
ory. Then the term Nloc is the number of the solutions that are kept in the local mem-
ory. At last, this section updates both memories.

•	 The fourth stage: The quality of soil changing

The soil quality of each segment has been calculated by Eq. (10). The best and 
worst solutions are combined using Eq. (10) and (11).

The random solution is indicated by YNGlobal
 and the term Ykl is represented as the 

worst part of farmland. Then the new solution is denoted by Ynew . The decimal num-
ber is denoted by I and it is derived from Eq. (12).

Here, the random solution is represented by Yul . After updating the solutions, the 
combination solutions are measured using Eq. (12) and Eq. (13).

•	 Fifth stage: A combination of soil

Farmers combine each soil in the final step using the best options stored in the 
local memory of each part inside the areas used for farming.

(7)Secr = Y(bl), b = o∗(r − 1) ∶ o∗rr = {1, 2, ...P}, l = {1, 2, ..., 4}

(8)Nloc = rond(u ∗ o), 0.1 < u < 1

(9)NGlobal = rond(u ∗ o), 0.1 < u < 1

(10)I = � ∗ rnd(−1, 1)

(11)Ynew = I ∗
(
Ykl − YNGlobal

)
+ Ykl

(12)I = � ∗ rnd(0, 1)

(13)Ynew = I ∗
(
Ykl − Yul

)
+ Ykl



For
 A

ppro
va

l

	 Operations Research Forum _#####################__####_  Page 14 of 45

The terms Blocal and BGlobal are indicated by the combination solutions, and it is 
calculated by Eq. (8) and Eq. (9), respectively.

The parameter R , which must be changed at the beginning of the optimization 
method, ranges from 0 to 1 . Finally, a new solution Ynew is created following the 
changes that have been made.

•	 The sixth stage: Final solutions

The current options in the search area are assessed using the objective function.

A ‘random solution based on the best solution in the local memory and the best 
global solution’ from the previous iteration is given in Eq. (17).

The updated segment is indicated by Ykl . The finest option for global memory 
is BGlobal . The best solution for local memory is Blocal.The term YNGlobal

 is one of the 
global memories of existing random solutions.

Conventional SLOA[46]  Each snow leopard is included in the suggested SLOA. 
Members of the SLOA include snow leopards who work as search agents.

•	 Phase 1: Movement and travel routes

Additionally, snow leopards move in indirect lines in a zigzag style. Equation (18) 
and Eq. (19) represent the stage of the suggested SLOA mathematically.

(14)H =

{
Ynew = Ykl + 𝜆1 ∗

(
Ykl − BGlobal(c)

)
R > rnd

Ynew = Ykl + rnd(0, 1) ∗
(
Ykl − Blocal(c)

)
else

(15)𝜆1 = 𝜆1 ∗ Sw, 0 < Sw < 1

(16)

H =

{
Ynew = Ykl + 𝜆1 ∗

(
Ykl − BGlobal(c)

)
R > rnd

Ynew = Ykl + rnd(0, 1) ∗
(
Ykl − Blocal(c)

)
+

(
Ykl − YNGlobal

)
else

(17)𝜆1 = 𝜆1 ∗ Sw , 0 < Sw < 1

(18)
y
Q1

j,e
= yj,e + s ×

(
ym,e − J × yj,e

)
× sign

(
Gj − Gm

)
,

m ∈ 1, 2, 3, ...,P, e = 1, 2, 3, ...., n

(19)Yj =

{
y
Q1

j
, G

Q1

j
< Gj

yj, else
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The “term yQ1
j

 is the updated location of eth the snow leopard based on phase jth 
and the objective function value GQ1

j
 ”, and random number r in the range of [0, 1].

A term m is a selected snow leopard’s row number. Then the ‘term yQ1
j,e

 is the 
novel rate for eth the problem variable attained by jth the snow leopard in the phase 
eth.

•	 Phase 2: Hunting

The behavior of snow leopards when attacking prey and hunting is employed in 
the second step. Equation (21) and (22) are used to simulate the snow leopards’ nat-
ural hunting behavior.

Equation (23) represents the approach of a snow leopard. The parameter Q is the 
proportion of the prey distance.

Here, the value of the SLOA taken in the observation is 0.375.

•	 Phase 3: Reproduction

At this stage, the snow leopards’ normal reproductive habits, a new half of the 
overall worth of additional individuals are added to the algorithm’s population. The 
snow leopard reproductive process is involved in Eq.  (24) based on the aforemen-
tioned mathematical models.

The term Dm is the mth cub between two snow leopards.

•	 Phase 4: Mortality

Snow leopards with lower objective functions are more likely to pass away. Algo-
rithm 1 shows the pseudocode for the FFSLO algorithm.

(20)K = rond(1 + v)

(21)Qj,e = yj,e, e = 1, 2, 3, ..., n

(22)
y
Q2

j,e
= yj,e + s ×

((
Qj,e − yj,e

)
× Q +

(
Qj,e − 2 × yj,e

)
× (1 − Q)

)
× sign

(
Gj − Gm

)

(23)Yj =

{
y
Q2

j
G

Q2

j
< Gj

Yj else

(24)Dm =
ym + YP−1+1

2
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Algorithm 1   Designed FFSLO

Input: Parameters like activation function and epochs in the UNet, the 

momentum and epochs in FCN and also the epochs in the AC-A3DCNN

Output: Optimal parameters like activation function and epochs in the 

UNet, the momentum and epochs in FCN and also the epochs in the AC-

A3DCNN

1. Initialize the number of populations

2. Set the maximum number of iterations

3. Update the variable w
4. Set the parameter w with the adaptive concept in Eq. (3).
5. Estimate the fitness function

6. For iterMtot 1

7. For PoNtoj 1

8. If 5.0w
9. Update the FFOA algorithm

10. Else
11. Update the SNOA algorithm

12. End if
13. Verify the fitness function

14. End for
15. End for
16. Update the new position

17. Get the best solution
18. End

2.5 � UNet Segmentation

Image segmentation is frequently adopted to identify boundaries in images and 
objects.

UNet[47]  The Unet-based breast segmentation architecture contains seven dropout 
layers. The activation function leaky ReLU is also used here. Assume a softmax as 
an activation function, 1 × 1 as a convolution filter and it is given a 3-channel gray-
level output map. The term S =

(
S1, S2, S3

)
 is a prediction vector. The training time 

values are set to S1 is 0 S2 is 0.5 and S3 is 1 and these values are said to be gray-level 
prediction values.

Loss Function  The batch size is indicated by K and the entropy information of each 
coefficient is determined by given Eq. (25).
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The term C ̀
=

3∑
R=1

�
1 − z(R)

�
. log

�
1 − S(R)

�
.z(R) is an actual value and the term 

C =
3∑

R=1

z(R) is information entropy. Here, the mini-batch serial number is denoted by 

j . The updated binary-cross-entropy function is calculated by Eq. (26).

The probability loss of the coefficient channel is given in Eq. (27).

The value of R is set to be R = 1, 2, 3 . The training section contains three various 
gray-level probability values and three different gray-level prediction values.

2.6 � FCN Segmentation

The input is to be given to the FCN-based segmentation process. The size of each 
layer of data in a convent is i × a × e and d  is the channel dimension. The color 
channels d and pixels with a size of i × a is the first layer. Higher layer locations 
match the areas in the image to which they are path-connected or what is referred 
to as their receptive fields. These functions calculate outputs zab for the data vec-
tor at the position (a, b) and it is given in Eq. (28).

Translation invariance is the foundation of convnets. Their fundamental parts 
need relative spatial coordinates and work on local input areas. Here, the deep 
filter or fully connected network computes the nonlinear filter. In this work, the 
FCN performs as an input and the respected output as spatial dimensions.

The kernel size is indicated by m and the strider sub-sampling factor is character-
ized by n . The term hmn explains the layer types, such as an element-wise nonlinear-
ity layer, spatial max pooling, and matrix multiplication for convolution or average 
pooling. The stride obeying the transformation rule is given in Eq. (29).

The real-valued function is determined using the term 𝛽(y, 𝜆) =
∑

mn p
̀
�
ymn, 𝜆

�
 . 

The � value is a whole image of the decent gradient value. While an all-purpose 
deep network determines an all-purpose nonlinear position, a network with only 
these layers calculates a completely convolutional network, also known as a deep 

(25)KRC = −
1

K

K∑

j=1

C + C
̀

(26)FRC(z) = −
1

K

∑K

j=1

∑3

R=1

[
z
(R)

j
.���

(
S
(R)

j

)
+

(
1 − z

(R)

j

)
.���

(
1 − S

(R)

j

)]

(27)LoSS = −z(R).���S(R) −
(
1 − z(R)

)
���

(
1 − S(R)

)

(28)zab = hmn
({

Yrj+�j+ri+�i
}
0 ≤ �i,�j ≤ m

)

(29)imn◦om
̀n ̀ = (i◦g)m ̀ + (m − 1)n ̀ , nn ̀
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filter, which is a nonlinear filter. An FCN naturally runs on any size input and gener-
ates a commensurate output.

2.7 � Improved UNet‑FCN‑based Tumor Segmentation

The developed segmentation process utilizes UNet and FCN with parameter optimiza-
tion for providing accurate results over the segmentation process. The UNet and FCN 
segmentation performs with very few training samples and gives high performance after 
segmenting the images. UNet and FCN segmentation contain some drawbacks, such as 
high noise sensitivity in the breast cancer detection model. So, the improved UNet-FCN-
based tumor segmentation was added to the offered detection of breast cancer model.

Novelty  Initially, the preprocessed images WAOS
CL

 subjected to the UNet-FCN-based 
segmentation method. This technique leverages the strength of UNet and FCN. 
Here, UNet and FCN receive the pre-processed images initially to perform the 
process. The UNet contains two sections which are the decoder and the encoder. 
These two encoders repeat the same 3 × 3 convolution layers. The encoder performs 
a down-sampling, which is used for reducing the spatial dimension and increasing 
the feature channels. The decoder performs an up-sampling and it is adapted for 
restoring the details. The UNet-based segmentation output is ASOG

U
.The FCN in the 

segmentation process helps to precisely segment each pixel in an image to its cor-
responding class. Here, the FCN architecture enables them to process images of any 
size without the need for fixed input dimensions. The FCN module further refines 
the segmentation results, producing a more accurate and detailed representation of 
the tumor region. The FCN-based segmentation output is ASFN

M
.

The segmentation process is further optimized using the FFSLO algorithm, which 
tunes the parameters like activation function and epochs in the UNet, the momentum 
and epochs in FCN, and also the epochs in the AC-A3DCNN. The features extracted 
by both UNet and FCN modules are averaged to create the final segmented image. 
The resultant UNet-based segmented images f1 , and FCN-based segmented images 
f2 , create the final segmented image. This averaging process enables the fusion of 
the complementary strengths of both architectures, resulting in a highly accurate and 
robust segmentation result SNRO

o
 . Equation  (30) provides the averaging process to 

obtain the final segmented image output.

The final output of the UNet-FCN segmentation process is used for further analy-
sis and diagnosis.

Trade‑Off Between Accuracy and Interpretability  The combination of UNet and 
FCN in the developed model can effectively balance the trade-off between accuracy 
and interpretability. UNet incorporates skip connections, allowing the model to pre-
serve spatial information from earlier layers, which is crucial for precise segmenta-
tion. By upsampling features from the encoder during the decoding process, UNet 

(30)SNRO
o

= avg(f1, f2)
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can better capture fine details within the image. This may lead to achieving high 
accuracy in segmentation tasks. Furthermore, FCNs tend to be more interpretable 
because of their simpler architecture, making it easier to visualize the attribute maps 
generated at the diverse phases of the network. By leveraging the strength of UNet 
and FCN in the segmentation process, the developed model can effectively trade off 
the accuracy and interpretability in breast cancer detection.

Performance of UNet‑FCN‑based Tumor Segmentation Compared to Other Architec‑
tures  The proposed UNet-FCN model averages the outputs of UNet and FCN lead-
ing to superior performance compared to various segmentation techniques, like mask 
region-based convolutional neural network (R-CNN) [48], UNet [49], FCN [50], SegNet 
[51], and DeepLab [52]. The Mask R-CNN is a popular segmentation architecture that 
depends on region proposal networks (RPNs) to generate proposals. This can lead to 
errors in cases where proposals do not accurately capture objects of interest. Further-
more, UNet can suffer from limited contextual information, while FCN can struggle 
with spatial details. Moreover, SegNet and DeepLab may not arrest the specific charac-
teristics of images, leading to suboptimal presentation in the detection process. However, 
the proposed UNet-FCN model directly predicts segmentation masks without relying on 
proposals. By averaging the outputs of UNet and FCN, the proposed model can capture 
both contextual information and spatial details, making it a more robust and accurate 
segmentation technique. Furthermore, the proposed model’s ability to average outputs 
from multiple models can capture the specific characteristics of medical images, ena-
bling it to reduce overfitting. Finally, the proposed model’s unique approach to averaging 
outputs from UNet and FCN enables it to outperform various segmentation techniques.

2.8 � 3D‑CNN Model

The 3DCNN [53] outperforms the other neural network methods for static and 
hybrid motion and characteristics, and also, the 3DCNN achieves the best precision. 
In recent years, a popular method has been used for classifying data in the neural 
network design related to 3D convolution layers. The 3DCNN architecture is fre-
quently used for moving 3D objects, particularly in medical imaging. The kernel 
values directions are (a, b, s) given in Eq. (31).

Here, the term wabs
kl

 is the kernel value in the preceding layer. Three-dimensional 
volume space represents the output shape.

2.9 � Atrous Convolution‑Based Adaptive 3D‑CNN Model

We suggest using a method known as 3D atrous convolution to capture both the 
spatial and temporal information in an image. The encoder and decoder models 

(31)wabs
kl

= tanh ⟨Ykl +
�

n

Ek−1�

e=0

Fk−1�

f=0

Gk−1�

g=0

z
efg

k ln
w
⟨a+e⟩⟨b+f ⟩⟨c+g⟩
⟨k−1⟩n
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are effective in segmentation, but the different combinations of max pooling lay-
ers reduce the feature maps’ spatial resolution. To overcome this issue, an atrous 
convolutional-based adaptive 3DCNN model is developed.

Novelty  The segmented images SNRO
o

 are fed into the 3D-CNN of the developed AC-
A3DCNN model. The 3D-CNN architecture is performed using a three-dimensional filter 
to extract spatial hierarchies and characteristics from the segmented image. This is par-
ticularly useful, where the 3DCNN can effectively analyze moving 3D objects. However, 
3D-CNN reduces the spatial dimensions of the feature maps, decreasing the resolution. 
So, the atrous convolution is added to the 3D-CNN. The utilization of atrous convolution 
plays a pivotal role in capturing both spatial and temporal information in an image without 
reducing the resolution. By incorporating atrous convolutional into the adaptive 3D-CNN 
architecture, the introduced framework can effectively address the issue of reduced spa-
tial resolution caused by max-pooling layers in traditional encoder-decoder architectures. 
The atrous convolutional helps to control the dilation rate, which determines the spacing 
between the weights of the convolutional filter. By adjusting the atrous rate, the model can 
confine multi-scale contextual information from the inputted image. The atrous rate (t, s)
(e, f , g) on the lth feature map in the Kth layer is zefg

k ln
 , and it is determined using Eq. (32).

The rectifier function is represented by ReLU, and the term Ckl is a feature map of 
lth position. Then the term (k − 1) is an overall feature map that is placed in Kth posi-
tion. Moreover, the parameters of AC-A3DCNN are tuned using the algorithm to 
maximize the accuracy of the breast cancer detection system. Finally, AC-A3DCNN 
offers the detected breast cancer outcome.

The newly implemented optimization process’s objective function is to maximize the 
breast cancer detection system accuracy, and it is calculated using �L as given in Eq. (34).

Here, the term EoAR
s

 is the optimized epoch in the UNet in the interval of [50 , 100] 
and the term MsYK

n
 is the optimized epoch in the FCN in the interval of [50 , 100] . The 

term EoGL
u

 is the optimized activation function in the UNet in the range between [0 , 4] 
and the term AFTR

j
 is the optimized momentum in the FCN in the range between 

[0.01 , 0.99] . The term ACC is represented as accuracy. The negative and positive 
samples are utilized to determine the accuracy and it is given in Eq. (35).

(32)z
efg

k ln
= ReLU

(
Ckl + �

)

(33)� =
�

n

Ek−1�

e=0

Fk−1�

f=0

Gk−1�

g=0

z
efg

k ln
w
⟨a+e×t⟩⟨b+f×t⟩⟨s+g×r⟩
⟨k−1⟩n

(34)�L = argmin{
EoAR

s
,MsYK

n
,EoGL

u
,AFTR

j

}

(
1

Ac

)

(35)Accuracy =
(TP + TN)

(TP + TN + FP + FN)
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The atrous convolution is an alternative layer for the down-sampling layer in the 
3DCNN model. The epochs in the atrous convolution-based adaptive 3D-CNN are 
[1000, 5000].

Adaptation of 3D‑CNN to 2D Mammograms and its Advantages  The adapta-
tion of 3D-CNN to 2D mammograms helps to accommodate the unique char-
acteristics of 2D mammographic images. By treating the 2D image as a single 
slice within a 3D volume, the adapted 3D-CNN architecture was able to pro-
cess 2D images while leveraging the benefits of 3D-CNN. This adaptation helps 
the architecture to capture more complex features and patterns in 2D mam-
mograms, which is crucial for accurate image analysis and diagnosis of breast 
cancer. Compared to traditional 2D-CNNs, the 3D-CNN architecture offered 
significant advantages in breast cancer diagnosis. The 2D CNN architecture is 
limited in understanding the spatial relationships for complex scenes. Addition-
ally, 2D CNNs require more training data to reach optimal performance, require 
high computational costs, and also may suffer from overfitting issues. These 
limitations are effectively tackled by the developed 3D-CNN architecture. The 
3D-CNN architecture has the ability to capture larger receptive fields for a better 
understanding of spatial relationships and contextual information. Furthermore, 
this architecture provides better generalization capabilities to new, unseen data, 
which is essential for applying the model to diverse patient populations. The 
adaptation of 3D-CNN helps the developed model to achieve accurate perfor-
mance compared to traditional 2D CNNs.

3 � Calculation of Results

3.1 � Simulation Setup

Python was used to develop a deep learning-based breast cancer identification 
model. The usefulness of the newly developed FFSLO-AC-A3DCNN-based 
breast cancer detection model was then validated by conducting this experiment 
using various performance measures. A population size of 10 should be used, 
and a chromosomal length of 5 was necessary for diagnosing a variety of can-
cers. Furthermore, this type of breast cancer detection could only use a maxi-
mum of 25 iterations. The algorithms that should be taken for the comparison 
were the chimp optimization algorithm (CHOA) [54], continuous media optimi-
zation (CMO) [55], FFOA [45], and SNOA [46]. For this comparison analysis, 
techniques like CNN [21], UNET [47], DCNN [25], and 3DCNN [53] were used 
for computation. Accordingly, a variety of assessment metrics such as FDR, 
FPR, precision, sensitivity, MCC, accuracy, FNR, F1-score, and specificity have 
been taken for the comparison.
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3.2 � Evaluation Measures

The performance measures used for the developed system are described below.

(a)	 False negative rate (FNR): FNR is calculated as the ratio of actual breast cancer 
cases misclassified as non-cancerous.

(b)	 Sensitivity: The sensitivity is estimated by the proportion of actual breast cancer 
cases correctly classified as cancerous and presented in Eq. (37).

(c)	 Precision: The overall numbers of positive samples are counted in Eq. (38). Also, 
it computes the ratio of positive breast cancer cases to all cases in the sample.

(d)	 Negative predictive value (NPV): It is a proportion of predicted non-cancerous 
cases that are actually non-cancerous, and it is computed using Eq. (39).

(e)	 F1-score: In the implemented detection model, the F1-score value is related to 
the average precision and recall values.

(f)	 Matthews correlation coefficient (MCC): It measures the correlation between 
predicted and actual breast cancer classes.

(g)	 Specificity: Eq. (42) is used to compute the specificity of the developed detection 
technique based on negative samples.

(h)	 False positive rate (FPR): It is a proportion of predicted cancerous cases that are 
actually non-cancerous, and it is signified in Eq. (43).

(36)FNR =
FN

FN + TP

(37)Sensitivity =
TP

TP + FN

(38)precision =
TP

TP + FP

(39)NPV =
FP

FN + FP

(40)F1score =
2 ∗ TP

2 ∗ (TP + FP + FN)

(41)MCC =
TP × TN − FP × FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)

(42)Specificity =
TN

TN + FP

(43)FPR =
FP

FP + TN
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(i)	 False discovery rate (FDR): The proportion of false values to all positive samples 
is given in Eq. (44).

Here, the term TP indicates the true positive, TN  defines the true negative, FN 
represents the false negative, and FP denotes the false positive, respectively.

3.3 � Evaluation Analysis of Various Methods and Algorithms Over the Cancer 
Breast Detection Model

The effectiveness of the offered approach is contrasted with different algorithms that 
are shown in Fig.  3  (a), and also different breast cancer identification techniques 
are given in Fig. 3  (b). This analysis is done by using various metrics and allows 
the researchers to understand how the developed method achieved specific goals in 
breast cancer detection. The implemented FFSLO-AC-A3DCNN-based breast can-
cer detection model has greater precision of 34.16%, 44.7%, 50.4%, and 61.3% when 
compared to various methods like CNN, UNET, DCNN, and 3DCNN, and the learn-
ing percentage is 50. By taking into all of the performance indicators, the designed 
FFSLO-AC-A3DCNN-based breast cancer detection model achieved more efficacy 
than the other methods. Moreover, the developed model can effectively identify and 
delineate the boundaries of objects within an image and enables timely intervention 
and treatment, increasing the survival rates of patients.

3.4 � K‑fold Analysis of Various Methods and Algorithms Over the Recommended 
Model

The efficacy of the offered model over diverse heuristic algorithms is exposed in Fig. 4 
and presented in Fig. 5 compared to other breast cancer detection methodologies. This 
analysis assesses the stability of a model’s performance across different data splits, pro-
viding a more robust evaluation of its generalization ability. Concerning the K-fold strat-
egy value of 3, the implemented model has more precision of 24%, 2.4%, 3.0%, and 3.8% 
than CNN, UNet, DCNN, and 3DCNN various methods. The new breast cancer identifi-
cation model outperforms the heuristic algorithms and the current breast cancer detection 
methodologies’ accuracy. Moreover, the result demonstrated that optimizing the param-
eters in the offered approach can accurately identify breast cancer at a premature stage.

3.5 � The Overall Analysis of the Offered Framework

The newly developed FFSLO-AC-A3DCNN system is validated using sev-
eral heuristic algorithms and conventional methods of the cancer detection 
model. Table  2 compares the model’s performance using various detection 

(44)FDR =
FP

FP + TP
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methodologies and heuristic algorithms. The developed cancer detection mod-
el’s effectiveness over the various algorithms is in Table 1. Additionally, Table 2 
compares the developed model’s effectiveness over the already-used techniques. 
According to this investigation, the suggested cancer detection model assured 
precision improvements of 30.9% compared to CHOA-AC-A3DCNN, 32.5% 
compared to CMO-AC-A3DCNN, 17.4% compared to FFOA-AC-A3DCNN, and 
20.1% compared to SNOA-AC-A3DCNN cancer detection models. Also, the 

Fig. 3   a The evaluation of the implemented framework over different heuristic algorithms in regards to 
a F1-score; b FNR; c precision; d specificity; e accuracy; f FDR; g FPR; h sensitivity; i MCC; j NPV. b 
The evaluation of the implemented framework over different detection techniques in regards to a 
F1-score; b FNR; c MCC; d precision; e specificity; f accuracy; g FDR; h FPR; i NPV; j sensitivity
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designed approach would give higher performance than other methods. Moreo-
ver, the outcome showed that the FSLO algorithm in the developed model can 
potentially reduce false negatives, assisting doctors in detecting tumour more 
accurately.

3.6 � Validation of the Designed Model Using Recent Techniques

The validation of the designed framework is shown in Table 3. The results show that 
the offered approach attains better results than the other recent techniques. The preci-
sion of the designed model is 96.63%. Thus, the outcome demonstrated that the devel-
oped model can identify potential signs of breast cancer in medical imaging, like mam-
mograms. Moreover, it proved that the combination of UNet and FCN in the proposed 
framework can effectively analyze the patterns and features of the image, allowing for 
earlier breast cancer detection.

3.7 � Statistical Validation of the Designed Approach Using Friedman Aligned 
Ranks Test

The statistical validation of the offered approach using the hypothesis test is 
shown in Tables 4 and 5. It is the non-parametric option to the one-way analysis 

Fig. 3   (continued)
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of variance  (ANOVA) with repeated metrics. It is utilized to examine differ-
ences between groups when the computed dependent variable is ranked in a 
series. While considering best metrics, the designed model shows 2.61%, 2.05%, 
4.86%, and 0.68% elevated than CHOA, CMO, FFOA, and SNOA. Here, the 
simulation results proved that the developed model is statistically significant. 
Furthermore, it is illustrated that utilizing HE and CLAHE in the developed 
approach can improve the contrast and visibility of subtle details in mammo-
gram images.

Fig. 3   (continued)
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3.8 � Convergence Validation of the Designed Framework

The convergence assessment of the suggested framework is signified in Fig.  6. 
When analyzing the epoch count at 20, the accuracy of the executed model is 20%, 
37.14%,12.94%, and 18.51% enhanced than existing methods like CHOA-AC-
A3DCNN, CMO-AC-A3DCNN, FFOA-AC-A3DCNN, and SNOA-AC-A3DCNN, 
respectively. Thus, it is proved that the introduced framework can reduce the time 
required to reach optimal solutions than other conventional algorithms. The model’s 
effectiveness in quickly achieving convergence not only enhances its practical usa-
bility but also positions it as a leading solution for applications demanding immedi-
ate results.

3.9 � Performance Assessment of the Designed Approach by Varying Dilation Rate

Figure 7 shows the performance analysis of the recommended system. This analy-
sis was carried out by varying the dilation rate to estimate the spatial resolution of 
the offered framework. Here, the offered approach attained superior performance 
than the existing approaches. By varying the dilation rate, the introduced system 
can effectively segment objects and regions of interest in the image. This flexibility 

Fig. 3   (continued)
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in spatial resolution helps the developed model to achieve accurate performance in 
breast cancer detection. Furthermore, the use of atrous convolution allows the devel-
oped model to maintain a consistent computational cost.

3.10 � PR‑AUC Analysis of the Designed Model

Figure 8 illustrates the precision-recall area under the curve (PR-AUC) analysis on 
the designed model. This examination helps to effectively estimate the effectiveness 
of the designed system, particularly when dealing with imbalanced datasets. Here, 
the graph plots the precision against recall at various classification thresholds. The 
developed framework achieved a higher Average Precision (AP) value than the other 
conventional methods like CNN, UNet, DCNN, and 3DCNN. Thus, the outcome 
illustrated that the introduced method achieves high precision across a wide range of 
recall levels, indicating better performance in breast cancer detection.

3.11 � Sensitivity Evaluation on the Designed Model

Figure 9 shows the sensitivity analysis of the recommended framework. This analy-
sis is performed with respect to key hyper-parameters like dilation rates and learning 
rates. Here, the dilation rate has a higher impact than the learning rate. Thus, the 
result demonstrated that the high dilation rate in the offered system can effectively 
allow the model to capture longer-range dependencies in the image, which can be 
crucial for image detection tasks.

3.12 � ImageNet Comparison on the Introduced Model

Figure 10 depicts the ImageNet comparison of the introduced model. This analysis is 
carried out by varying the interference time (seconds per image). It allows the research-
ers to evaluate how well a proposed model balances accuracy with its resource require-
ments. By analyzing performance on ImageNet, the developed model attained high 
accuracy with less interference time. The outcome demonstrated that the developed 
model achieved high accuracy while using less processing time than the existing models.

3.13 � Training vs Validation Loss Examination on the Designed Model

Figure  11 shows the training versus validation loss analysis on the developed 
approach. This analysis was done by varying the epoch count from 1 to 500. This 
analysis helps the researchers to understand how well the approach is learning the 
training data and enables them to identify whether the developed model suffers from 
an overfitting issue. Figure 10 shows that the developed FFSLO algorithm tunes the 
parameters of the recommended system and it can prevent the overfitting issue.
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3.14 � Computational Complexity Investigation on the Designed Model

Table 6 shows the time complexity analysis of the developed system, and Table 7 
signifies the space complexity of the designed framework. Here, the duration 
consumed by the recommended technique is 37.54, which is beneath the other 
existing models and the optimization algorithms. Thus, the outcome illustrated 
that the suggested system can effectively detect breast cancer with less compu-
tational time and space. The parameter optimization via FFSLO reduces com-
putational complexity and enhances the speed of the detection process. The 

Fig. 4   The K-fold evaluation of the implemented framework over different heuristic algorithms in 
regards to a F1-score; b FNR; c MCC; d precision; e accuracy; f specificity; g sensitivity; h FDR; i NPV; 
j FPR
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combination of FFOA and SLOA techniques results in faster execution by reduc-
ing the computational overhead compared to traditional techniques.

3.15 � Visualization of Detection Results on the Designed Model Over 
State‑of‑the‑Art Methods

Figure 12 shows the visualization of detection results on the introduced model. 
Here, the F1-score of the developed model was 12.8%, 17.08%, 18.5%, and 
23.3% higher than FRNN, GAN, VGG16, and YOLO, respectively. Thus, the 
experimental outcome showed that the introduced framework accomplished 
higher effectiveness than the state-of-the-art techniques. Moreover, it is dem-
onstrated that optimizing the parameters of UNet-FCN and AC-A3DCNN using 
the FFSLO algorithm can effectively identify breast cancer in the early hours.

3.16 � Ablation Validation of the Developed Method

The ablation evaluation of the proposed framework is shown in Table 8. This evalu-
ation helps to optimally identify the essential informative features from the gath-
ered mammogram images for improving the system’s interpretability. By captur-
ing the important features, it can easily remove the redundancies and unnecessary 

Fig. 4   (continued)



For
 A

ppro
va

l

Operations Research Forum _#####################_	 Page 31 of 45  _####_

components in the training process to attain better performance with fewer resources. 
In Table 8, the traditional attention 3DCNN framework attains a lower sensitivity 
value of 93.11% to enhance the risk of false negative outcomes. This can incor-
rectly identify a cancerous condition as non-cancer, leading to a delay in diagno-
sis and treatment. The higher sensitivity value of 96% is attained by the proposed 
FFSLO-AC-A3DCNN approach to ensure earlier detection and treatment, and 
potentially minimize the mortality rates. It helps to prevent breast cancer from pro-
gressing to later stages and improve the quality of the patient’s life. The FDR error 
rates of the implemented framework are reduced than 43% dilated 3DCNN, 41% 
residual 3DCNN, 41% attention 3DCNN, and 22% residual attention AC-3DCNN 

Fig. 5   The K-fold evaluation of the implemented framework over different detection methods in regards 
to a F1-score; b FNR; c MCC; d precision; e specificity; f accuracy; g FDR; h FPR; i NPV; j sensitivity
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approaches. The developed method has a minimal error rate to enable better accu-
racy and early detection. Thus, the overall outcomes prove the proposed method’s 
superior performance than the conventional methods.

3.17 � Confusion Matrix Evaluation of the Developed Method

Figure 13 displays the confusion matrix validation of the proposed approach with two 
different datasets. It can easily identify the specific false positives and false negative 
values to enable better precision. It has the ability to optimally handle vast amounts of 
sensitive medical mammogram images by reducing the overfitting issues for enhancing 
better diagnosis within a limited duration. Also, it can provide clear and easy-to-under-
stand visualization of the outcomes. Furthermore, it can analyze the overall features in 
the gathered medical images and categorize the most informative features to enhance 
the entire performance in an effective manner. This validation can optimally analyze 
and identify the several types of errors and misclassification outcomes for effectively 
categorizing the cancerous and non-cancerous cases. The prescribed hyperparameter 
tuning process is easily validated by minimizing the overfitting issues. Furthermore, 
it reduces the misclassified outcomes and ensures the optimal results to enhance the 
model’s generalizability and adaptability.

Fig. 5   (continued)
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4 � Discussion

The work concentrates on validating the outcomes with diverse efficacy metrics for 
achieving efficient performance. In Fig. 4, performance analysis was done on the devel-
oped model over different techniques and algorithms. Here, the introduced model’s 

Table 3   Validation of implemented breast cancer detection model using recent approaches

Measures ConvNet-24 [56] CNN-SVM [57] CDCNNs [58] FFSLO-AC-
A3DCNN

Accuracy 93.17 93.52 94.45 96.63
Sensitivity 92.86 93.48 94.72 96.89
Specificity 93.22 93.53 94.41 96.58
Precision 69.53 70.66 73.85 82.54
FPR 6.78 6.47 5.59 3.42
FNR 7.14 6.52 5.28 3.11
NPV 93.22 93.53 94.41 96.58
FDR 30.47 29.34 26.15 17.46
F1-score 79.52 80.48 82.99 89.14
MCC 76.66 77.77 80.62 87.55

Table 4   Statistical validation of the implemented system using the Friedman aligned ranks test

Algorithm comparison Statistic Adjusted p-value Result

CHOA vs FFSLO-AC-A3DCNN 1.78885 0.73638 H0 is accepted
FFOA vs CHOA 1.34164 1 H0 is accepted
FFOA vs SNOA 0.44721 1 H0 is accepted
CHOA vs FFSLO-AC-A3DCNN 1.78885 0.73638 H0 is accepted
CMO vs FFSLO-AC-A3DCNN 1.34164 1 H0 is accepted
FFOA vs CMO 0.89443 1 H0 is accepted
CHOA vs SNOA 0.89443 1 H0 is accepted
FFSLO-AC-A3DCNN vs SNOA 0.89443 1 H0 is accepted
FFOA vs FFSLO-AC-A3DCNN 0.44721 1 H0 is accepted
CMO vs CHOA 0.44721 1 H0 is accepted
CMO vs SNOA 0.44721 1 H0 is accepted

Table 5   Statistical validation of the implemented breast cancer detection model using standard metrics

Algorithms CHOA [54] CMO [55] FFOA [45] SNOA [46] FFSLO-AC-
A3DCNN

Mean 1.134126 1.062407 1.096654 1.074478 1.061372
Median 1.068044 1.061989 1.093273 1.065657 1.053857
Standard deviation 0.093843 0.002922 0.003974 0.042277 0.035607
Worst 1.340675 1.082863 1.101324 1.239686 1.199023
Best 1.068044 1.061989 1.093273 1.047263 1.040116
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accuracy is 18.07% enhanced than CNN, 20.9% greater than UNET, 17% superior to 
DCNN, and 15% better than 3DCNN. Thus, this analysis showed that the developed 
model accurately detects breast cancer than other existing approaches. Furthermore, 
k-fold analysis was performed on the suggested framework and it was shown in Figs. 4 
and 5. Here, F1-score of the introduced model was 23.12%, 19.39%, 13.21%, and 11.2% 

Fig. 6   Convergence analysis of the offered model

Fig. 7   Performance analysis of the suggested model by varying dilation rate
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enhanced than CHOA-AC-A3DCNN, CMO-AC-A3DCNN, FFOA-AC-A3DCNN, and 
SNOA-AC-A3DCNN cancer detection models. Additionally, overall analysis was per-
formed in Tables 1 and 2 to display the performance of the offered model. Here, the 
precision of the proposed model was 82.53%, which is enhanced than the conventional 
approaches. Moreover, statistical analysis is validated on the suggested framework and 
it is shown in Tables 4 and 5. Here, the FFSLO-AC-A3DCNN approach attained bet-
ter performance than the CHOA, CMO, FFOA, and SNOA, respectively. While con-
sidering accuracy, the existing CMO-AC-A3DCNN model shows 90%, which shows 
lower performance than the other techniques. From the entire validation, the designed 
model gives enhanced performance than the conventional techniques in breast cancer 
detection.

Clinical Applicability of the Proposed Model  In real-world clinical use, healthcare 
professionals use the designed model. It allows healthcare professionals to identify 
subtle abnormalities in imaging data more readily. It can improve the accuracy of 
breast tumor diagnosis by segmenting and detecting breast tissue abnormalities on 
mammograms. This may lead to earlier detection, improved treatment options, and 
better patient outcomes. Moreover, the developed model is most applicable within 
clinical settings where medical imaging like mammograms are used for breast 

Fig. 8   PR-AUC analysis of the suggested model
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Fig. 9   Sensitivity examination of the designed model

Fig. 10   ImageNet comparison of the proposed framework
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Fig. 11   Training vs validation loss analysis on the developed approach

Table 6   Time complexity 
analysis of the designed 
framework

Terms Time (min)

Optimization algorithms
CHOA [54] 41.4733
CMO [55] 49.8542
FFOA [45] 42.5332
SNOA [46] 45.2277
FFSLO-AC-A3DCNN 37.5428
Techniques
CNN [21] 50.854
UNET [47] 49.4673
DCNN [25] 51.9544
3DCNN [53] 52.8647
FFSLO-AC-A3DCNN 37.5428

Table 7   Space complexity analysis of the introduced framework

Algorithm Complexity

CHOA [54] O(iter ∗ (2nop ∗ chlen + 3)) 
Here, the termiter denotes the number of iterations,nop 
signifies the number of populations andchlen 
denotes the chromosome length

CMO [55] O(iter ∗ (2nop + 3+ ∗ chlen + 1))

FFOA [45] O(iter ∗ ((nop ∗ 2chlen) + (nop ∗ 2chlen)))

SNOA [46] O(iter ∗ (nop ∗ 2chlen + 3))

FFSLO-AC-A3DCNN O(iter ∗ (nop ∗ 2chlen + 1))
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Fig. 12   Visualization of detection results on the introduced framework based on a accuracy, b F1-score, 
c FDR, d FNR, e FPR, and f precision

Table 8   Ablation study of the proposed framework

Measures/meth-
ods

Dilated 3DCNN Residual 
3DCNN

Attention 
3DCNN

Residual 
attention AC-
3DCNN

Proposed 
FFSLO-AC-
A3DCNN

Accuracy 93.17 93.35 93.39 95.43 96.63
Sensitivity 93.48 93.17 93.11 95.65 96.89
Specificity 93.12 93.37 93.43 95.39 96.58
Precision 69.35 70.09 70.26 77.58 82.54
FPR 6.88 6.63 6.57 4.61 3.42
FNR 6.52 6.83 6.83 4.35 3.11
NPV 93.12 93.37 93.43 95.39 96.58
FDR 30.65 29.91 29.74 22.42 17.46
F1-score 79.63 80.00 80.11 85.67 89.14
MCC 76.85 77.21 77.33 83.64 87.55
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cancer screening. This allows the proposed model to assist radiologists in identify-
ing suspicious areas and potentially detecting cancers at earlier stages, especially 
in situations where there might be a high volume of complex breast tissue densities, 
and helps to speed up the diagnosis process in breast cancer.

5 � Conclusion

The newly developed deep-learning-based FFSLO-AC-A3DCNN breast cancer detec-
tion model was used to detect changes in the selected images. These images are taken 
from online resources. In the first step, the collected data was pre-processed using 
strategies like HE and CLAHE. In the implemented FFSLO-AC-A3DCNN, the best 
features were chosen from the final pre-processed data. Next, images were given to 
the segmented area. Here, the combination of UNet and FCN techniques is used in 
the segmentation process, and they obtained the UNet-based segmented images and 
FCN-based segmented images. Then averaging the UNet segmented and FCN seg-
mented images improved the breast cancer detection system’s accuracy. The outcome 
illustrated that the developed system performed better accuracy when compared to 
the other methods. The created FFSLO-AC-A3DCNN-based breast cancer detection 
model outperformed the detection approaches CNN, UNet, DCNN, and 3DCNN with 
precision of 47.7%, 34.5%, 29.8%, and 22.9%, respectively. As a result, the assess-
ment findings of the breast cancer detection model put into practice showed that it per-
formed better and produced more effective results than the recently used techniques. In 
the future, the transfer learning technique will be included with diverse image datasets 
to improve the detection accuracy. In addition, we will improve the offered approach 
by using diverse angles of mammography images. Furthermore, we will use the grid 
search to find the best combination of hyperparameters for a developed model. Also, 
the upcoming work will focus on using the SHapley Additive exPlanations (SHAP) or 
local interpretable model-agnostic explanations method (LIME) to trade off between 
accuracy and interpretability in breast cancer detection.

Fig. 13   Confusion matrix evaluation of the developed method based on a dataset 1 and b dataset 2
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